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EFFECT OF DYE CONTENT IN A TREATED SOLUTION ON PERFORMANCE OF THE UF CERAMIC MEMBRANE

Low-pressure membrane processes have been studied in order to treat aqueous solutions of dyes. The influence of dye concentration (10, 20, 100 g/m³) on separation efficiencies of organic dyes (Methyl Orange, Titan Yellow and Direct Black) was analyzed. CéRAM INSIDE® (Tami Industries) membranes with various cut-off values (1, 15 kDa) were examined. The ultrafiltration process was carried out at the transmembrane pressures of: 0.03, 0.06, and 0.09 MPa. It was found that the process efficacy was affected not only by the kind of dye, but also by the dye concentration, applied pressure and membrane cut-off. With increasing dye content in the treated solution the rejection coefficient improved.

1. INTRODUCTION

Lack of water is a worldwide problem that will be exacerbated by water pollution. The textile industry consumes large volumes of water in numerous wet processes. Therefore it produces enormous amounts of textile wastewater heavily charged with unconsumed dyes and other chemicals [1]. Dyeing wastewater contains large amounts of dyestuff together with significant amounts of suspended solids, dispersing agents, salts and trace metals. This dyeing wastewater can cause serious environmental problems due to its high colour, large amount of suspended solids and high chemical oxygen demand [2]. Even small quantities of dyes can determine colour of large water bodies [3, 4]. Coloured dye effluents are generally considered highly toxic to the aquatic biota, affecting the symbiotic process by disturbing the natural equilibrium through reduced photosynthetic activity due to the colouration of water in streams. Some dyes are reported to cause allergy, dermatitis, skin irritation, and cancer in humans. Thus, the removal of dyes from effluents before they are mixed up with unpolluted natural water bodies is important [5, 6].
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The treatment of wastewater containing dyes and its decolourization involves serious problems. A wide range of pH, high salt concentrations and complex chemical structures hinder even more their treatment [4]. The conventional treatments of wastewater containing dyestuff include biological oxidation, chemical coagulation and adsorption. The traditional processes for treatment of dye-house effluents prove to be insufficient to purify the important quantity of wastewater after the different operations of dyeing and washing [7]. Furthermore, the composition of wastewater from the dyeing and textile processes varies greatly from day to day and hour to hour, depending on the dyestuff type, the fabric type and the concentration of fixing compounds which are added [2].

Membrane separation processes could be a promising alternative for the removal of a variety of dyestuffs. Membrane pressure-driven processes, especially nanofiltration and reverse osmosis, are being increasingly used in the treatment of textile wastewater [8–13]. However, these techniques are characterized by high energy consumption. Therefore low-pressure membrane processes (microfiltration and ultrafiltration) could be economically more favourable in the dye effluent treatment.

A membrane installation should be characterized by a process stability, high availability, and simple preliminary treatment. Membranes applied should have high chemical, thermal and biological resistances. Ceramic membranes are able to mach these demands due to their high chemical and physical stability, and long lifespan. Other advantages of ceramic membranes include the ability to use steam sterilization and back flushing, high abrasion resistance, high fluxes, bacteria resistance, possibility of regeneration and dry storage after cleaning [14]. The supports for the inorganic membrane elements are made from aluminum oxides, zirconium oxides, titanium oxides or silicon carbides [15, 16]. These materials can fulfil high requirements relating to mechanical stability. The supports can be designed for a single-channel or multi-channels modules. The membrane layer is only few μm thick and is placed on the inner side of the channel.

The aim of the present paper was to investigate the membrane process efficiency for aqueous solutions containing three organic dyes at various concentrations in aqueous solutions. The effect of the dye concentration, as well as the molecular weight of the dye and the membrane cut-off on the process efficiency was reported.

2. MATERIALS AND METHODS

Commercially available CéRAM INSIDE® (Tami Industries) ceramic membranes, with the cut-off values of 1 kDa and 15 kDa, were used in the experiments. The membranes were 0.25 m long and had one channel with the diameter of 6 mm. The external diameter of the membrane was equal to 10 mm. The membrane surface area amounted to 0.0042 m² (per module).
Transport and separation properties of the membranes were tested with respect to three anionic dyes (Methyl Orange – MO, Titan Yellow – TY, Direct Black – DB). The characteristic of the dyes is given in Table 1. The molecular weights of tested dyes ranged from 327 to 1060 Da. The permeation measurements were carried out with distilled water and aqueous solutions of dyes. Dye concentrations in model solutions were equal to 10, 20 and 100 g/m³. The dye concentrations in permeate and concentrate were determined spectrophotometrically by measuring of the absorbance at the wavelength of maximum absorbance of the sample.

<table>
<thead>
<tr>
<th>Dye</th>
<th>Molecular weight [Da]</th>
<th>Type</th>
<th>pH&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Dye&lt;sub&gt;λ&lt;sup&gt;b&lt;/sup&gt;max&lt;/sub&gt; [nm]</th>
<th>Structural formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methyl orange C.I.&lt;sup&gt;c&lt;/sup&gt;13025</td>
<td>327</td>
<td>acid dye</td>
<td>5.7</td>
<td>MO 465</td>
<td>C₁₄H₁₄N₉O₉SNa</td>
</tr>
<tr>
<td>Titan yellow C.I. 19540</td>
<td>696</td>
<td>direct dye</td>
<td>5.5</td>
<td>TY 399</td>
<td>C₂₈H₁₉N₅Na₂O₆S₄</td>
</tr>
<tr>
<td>Direct black C.I. 35435</td>
<td>1060</td>
<td>direct dye</td>
<td>7.6</td>
<td>DB 585</td>
<td>C₄₄H₃₂N₁₃O₁₁S₃Na₃</td>
</tr>
</tbody>
</table>

<sup>a</sup>Determined for the dye solutions of concentration equal to 100 g/m³.
<sup>b</sup>Wavelength corresponding to the maximum absorbance of the dye solution.
<sup>c</sup>Colour index number.

The ProFlux M12 (Millipore) installation (Fig. 1) was used in the experiments. To provide constant concentration of examined solutions, permeate was recirculated to the feeding tank. The ultrafiltration process involved the pressure range from 0.03 to 0.09 MPa.

---

**Fig. 1.** Laboratory UF installation ProFlux M12: 1 – ceramic membrane module, 2 – feeding tank, 3 – pressure pump, 4 – pressure sensor, 5 – valve
3. RESULTS AND DISCUSSION

Figure 2 shows the distilled water flux at three transmembrane pressures for two membranes (1 kDa and 15 kDa). As it was expected there was an evident relationship...
between water permeability and applied pressure. It was also found that permeability of the membrane with the higher cut-off value was higher than the permeability of 1 kDa membrane. The water flux ranged from 0.16 m³/(m²·day) to 0.44 m³/(m²·day) for 1 kDa membrane and from 0.21 m³/(m²·day) to 0.54 m³/(m²·day) for the 15 kDa membrane.

The ceramic membrane permeabilities in the course of ultrafiltration of organic dyes solutions are shown in Fig. 3. It was found that the membrane permeability was dependent on the initial concentration of dye, the applied pressure and the membrane cut-off value. It is interesting to note that the membrane type was of less importance, although the distilled water fluxes varied with membrane cut-off (Fig. 2).

The lowest permeate flux (approximately 0.10 m³/(m²·day)) was obtained under the pressure of 0.03 MPa (Figs. 3a, b). Increasing pressure caused the increase in the permeate flux (to approximately 0.48 m³/(m²·day)) (Fig. 3f). The highest permeate flux was observed when the 15 kDa membrane was used under the highest pressure. Under the lowest pressure, the highest permeate flux was obtained for solutions with the highest initial concentration.

The presence of dye molecules in treated solutions caused decrease in the membrane permeabilities. This demonstrates that the membranes were blocked by rejected particles. As a measure of the pore blocking degree, the relative membrane permeability was taken into account (Table 2). It was determined as the ratio of the volumetric flux of a dye solution to water volumetric flux.

### Table 2

<table>
<thead>
<tr>
<th>Dye</th>
<th>1 kDa membrane</th>
<th>15 kDa membrane</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dye concentration [g/m³]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>0.03 MPa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO</td>
<td>0.98</td>
<td>0.87</td>
</tr>
<tr>
<td>TY</td>
<td>0.72</td>
<td>0.70</td>
</tr>
<tr>
<td>DB</td>
<td>0.70</td>
<td>0.85</td>
</tr>
<tr>
<td>0.06 MPa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO</td>
<td>0.84</td>
<td>0.78</td>
</tr>
<tr>
<td>TY</td>
<td>0.69</td>
<td>0.67</td>
</tr>
<tr>
<td>DB</td>
<td>0.79</td>
<td>0.76</td>
</tr>
<tr>
<td>0.09 MPa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO</td>
<td>0.84</td>
<td>0.82</td>
</tr>
<tr>
<td>TY</td>
<td>0.67</td>
<td>0.71</td>
</tr>
<tr>
<td>DB</td>
<td>0.77</td>
<td>0.80</td>
</tr>
</tbody>
</table>

At higher initial concentrations of dyes, membrane blocking was less effective. This can be explained in terms of aggregation of dye particles in the treated solutions.
At low dye concentrations, the degree of aggregation is lower. Thus, non-aggregated dye particles can freely enter the membrane pores and block them. Aggregated dye particles, due to their bigger diameters, will be rejected by the membranes.

The transport properties of ceramic membranes influenced directly the separation properties. The experimental results are shown in Fig. 4. The molecular weight of a dye has a significant influence on the process efficiency. The dyes of higher molecular weight (Titan Yellow, Direct Black) were removed with much higher efficacy than the low molecular weight dye (Methyl Orange) irrespective of the membrane cut-off. The applied pressure had an insignificant influence on the removal efficiency of high-molecular weight dyes. Dye rejection coefficients for Titan Yellow and Direct Black were very high and varied from 85 to 99.3%, depending on the initial dye concentra-
tion. The worst removal efficiency was noticed when the initial dye concentration was lowest, but when the dye concentration was increasing, the results of ultrafiltration process were improved. When the initial concentration was equal to 10 g/m³ the aggregation degree of dye particles was rather low, thus more single dye particles were available in the treated solution. As a consequence, the separation efficiency became worse.

The retention coefficient of Methyl Orange depended on the initial concentration of dye in a higher extent, but there was no visible trend between the initial concentration of dye and the removal efficiency. Generally, the separation of Methyl Orange was rather low – the retention coefficients varied from 11% to 77%, depending on the membrane cut-off and the applied pressure. The best results were obtained for 1 kDa membrane and the lowest pressure (Fig. 4a). The poor rejection of Methyl Orange could be attributed to small size of the dye particles. The worsening of separation of low molecular weight dye upon increasing pressure was observed. Higher pressure caused more intensive passing of dye particles through the membrane. When the concentration of Methyl Orange was the lowest and the applied pressure was the highest, there was the dye rejection was worst (Fig. 4e, f). Probably, under the low concentration, dye aggregation was hindered and a greater number of non-aggregated dye particles penetrated through the ceramic membrane.

4. CONCLUSIONS

The experimental results demonstrated that the commercially available ceramic membranes can be successfully applied to treat organic dye solutions, particularly when the solutions contain high-molecular-weight dyes (> 700 Da). The effectiveness of organic dye removal depends on its initial concentration in the treated solution, applied pressure and the membrane cut-off. For low molecular weight dyes the increase in the membrane cut-off and transmembrane pressure causes worsening of dye rejection. For high molecular weight dyes the rejection degree is almost complete (97–99%) unless the dye content in the separated solution is rather high (100 g/m³). The decrease of dye concentration brings about deterioration of the separation efficiency.
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NUMERICAL SIMULATION OF NO PRODUCTION IN A PULVERIZED COAL FIRED FURNACE

Behaviour of air–coal mixture has been described using the Navier–Stokes equations for the mixture of air and coal particles, accompanied by the turbulence model. The undergoing chemical reactions are described by the Arrhenius kinetics (reaction rate proportional to $\exp(-E/RT)$). Heat transfer via conduction and radiation has also been considered. The system of partial difference equations is discretized using the finite volume method and the advection upstream splitting method as the Riemann solver. The resulting ordinary differential equations are solved using the 4th order Runge–Kutta method. Results of simulation for typical power production level are presented together with the air staging impact on NO production.

1. INTRODUCTION

The main motivation of the examination of the combustion model is its potential inclusion in the current model of a steam generator [1], to use this model for development of control systems for the industrial installation. Another application for the combustion model is the optimization of the production of nitrogen oxide which strongly depends on the temperature and unburned char distribution, and thus it can be controlled by intelligent distribution of fuel and oxygen into the burners. Because the experiments on a real device are prohibitively cumbersome and expensive, in extreme cases even hazardous, the only way to test the behaviour of the furnace is mathematical modelling.

The mathematical model of combustion is based on the Navier–Stokes equations for a mixture of multiple components where coal particles are treated as one of the phases. We use this approach, as it simplifies the model especially when dealing with
turbulence, and also removes several empirical relations and constants, moreover, it
shortens the computational time of the simulation.

2. MATHEMATICAL MODEL

The mathematical model of combustion is based on the Navier–Stokes equations
for a mixture of multiple components where the coal particles are treated as one of the
phases. Unlike e.g. in [2], where the gas particles are treated separately and use sepa-
rate equations of momentum, we chose to use this approach, as it simplifies the model
especially when dealing with turbulence, and also removes several empirical relations
and constants.

Currently, the following components of the mixture are considered:

• chemical compounds engaged in major thermal and fuel NO reactions (nitrogen
(N2), oxygen (O2), nitric oxide (NO), hydrogen cyanide (HCN), ammonia (NH3), car-
bon dioxide (CO2) and water (H2O)),
• char and volatile part of the coal particle.

The gas phase is described by equations given below. The mass balance is
described by equations of mass balance of each sub-component (the Einstein summation
is used)

\[
\frac{\partial}{\partial t}(\rho Y_i) + \frac{\partial}{\partial x_j}(\rho u_j Y_i) = \nabla \cdot \vec{J}_i + R_i, \tag{1}
\]

where \(\rho\) is the flue gas mass density, \(Y_i\) – mass fraction of the \(i\)-th component, and \(u_i\)
are the gas velocity components. The right hand side terms describe the laminar and
turbulent diffusion of the components and either production or consumption due to
chemical reactions within the \(R_i\) term. The equations of mass balance of components
are supplemented by the equation of total mass balance:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_i)}{\partial x_j} = 0. \tag{2}
\]

Equations of momentum conservation are as follows

\[
\frac{\partial}{\partial t}(\rho u_i) + \frac{\partial (\rho u_i u_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j}\left[\mu_{eff}\left(\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3}\delta_{ij}\frac{\partial u_l}{\partial x_l}\right)\right] + \vec{g}_i, \tag{3}
\]

where \(\vec{g} = [g_1, g_2, g_3]\) is the external force acting on the fluid, in our case it is the
gravity force. The effective friction coefficient \(\mu_{eff}\) is calculated from the turbulence
model as
\[ \mu_{\text{eff}} = \mu + \mu_t = \mu + \rho C_\mu \frac{k^2}{\varepsilon}, \]

where \( \mu \) is the laminar viscosity, \( k \) – the turbulent kinetic energy, and \( \varepsilon \) – the turbulent energy dissipation rate. Constant \( C_\mu \), like additional constants introduced later in the description of the turbulence model, has to be chosen empirically for a particular problem, in our case we use \( C_\mu = 0.09 \), which appears to give satisfactory results.

The last equation describes the conservation of energy

\[ \frac{\partial}{\partial t} (\rho h) + \frac{\partial (\rho u_j h)}{\partial x_j} = -n_{\text{coal}} \frac{dm_{\text{coal}}}{dt} h_{\text{comb}} + q_r + q_c + q_s, \]  

where the right hand side terms are the heat of combustion, heat transfer by radiation, heat transfer by conduction, and heat source or sink. The heat transfer terms are computed as follows

\[ q_c = -\nabla \cdot (\lambda \nabla T), \]

for the transfer by conduction, which is described by the Fourier law of heat conduction, and

\[ q_r = -\nabla \cdot (cT^3 \nabla T), \]

for the transfer by radiation. The radiation heat transfer is fully described by an integral-differential equation of radiation, which is very computationally expensive to solve. However, as the flue gas can be considered an optically thick matter, the above approximation of the radiation flux called the Rosseland radiation model can be applied.

The heat sink term is nonzero only in the edge computation cells and describes the energy exchange with the walls of the furnace via conduction and radiation

\[ q_s = A(T_{\text{gas}} - T_{\text{wall}}) - B(T_{\text{gas}}^4 - T_{\text{wall}}^4), \]

where \( A \) and \( B \) are constants dependent on the properties of the interface between the modelled region and its surroundings.

The particle mass change rate is currently described by the one-step Arrhenius kinetics, which is used separately for the char and volatile coal components – combustion of the volatiles is more rapid than combustion of the char

\[ \frac{dm_p}{dt} = -A_v m_p^{\alpha} [O_2]^{\beta} \exp \left( -\frac{E_v}{RT_p} \right), \]

where \( m_p \) is the particle combustible mass, \( A_v, E_v \) are empirical constants, \([O_2]\) – oxygen concentration, \( T_p \) is the particle temperature and \( R \) is the universal gas constant.
As usual, these equations are supplemented by the equation of state

\[ p = (\kappa - 1) \rho \left( e_{\text{gas}} - \frac{1}{2} v_{\text{gas}}^2 \right), \]

where \( \kappa \) is the Poisson constant and \( e_{\text{gas}} \) is the gas energy per unit mass.

For the turbulence modelling, we use the standard \( \kappa - \epsilon \) model, which describes the evolution of turbulence using two equations, former for the turbulent kinetic energy

\[ \frac{\partial}{\partial t} (\rho k) + \frac{\partial (\rho u_j k)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + G_k - \rho \epsilon, \quad (5) \]

and the other one for the turbulent kinetic energy dissipation rate

\[ \frac{\partial}{\partial t} (\rho \epsilon) + \frac{\partial (\rho u_j \epsilon)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\epsilon} \right) \frac{\partial \epsilon}{\partial x_j} \right] + C_{1\epsilon} \frac{\epsilon}{k} G_k - \rho C_{2\epsilon} \frac{\epsilon^2}{k}. \quad (6) \]

Constants in this model have once more to be determined empirically, in our case they are: \( C_{1\epsilon} = 1.44, C_{2\epsilon} = 1.92, \sigma_k = 1.0, \sigma_\epsilon = 1.3. \)

Left hand sides of the equations describe passive advection of the respective quantities by the advection velocity \( \vec{u} \). Right hand sides describe their spatial diffusion, production and dissipation.

The term \( G_k \) describing the production of turbulence, can be derived from the Reynolds averaging process and written in terms of the fluctuating part of the velocity as

\[ G_k = \tau_{jl} \frac{\partial u_j}{\partial x_i} = -\rho u_j u_l \frac{\partial u_i}{\partial x_j} = \mu_t S^2 \quad \text{with} \quad S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right), \]

where \( \tau_{ij} \) is the Reynolds stress tensor and \( S_{ij} \) is a mean strain rate. However during practical computation, fluctuations \( u_j' \) and \( u_i' \) are unknown, we use the Boussinesq hypothesis that the Reynolds stress is proportional to the mean strain rate.

Diffusion of the species consists of two processes, laminar and turbulent ones, and the diffusion term in Eq. (1) can be written in the form

\[ \vec{J}_i = -\left( \rho D_{i,m} + \frac{\mu_t}{S_{c_i}} \right) \nabla Y_i, \]

The former term corresponds to linear laminar diffusion, the latter one to turbulent diffusion. Given the fact that the turbulent diffusion generally predominate the laminar one, and the term \( D_{i,m} \) is difficult to determine, the laminar diffusion can be usually ignored. The coefficient \( S_{c_i} \) is the turbulent Schmidt number and we have \( S_{c_i} = 0.7. \)
3. SIMPLIFIED MODEL OF NO CHEMISTRY

This model has been developed to approximately describe the amounts of NO emissions leaving a coal combustion furnace. The real mechanism of coal flue gas production seems to be very complicated, so that just the most important phenomena and reaction paths were considered to provide maximum possibility of using this model in real-time control and operation systems.

Two major processes contribute to the total NO chemistry. The former is known as thermal NO or Zeldovich NO and simply consists of oxidation of atmospheric nitrogen at high temperature. The latter is called fuel NO and describes creation of NO from nitrogen, which is chemically bounded in coal fuel. Fuel NO is usually the major source of NO emissions, when the thermal way is suppressed. These are the only mechanisms involved, although a few more could be considered (such as prompt NO (Fenimore) or nitrous oxide (N₂O) intermediate mechanisms).

3.1. THERMAL NO

Thermal NO generation mechanism is applicable only at high temperature and is represented by a set of three equations, introduced by Zeldovich [2] and extended by Bowman [3]

\[
\begin{align*}
O + N_2 & \xrightleftharpoons[k_1]{k_2} N + NO, \\
N + O_2 & \xrightleftharpoons[k_3]{k_4} O + NO, \\
N + OH & \xrightleftharpoons[k_5]{k_6} H + NO.
\end{align*}
\]

All these reactions are considered to be reversible. Rate constants were taken from [4]. In order to compute the NO concentration, concentrations of nitrogen radical [N], oxygen radical [O] and hydroxyl radical [OH] must be known. It is useful to assume that N is in a quasi-steady state according to its nearly immediate conservation after creation. In fact, this N radical formation is the rate limiting factor for thermal NO production, due to extremely high activation energy of nitrogen molecule, which is caused by a triple bond between two nitrogen atoms. Hence, the NO formation rate can be stated as

\[
\frac{d[NO]}{dt} = 2k^+ [O][N_2] \frac{1 - \frac{k^- k_7 [NO]^2}{k^+ k_2 [N_2][O_2]}}{1 + \frac{k^- [NO]}{k^+_2 [O_2] + k^-_3 [OH]}}.
\]

Concentrations of O and OH can be profitably described by following partial equilibrium approach [5, 6]
\[ [O] = K_1[O_2]^{1/2}T^{1/2}, \quad [OH] = K_2[O]^{1/2}[H_2O]^{1/2}T^{-0.57}. \]

Equilibrium constants are as follows
\[
K_1 = 36.64\exp\left(-\frac{27123}{T}\right), \quad K_2 = 212.9\exp\left(-\frac{4595}{T}\right).
\]

3.2. FUEL NO

The composition analysis shows that nitrogen based species are more or less present in coal, usually in amounts of tenths to units of percent by weight. When coal is heated, these species are transformed into certain intermediates and then into NO. Fuel itself is therefore a significant source of NO pollutants. When a coal particle is heated, it is presumed that nitrogen compounds are distributed into volatiles and char. The parameter \( \alpha \) is introduced to describe the distribution of the coal-bounded nitrogen between the volatiles and char part of the coal particle.

\[
m_{\text{vol}}^N = \alpha m_{\text{tot}}^N, \quad m_{\text{char}}^N = (1 - \alpha) m_{\text{tot}}^N,
\]

where \( \alpha \in (0, 1) \), \( m_{\text{tot}}^N \) is the total mass of nitrogen per 1 kg of the coal used in boiler, \( m_{\text{vol}}^N \) is the mass of bounded nitrogen in volatiles and \( m_{\text{char}}^N \) is the mass of bounded nitrogen in char. As mentioned above, nitrogen transforms to pollutants via intermediates which usually are ammonia \( \text{NH}_3 \), and hydrogen cyanide \( \text{HCN} \). To proceed further, we must define four parameters to describe complex partitioning of the fuel bound nitrogen:

- \( \beta \) is a part of volatile bounded nitrogen which converts to HCN,
- \( \delta_1 \) is the distribution of char bounded nitrogen which converts to HCN,
- \( \delta_2 \) is the distribution of char bounded nitrogen which converts to \( \text{NH}_3 \),
- \( \delta_3 \) is the distribution of char bounded nitrogen which converts to NO,

\[
\beta \in (0, 1), \quad \delta_1 + \delta_2 + \delta_3 = 1.
\]

Different parametric studies should be carried out to find the best values of these parameters suitable for a specific type of coal. Five overall reactions of either NO formation or depletion were incorporated in the combustion part of the numerical code.

\( \text{NO, HCN, NH}_3 \) reactions. According to [7], we have following reactions and their formation rates

\[
\text{HCN} + O_2 \xrightarrow{R_1} \text{NO} + Z, \quad R_1 = 1.0 \times 10^{10} X_{\text{HCN}} X_{O_2}^\alpha \exp\left(-\frac{33732.5}{T}\right),
\]

\[
\text{NO} + O_2 \xrightarrow{R_2} \text{NO}_2 + Z, \quad R_2 = K_3 \exp\left(-\frac{51200}{T}\right) X_{\text{NO}} X_{O_2}^\beta
\]

\[
\text{HCN} + H_2 \xrightarrow{R_3} \text{NH}_3 + Z, \quad R_3 = K_4 \exp\left(-\frac{18400}{T}\right) X_{\text{HCN}} X_{H_2}^\gamma
\]

\[
\text{HCN} + \text{NH}_3 \xrightarrow{R_4} \text{N}_2 + Z, \quad R_4 = K_5 \exp\left(-\frac{14800}{T}\right) X_{\text{HCN}} X_{\text{NH}_3}^\zeta
\]

\[
\text{H}_2 + \text{NO} \xrightarrow{R_5} \text{H}_2 \text{O} + Z, \quad R_5 = K_6 \exp\left(-\frac{16000}{T}\right) X_{\text{H}_2} X_{\text{NO}}^\phi
\]

\[
\text{HCN} + H \xrightarrow{R_6} \text{NH}_3 + Z, \quad R_6 = K_7 \exp\left(-\frac{21200}{T}\right) X_{\text{HCN}} X_{H}^\theta
\]

\[
\text{HCN} + \text{H} \xrightarrow{R_7} \text{NH} + Z, \quad R_7 = K_8 \exp\left(-\frac{26000}{T}\right) X_{\text{HCN}} X_{H}^\theta
\]
Numerical simulation of NO production in a pulverized coal fired furnace

\[
\begin{align*}
\text{NH}_3 + \text{O}_2 & \xrightarrow{R_2} \text{NO} + Z, \quad R_2 = 4.0 \times 10^{16} X_{\text{NH}_3} X_{\text{O}_2}^a \exp \left( -\frac{16111}{T} \right), \\
\text{HCN} + \text{NO} & \xrightarrow{R_3} \text{N}_2 + Z, \quad R_3 = -3.0 \times 10^{12} X_{\text{HCN}} X_{\text{NO}} \exp \left( -\frac{30208.2}{T} \right), \\
\text{NH}_3 + \text{NO} & \xrightarrow{R_4} \text{N}_2 + Z, \quad R_4 = -1.8 \times 10^9 X_{\text{NH}_3} X_{\text{NO}} \exp \left( -\frac{13593.7}{T} \right),
\end{align*}
\]

where \( X \) is the mole fraction, \( a \) is the oxygen reaction order and \( Z \) are other products we simply neglect.

**Heterogeneous reduction of NO.** Present char allows following adsorption process to occur

\[
\text{Char} + \text{NO} \xrightarrow{R_5} \text{N}_2 + Z.
\]

Levy [8] uses surface area of pores (BET) to define NO source term

\[
S_{\text{ads}}^{\text{NO}} = R_5 c_s A_{\text{BET}} M_{\text{NO}} P_{\text{NO}},
\]

where \( R_5 = 2.27 \times 10^{-3} \exp \left( -17168.33/T \right) \) is the rate constant, \( S_{\text{ads}}^{\text{NO}} \) is the NO source term, \( c_s \) is the concentration of particles, \( A_{\text{BET}} \) is the pore surface area and \( P_{\text{NO}} \) is the partial pressure of NO.

In order to evaluate overall NO source term, single source terms have to be summarized. This overall source term can be further used in transport equations. As for HCN and NH\(_3\) source terms, it is possible to determine them from coal burnout rate. It is assumed that nitrogen from both char and volatiles transforms to intermediate species quickly and totally.

For numerical solution of the equations, the finite volume method is used. For left and right hand sides in Eqs. (1)–(6), advection upstream splitting method (cf. [9]) is used to approximate fluxes in the FVM formulation, and edge dual volume approximation is used to approximate the second order derivatives, respectively. For detailed description of the solution procedure see [1].

### 4. RESULTS

In Table 1, the values of various parameters used in simulation are given as well as summarized numerical values of air and fuel distribution among the burners, excess air coefficients for the burners and outlet concentration of NO, CO\(_2\) and O\(_2\) taken from the outlet area of the boiler. In Figure 1, profiles of mass fractions of NO are shown spatial-averaged over the boiler cross section area.
## Table 1

Simulation parameters and fuel/air proportions for studied cases

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas heat capacity ([J \cdot kg^{-1} \cdot K^{-1}])</td>
<td>(c_v)</td>
<td>1037.0</td>
</tr>
<tr>
<td>Molar weight of gas ([kg \cdot mol^{-1}])</td>
<td>(M)</td>
<td>0.02896</td>
</tr>
<tr>
<td>Raw coal density ([kg \cdot m^{-3}])</td>
<td>(\rho)</td>
<td>1345.0</td>
</tr>
<tr>
<td>Coal particle radius ([m])</td>
<td>(r_{coal})</td>
<td>0.2×10^{-3}</td>
</tr>
<tr>
<td>Coal heat capacity ([J \cdot kg^{-1} \cdot K^{-1}])</td>
<td>(c_{coal})</td>
<td>2048</td>
</tr>
<tr>
<td>Boiler cross-section ([m^2])</td>
<td>(S)</td>
<td>49</td>
</tr>
<tr>
<td>Coal feeding rate ([kg \cdot s^{-1}])</td>
<td>(m_{coal})</td>
<td>5.63</td>
</tr>
<tr>
<td>Initial pressure ([Pa])</td>
<td>(p_{ini})</td>
<td>1×10^5</td>
</tr>
<tr>
<td>Initial temperature ([\degree C])</td>
<td>(T_{ini})</td>
<td>800</td>
</tr>
<tr>
<td>Mixture temperature at the inlet ([\degree C])</td>
<td>(T_{mix})</td>
<td>350</td>
</tr>
<tr>
<td>Pressure at the inlet ([Pa])</td>
<td>(p_{in})</td>
<td>1×10^5</td>
</tr>
<tr>
<td>Pressure at the outlet ([Pa])</td>
<td>(p_{out})</td>
<td>(p_{in} - 100)</td>
</tr>
<tr>
<td>Excess air coefficient</td>
<td>(\alpha)</td>
<td>1.3</td>
</tr>
<tr>
<td>Temperature of the wall ([\degree C])</td>
<td>(T_{wall})</td>
<td>300</td>
</tr>
<tr>
<td>Width of the side wall ([m])</td>
<td>(a, b)</td>
<td>7.0</td>
</tr>
<tr>
<td>First burners row position ([m])</td>
<td>(B_1)</td>
<td>2.74</td>
</tr>
<tr>
<td>Second burners row positions ([m])</td>
<td>(B_2)</td>
<td>3.84</td>
</tr>
<tr>
<td>Third burners row position ([m])</td>
<td>(B_3)</td>
<td>4.93</td>
</tr>
<tr>
<td>Fourth burners row position ([m])</td>
<td>(B_4)</td>
<td>6.03</td>
</tr>
<tr>
<td>Number of burners in a row</td>
<td>(N_B)</td>
<td>4</td>
</tr>
<tr>
<td>Burner diameter ([m])</td>
<td>(D_B)</td>
<td>0.8</td>
</tr>
<tr>
<td>Gas–wall heat transfer coefficient due to conduction ([W \cdot m^{-2} \cdot K^{-1}])</td>
<td>(h_{conv})</td>
<td>30.0</td>
</tr>
<tr>
<td>Gas–wall heat transfer coefficient due to radiation ([W \cdot m^{-2} \cdot K^{-4}])</td>
<td>(h_{rad})</td>
<td>0.6×10^{-8}</td>
</tr>
</tbody>
</table>

### Results of coal analysis \([\%]\)

<table>
<thead>
<tr>
<th>Ash</th>
<th>A</th>
<th>9.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>W</td>
<td>30</td>
</tr>
<tr>
<td>Carbon</td>
<td>C</td>
<td>45.72</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>H</td>
<td>3.69</td>
</tr>
<tr>
<td>Sulfur</td>
<td>S</td>
<td>1.16</td>
</tr>
<tr>
<td>Oxygen</td>
<td>O</td>
<td>9.42</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>N</td>
<td>0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>Air distribution [%]</th>
<th>Fuel distribution [%]</th>
<th>Excess air coefficient</th>
<th>NO [ppm]</th>
<th>CO₂ [%]</th>
<th>O₂ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>B₁ 25 25 25 25 25</td>
<td>B₁ 1.3 1.3 1.3 1.3 1.3</td>
<td>357</td>
<td>20</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>B₁ 50 20 20 10 25</td>
<td>B₁ 2.6 1.04 1.04 0.52 177</td>
<td>177</td>
<td>20</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>B₁ 50 20 20 50 25</td>
<td>B₁ 0.52 1.04 1.04 2.6 134</td>
<td>134</td>
<td>20</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>B₁ 25 25 25 25 50</td>
<td>B₁ 0.65 1.63 1.63 3.25 182</td>
<td>182</td>
<td>18</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>B₁ 25 25 25 25 10 20</td>
<td>B₁ 3.25 1.63 1.63 0.65 233</td>
<td>233</td>
<td>20</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>B₁ 10 20 20 50 10 20</td>
<td>B₁ 1.3 1.3 1.3 1.3 355</td>
<td>355</td>
<td>20</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>B₁ 50 20 20 10 50 20</td>
<td>B₁ 1.3 1.3 1.3 1.3 388</td>
<td>388</td>
<td>20</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>B₁ 50 20 20 10 20 20</td>
<td>B₁ 6.5 1.3 1.3 0.26 173</td>
<td>173</td>
<td>20</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>B₁ 10 20 20 20 50 20</td>
<td>B₁ 0.26 1.3 1.3 6.5 124</td>
<td>124</td>
<td>20</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 1. Profiles of CO$_2$ (a) and NO (b) weight fractions for various arrangements of air and fuel
Averaged values are computed after 35 s of boiler operation. One can see that the lowest NO concentrations are obtained for the configuration 3 and 9. This is consistent with creating fuel-rich, oxygen-lean zone in the lower part of the burners, where the temperature is low and thermal NO production is inefficient, fuel NO is low because of low oxygen concentration and NO is also reduced on the char surface which is greater because of high concentration of fuel.

5. CONCLUSION

A numerical model of pulverized coal fired boiler has been presented. It has been developed taking into consideration the balance between computation complexity and the precision of simulation. This was also the reason for using a simplified reaction kinetics instead of full reaction set for the production of NO and simple kinetic approach of the coal particle combustion. At current state, the model can be used as air-stage designing tool for coal fired boilers. Presented results with emphasis on the NO production are adequate when compared with real life devices, as well as model behaviour for different cases. Still there are places where enhance of the model is needed, mainly the radiation heat transfer modelling and more accurate coal particle combustion model.
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Accuracy of measurements of the precipitation amount in function of time has been analysed using a traditional pluviograph and a new generation tipping bucket pluviograph (SEBA) in comparison to standard Hellmann’s rain gauge. It was based on pluviographic material from IMGW meteorological station in Legnica (warm half-year from May to October 2009). The comparisons were made for 4 typical balance precipitation periods: May–October period, 1 month, 24 h, 360 min. For balance periods: season, month, 24 hours it was considered sufficiently accurate and approximately equal. However the analysis of short term precipitation (up to 360 min) showed that the biggest differences in precipitation amounts occur in the first 5 min of the rainfall time interval. Mutual differences between precipitation at definite time intervals for pluviograph and SEBA pluviograph are the lowest when they are used for interpreting pluviograms of changeable intervals of precipitation time. In the case of very intensive rainfalls, reaching the height of several millimeters during 5 min, it showed an underestimation of about 10–20% of the precipitation height by the SEBA pluviograph in comparison to the traditional pluviograph.

1. INTRODUCTION

In Poland, modelling of sewage systems, either existing or being designed, recommended by the standard PN-EN 752:2008, encounters a barrier of the lack of access to reliable and suitable precipitation databases [1–3]. As often as not, precipitation histograms are essential as the input to hydrodynamic models with at least 5 min time resolution. In Poland, the access to source precipitation data (recorded on paper pluviographs until 2007) is managed by the Institute of Meteorology and Water Management (IMGW), the proprietor of the most meteorological stations in the country.
It is possible to obtain a paid access to such databases at IMGW, however one can more often order a statistic analysis of precipitation (according to standard studies) for example with regard to the specification of local dependences of IDF or DDF type, that is, precipitation intensity or its amount with respect to time and frequency of occurrence.

Precipitation synthetic hietograms – randomly generated, but still in an experimental stage – can provide a solution, however, they also require high resolution source data [4–6]. The knowledge of recorded twenty four hours sums of precipitation amount, which are easily available, can be a starting point for their generation. A random generator is applied to carry out a classic down-scaling, that is, to isolate a twenty four hour precipitation into an equal time scale, a 5 min scale for example. In the case of short term data (few hours), the starting point for generation of synthetic hietograms also requires the knowledge of precipitation amount and duration for specific occurrence frequency, however the existing, local formulae of IDF or DDF type can be used here.

The paper is the authors’ contribution to existing discussion on the choice of a new generation automatic pluviograph as the successor of the traditional float pluviograph (clock-driven and recording on a paper tape) for recording time dependences of precipitation. The most important criterion should be the most accurate recording of actual precipitation amounts, both (simultaneously) in long periods of time: a season, month or twenty four hours and particularly in shorter periods – from several minutes to a few hours. The problem concerns the assessment of accuracy, and thus, suitability of various types of commercially available automatic rain gauges: a tipping bucket type, such as the rain gauge RG 50 by SEBA (approved by The World Meteorological Organization – WMO) applied since 2007 in the observation network of IMGW in Poland [7] but also a scale or laser type – all of practical time resolution of one minute. Furthermore, this paper refers to papers [8–10] describing and comparing the accuracy of various types of rain gauges, including state of art measurement devices such as an electronic scale rain gauge OTT Pluvio² or a laser disdrometer Parsivel.

2. RESEARCH MATERIAL AND RESULTS OF MEASUREMENT

2.1. THE RECORD OF SEASONAL AND MONTHLY PRECIPITATION AMOUNTS

The analysis of accuracy of recording by means of a traditional float pluviograph (clock-driven) and a new generation pluviograph of a tipping bucket type (SEBA) in comparison to traditional Hellmann’s rain gauge was carried out based on data from the IMGW meteorological station in Legnica (the station coordinates: 51-12 N, 16-13 E; altitude: 122 m above sea level; normal precipitation: 515 mm). Simultaneous measurements of precipitation amounts by means of the three various rain gauges
were carried out in the pluviometric season from May to October of 2009. The measurement devices were located on the site of the metrological station according to requirements in force that is, spaced in the distance of 2 m between rain gauges. The measurements were taken on the height of 1 m above the ground (Fig. 1).

Fig. 1. Rain gauges in the IMGW meteorological station in Legnica (from left): a float and tipping bucket SEBA type, pluviographs and Hellmann’s rain gauge (photo by J. Jadach)

In the entire measurement season from May to October of 2009, the total precipitation amount measured with rain gauges was similar (Table 1). However, the highest amount of precipitation of 472.3 mm was measured by means of Hellmann’s rain gauge (the result was assumed to be 100%), average results of 469.9 mm ($P/H = 99.5\%$) were obtained with the float pluviograph, while the lowest results of 467.3 mm ($S/H = 98.9\%$) were given by the tipping bucket pluviograph SEBA. The highest absolute difference of measurement results amounted to 5.0 mm for the SEBA pluviograph, which differs by 1.1% from indications of Hellmann’s rain gauge. The precipitation amount given by the float pluviograph was lower by 2.4 mm from indication of the traditional rain gauges, that is, was different by 0.5%.

The highest monthly precipitations occurred in June 2009, slightly exceeding 140 mm, while the lowest rainfall appeared in September, reaching slightly over 11 mm. By analyzing precipitation amounts measured in particular months, one can see a noticeable pattern in deviations of precipitation sums (Table 1). For example, Hellmann’s rain gauge showed the highest precipitation amount sums in June – assumed being 100%, while the remaining devices indicated slightly lower values: 99.2% with the float pluviograph and 99.9% with SEBA. Only in May of 2009 for the float pluviograph and in August for both pluviographs, the measured precipitations were higher than for Hellmann’s rain gauge (by the maximum of 2.3%). The highest
percentage deviations of monthly sums of precipitation amounts for both compared pluviographs with respect to a traditional rain gauge did not exceed ±2.6%.

Table 1

<table>
<thead>
<tr>
<th>Month</th>
<th>Hellmann’s rain gauge (H)</th>
<th>Float pluviograph (P)</th>
<th>P/H [%]</th>
<th>Pluviograph SEBA (S)</th>
<th>S/H [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>May</td>
<td>81.5</td>
<td>82.1</td>
<td>100.7</td>
<td>79.7</td>
<td>97.8</td>
</tr>
<tr>
<td>June</td>
<td>141.4</td>
<td>140.3</td>
<td>99.2</td>
<td>141.3</td>
<td>99.9</td>
</tr>
<tr>
<td>July</td>
<td>126.3</td>
<td>124.9</td>
<td>98.9</td>
<td>124.0</td>
<td>98.2</td>
</tr>
<tr>
<td>August</td>
<td>52.3</td>
<td>53.5</td>
<td>102.3</td>
<td>52.4</td>
<td>100.2</td>
</tr>
<tr>
<td>September</td>
<td>11.5</td>
<td>11.2</td>
<td>97.4</td>
<td>11.2</td>
<td>97.4</td>
</tr>
<tr>
<td>October</td>
<td>59.3</td>
<td>57.9</td>
<td>97.6</td>
<td>58.7</td>
<td>99.0</td>
</tr>
<tr>
<td>Season May–October</td>
<td>472.3</td>
<td>469.9</td>
<td>99.5</td>
<td>467.3</td>
<td>98.9</td>
</tr>
</tbody>
</table>

Considering the nature of precipitation, especially its diversity of intensity in time and space, the analysis of operation of a device for recording precipitation amounts (with a constant recording) can be regarded equally accurate – equivalent.

2.2. RECORDING DAILY PRECIPITATION AMOUNTS

The number of days with precipitation (≥0.1 mm) indicated by the three rain gauges in the entire analyzed season was similar and amounted to 90 days according to the float pluviograph and 91 days according to the other rain gauges. The daily sums of precipitation amounts (in mm) recorded in June 2009 at the IMGW station in Legnica and their deviations (in %) in relation to Hellmann’s rain gauge (whose indications were assumed to be 100%) were given in Table 2. The deviation of daily precipitation amounts for 16 rainy days in July for both pluviographs reached a similar level: $P/H \in [92.3; 166.7]\%$ and $S/H \in [88.9; 114.3]\%$, and on average for the entire month: $P/H = 98.9\%$ and $S/H = 98.2\%$. The highest values of relative differences concern mainly small precipitation amounts – within accuracy limits of the devices or the record readouts alone.

The maximum daily sum of precipitation amounts in the entire analyzed season occurred on 7 July 2009 and reached for particular rain gauges (Table 2): Hellmann’s rain gauge – 45.2 mm (100%), the float pluviograph – 43.9 mm ($P/H = 97.1\%$) and the tipping bucket pluviograph SEBA – 42.2 mm ($S/H = 93.4\%$). These are deviations in the order of 3% and 7%, respectively – in relation to Hellmann’s rain gauge. The
SEBA pluviograph is slightly less accurate in comparison to the traditional tipping bucket pluviograph for very high daily rainfall.

For example, the precipitation patterns for maximum daily rainfall on 7 July 2009 on both pluviograms are seemingly identical, however, those obtained with the SEBA pluviograph are understated by approximately 4% (43.9 mm and 42.2 mm). Considering all results of investigations – comparisons made so far for longer periods of time, the SEBA pluviograph can be recognized as sufficiently accurate and roughly equal to the traditional float pluviograph. It certainly falls into the accuracy class for the description of the investigated phenomenon, also for the period of twenty four hours (in relation to indications of Hellmann’s rain gauge). However, the SEBA pluviograph shows significant inaccuracies for short durations (up to 6 h) of very intensive rainfall.

<table>
<thead>
<tr>
<th>Date</th>
<th>Hellmann’s rain gauge (H)</th>
<th>Float pluviograph (P)</th>
<th>P/H [%]</th>
<th>SEBA pluviograph (S)</th>
<th>S/H [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 July</td>
<td>0.7</td>
<td>0.8</td>
<td>114.3</td>
<td>0.8</td>
<td>114.3</td>
</tr>
<tr>
<td>4 July</td>
<td>18.6</td>
<td>18.6</td>
<td>100.0</td>
<td>19.3</td>
<td>103.8</td>
</tr>
<tr>
<td>5 July</td>
<td>0.9</td>
<td>1.1</td>
<td>122.2</td>
<td>0.8</td>
<td>88.9</td>
</tr>
<tr>
<td>7 July</td>
<td>45.2</td>
<td>43.9</td>
<td>97.1</td>
<td>42.2</td>
<td>93.4</td>
</tr>
<tr>
<td>8 July</td>
<td>2.5</td>
<td>2.4</td>
<td>96.0</td>
<td>2.3</td>
<td>92.0</td>
</tr>
<tr>
<td>10 July</td>
<td>9.3</td>
<td>8.7</td>
<td>93.5</td>
<td>8.5</td>
<td>91.4</td>
</tr>
<tr>
<td>11 July</td>
<td>2.6</td>
<td>2.4</td>
<td>92.3</td>
<td>2.7</td>
<td>103.8</td>
</tr>
<tr>
<td>15 July</td>
<td>2.8</td>
<td>2.8</td>
<td>100.0</td>
<td>2.8</td>
<td>100.0</td>
</tr>
<tr>
<td>18 July</td>
<td>19.4</td>
<td>19.2</td>
<td>99.0</td>
<td>19.4</td>
<td>100.0</td>
</tr>
<tr>
<td>19 July</td>
<td>0.3</td>
<td>0.5</td>
<td>166.7</td>
<td>0.3</td>
<td>100.0</td>
</tr>
<tr>
<td>20 July</td>
<td>2.8</td>
<td>2.8</td>
<td>100.0</td>
<td>2.9</td>
<td>103.6</td>
</tr>
<tr>
<td>21 July</td>
<td>1.0</td>
<td>1.0</td>
<td>100.0</td>
<td>1.0</td>
<td>100.0</td>
</tr>
<tr>
<td>23 July</td>
<td>10.6</td>
<td>11.1</td>
<td>104.7</td>
<td>11.3</td>
<td>106.6</td>
</tr>
<tr>
<td>24 July</td>
<td>5.5</td>
<td>5.5</td>
<td>100.0</td>
<td>5.5</td>
<td>100.0</td>
</tr>
<tr>
<td>25 July</td>
<td>3.1</td>
<td>3.1</td>
<td>100.0</td>
<td>3.1</td>
<td>100.0</td>
</tr>
<tr>
<td>28 July</td>
<td>1.0</td>
<td>1.0</td>
<td>100.0</td>
<td>1.1</td>
<td>110.0</td>
</tr>
<tr>
<td>Total in July</td>
<td>126.3</td>
<td>124.9</td>
<td>98.9</td>
<td>124.0</td>
<td>98.2</td>
</tr>
<tr>
<td>The share of the total in the May–October season [%]</td>
<td>26.7</td>
<td>26.5</td>
<td>–</td>
<td>26.6</td>
<td>–</td>
</tr>
</tbody>
</table>

It follows from the comparison of accuracy of other state rain gauges, that is, the electronic scale rain gauge OTT Pluvio² and laser disdrometer Parsivel, mutual dis-
crepancies in recording daily precipitation sums can reach even 50%, which was demonstrated elsewhere [10].

2.3. THE RECORDING OF INTERVAL AMOUNTS OF SHORT TERM RAINFALLS

The development of traditional (paper) pluviographs to record precipitation patterns in short periods ranging from 1 min up to 360 min give raise to a number of difficulties. A basic scale of a pluviogram strip covers hour sections divided into six 10 min parts. Readouts of rainfall amounts in one hour intervals are applied in traditional pluviographic studies [11]. Such accuracy is unacceptable in the assessment of short term rainfall (especially including durations of 5, 10, 15, 30 or 45 min). The basic scale of a pluviogram strip allows isolation of rainfall fragments of durations shorter than 10 min. In practice, it is possible to determine precipitations (accurately enough) in the minimum 5 min intervals. Data for shorter periods would be burdened with high readout inaccuracy, both for precipitation amount and isolation of successive minutes of its duration. However, the development of 5 min intervals brings a certain inconvenience of forcing constant time intervals: 1–5, 6–10, 11–15, ..., up to 56–60 min. Furthermore, such a manner of isolation and interpretation of interval precipitation amounts in constant 5 min intervals may make it impossible to capture the maximum rainfalls in specified (short) durations. Technically, the isolation of 5 min progressing-rolling intervals (changeable [12]), which begin and end on successive minutes is more difficult, even when using graphical enlargements of described pluviogram fragments. However, the latter method – in isolation from constant 5 min time intervals applied on the basic pluviogram scale – is more suitable for interpretation of measurement results (physically correct).

The situation is fundamentally changed in the case of the electronic recording of precipitation patterns in meteorology. In automatic pluviographs, such as SEBA (currently used in the IMGW network), the precipitation recording is carried out for each emptying of a tipping bucket of a small volume, whereas the tipping time is recorded with the accuracy of a second. Such a recording method makes it possible to specify precipitation amounts for any time intervals. Thus, two methods of the determination of the maximum 5 min rainfall sums can be used to develop precipitation patterns from SEBA pluviograms: the former – for constant 5 min time intervals and the other – for 5 min rolling intervals beginning in successive minutes of actual precipitation durations. As will be shown, the latter method yields more correct results, especially for shorter periods of time being analyzed.

The total of 40 days with precipitation of \( \geq 5.0 \) mm, including 13 days with precipitation of \( \geq 10.0 \) mm (according to Hellmann’s rain gauge) were recorded in the Legnica station in the analyzed period from May to October 2009. The example of developed results for 10 selected cases of the highest rainfall – with the daily amount of
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≥10.0 mm and duration up to 360 min is shown in Table 3. The development of pluviogram readouts for precipitations in 10 selected periods of time (5, 10, 15, 30, 45, 60, 90, 120, 180 and 360 min) was carried out separately for the float (clock) pluviograph and the tipping bucket pluviograph SEBA. Additional precipitation amounts in the interval of 1 min were specified for the SEBA electronic pluviograph, while the two mentioned methods for the development of pluviograms were used in the remaining time intervals, that is, readouts with constant time intervals (results: SEBA-1) and changeable intervals (results: SEBA-2).

The analysis of data presented in Table 3 allows formulation of the following conclusions – statements referring to the differences in recorded precipitations by comparing pluviographs:

- Mutual differences of interval precipitations for the developed rainfall durations from 5 to 360 min do not show a unique pattern, the advantage of precipitation amounts determined from the float pluviograph for the highest rainfall (on 7 July 2009) is only noticeable.
- Differences in interval precipitation amounts for the float pluviograph and the tipping bucket pluviograph SEBA at identical, constant durations reached the maximum of 3.3 mm (in minus) in the 5 min interval and the minimum of 1.5 mm in the 360 min interval (results: SEBA-1, Table 3, Fig. 3).
- Differences in interval precipitation amounts for the float pluviograph and the tipping bucket pluviograph SEBA at changeable intervals of rainfall durations were lower and reached the maximum of 2.3 mm (in minus) in the 5 min interval and the minimum of 1.5 mm in the 360 min interval (results: SEBA-2, Table 3, Fig. 3).
- Totals of short term precipitations determined based on digital records from the SEBA pluviograph at constant and changeable time intervals of rainfalls differed by the maximum of 2.4 mm in the 5 min interval, whereas the determined differences did not exceed ±1.0 mm (tab. Table 3) in the remaining time intervals.
- The maximum one minute precipitation amount read out from the SEBA pluviograph amounted to 3.6 mm (on 7 July 2009).

Figure 3 illustrates mutual quantitative differences of interval precipitation amounts for the float pluviograph and SEBA pluviograph – for results SEBA-1 and SEBA-2, developed from pluviograms from 7 July 2009.

As was stated above, the highest differences between results of measurements of precipitation amounts concern mostly the first interval of their duration – 5 min (Table 3). In the case of a very intensive (high) rainfall reaching ca. f15 mm during 5 min (as on 7 July 2009), the difference of 2–3 mm indicates the underestimation of the precipitation amount of 10–20%. It should be emphasized that short and intensive rainfall pose a danger for functioning of sewage systems. Thus, the underestimation of 20% should be considered significant, hence further improvement of rainfall measurement instruments and methods is appropriate, especially for short durations, and essential for designing sewage systems.
Table 3

The breakdown of the highest precipitation amounts of durations from 1 to 360 min for the IMGW station in Legnica from May to October 2009

<table>
<thead>
<tr>
<th>Day</th>
<th>Rain gauge b</th>
<th>Rainfall sum [mm]</th>
<th>Rainfall occurrence</th>
<th>Rainfall duration intervals [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Beginning</td>
<td>End</td>
<td>1 5 10 15 30 45 60 90 120 180 360</td>
</tr>
<tr>
<td>1</td>
<td>Hellmann’s</td>
<td>15.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20–21 May</td>
<td>pluviograph</td>
<td>15.7</td>
<td></td>
<td>2.8 4.3 4.6 5.8 5.9 5.9 7.3</td>
</tr>
<tr>
<td></td>
<td>SEBA-1</td>
<td>15.3</td>
<td></td>
<td>2.5 3.6 4.4 5.4 5.6 5.6 5.6 7.2</td>
</tr>
<tr>
<td></td>
<td>SEBA-2</td>
<td>15.3</td>
<td>01-50 06-16</td>
<td>266 1.2 3.4 3.9 4.4 5.5 5.6</td>
</tr>
<tr>
<td>15 June</td>
<td>Hellmann’s</td>
<td>19.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>pluviograph</td>
<td>19.7</td>
<td></td>
<td>1.8 2.9 3.8 5.6 6.7 9.0</td>
</tr>
<tr>
<td></td>
<td>SEBA-1</td>
<td>20.5</td>
<td></td>
<td>1.6 3.0 4.0 6.0 7.1 9.4</td>
</tr>
<tr>
<td></td>
<td>SEBA-2</td>
<td>20.5</td>
<td>17-32 20-24</td>
<td>167 0.5 1.9 3.1 4.0 6.0</td>
</tr>
<tr>
<td>24 June</td>
<td>Hellmann’s</td>
<td>14.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>pluviograph</td>
<td>14.8</td>
<td></td>
<td>0.9 1.7 2.1 3.0 4.0 4.3</td>
</tr>
<tr>
<td></td>
<td>SEBA-1</td>
<td>15.4</td>
<td></td>
<td>0.9 1.8 2.2 3.0 4.1 4.4</td>
</tr>
<tr>
<td></td>
<td>SEBA-2</td>
<td>15.4</td>
<td>16-26 21-58</td>
<td>332 0.4 1.1 1.8 2.2 3.0</td>
</tr>
<tr>
<td>25 June</td>
<td>Hellmann’s</td>
<td>18.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>pluviograph</td>
<td>17.8</td>
<td></td>
<td>5.0 6.9 7.0 7.2 7.3 7.3</td>
</tr>
<tr>
<td></td>
<td>SEBA-1</td>
<td>18.4</td>
<td></td>
<td>4.6 6.8 7.3 7.3 7.3 7.3</td>
</tr>
<tr>
<td></td>
<td>SEBA-2</td>
<td>18.4</td>
<td>11-26 17-50</td>
<td>384 1.3 4.6 7.0 7.3 7.3</td>
</tr>
<tr>
<td>04 July</td>
<td>Hellmann’s</td>
<td>18.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>pluviograph</td>
<td>18.6</td>
<td></td>
<td>1.9 3.3 4.3 6.0 8.1 8.7</td>
</tr>
<tr>
<td></td>
<td>SEBA-1</td>
<td>19.3</td>
<td></td>
<td>3.0 4.3 5.4 7.3 8.8 9.4</td>
</tr>
<tr>
<td></td>
<td>SEBA-2</td>
<td>19.3</td>
<td>00-56 04-50</td>
<td>234 1.0 3.0 4.3 5.4 7.3</td>
</tr>
<tr>
<td>07 July</td>
<td>Hellmann’s</td>
<td>45.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>pluviograph</td>
<td>43.9</td>
<td></td>
<td>16.7 25.8 28.8 31.8 33.9 34.5</td>
</tr>
<tr>
<td></td>
<td>SEBA-1</td>
<td>42.2</td>
<td></td>
<td>13.4 23.2 25.9 29.4 31.4 32.1</td>
</tr>
<tr>
<td></td>
<td>SEBA-2</td>
<td>42.2</td>
<td>18-20 22-55</td>
<td>275 3.6 14.4 23.5 26.8 29.5</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>-------</td>
<td>----</td>
<td>---------</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>18 July</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hellmann’s</td>
<td>19.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pluviograph</td>
<td>19.2</td>
<td>2.8</td>
<td>5.0</td>
<td>6.1</td>
</tr>
<tr>
<td>SEBA-1</td>
<td>19.4</td>
<td>4.1</td>
<td>5.3</td>
<td>6.1</td>
</tr>
<tr>
<td>SEBA-2</td>
<td>19.4</td>
<td>0.9</td>
<td>4.1</td>
<td>5.4</td>
</tr>
<tr>
<td><strong>23 July</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hellmann’s</td>
<td>10.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pluviograph</td>
<td>11.1</td>
<td>0.8</td>
<td>1.5</td>
<td>2.1</td>
</tr>
<tr>
<td>SEBA-1</td>
<td>11.3</td>
<td>3.5</td>
<td>6.8</td>
<td>9.2</td>
</tr>
<tr>
<td>SEBA-2</td>
<td>11.3</td>
<td>16-51</td>
<td>21-45</td>
<td>294</td>
</tr>
<tr>
<td><strong>02 August</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hellmann’s</td>
<td>13.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pluviograph</td>
<td>13.3</td>
<td>0.8</td>
<td>1.5</td>
<td>2.1</td>
</tr>
<tr>
<td>SEBA-1</td>
<td>13.7</td>
<td>0.8</td>
<td>1.6</td>
<td>2.3</td>
</tr>
<tr>
<td>SEBA-2</td>
<td>13.7</td>
<td>00-10</td>
<td>03-29</td>
<td>199</td>
</tr>
<tr>
<td><strong>10 August</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hellmann’s</td>
<td>11.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pluviograph</td>
<td>11.9</td>
<td>1.7</td>
<td>2.4</td>
<td>2.6</td>
</tr>
<tr>
<td>SEBA-1</td>
<td>11.5</td>
<td>1.2</td>
<td>2.2</td>
<td>2.4</td>
</tr>
<tr>
<td>SEBA-2</td>
<td>11.5</td>
<td>22-14</td>
<td>01-43</td>
<td>209</td>
</tr>
</tbody>
</table>

*aThe rainfall sum also covers precipitation occurring beyond the described period; the time of rainfall beginning and end is given according to indications of the SEBA rain gauge.

*bSEBA-1 – for constant intervals of rainfall duration (1–5, 6–10, 11–15, …, 56–60 min.), SEBA-2 – for progressing intervals.*
Differences in recorded precipitations in the analyzed self-recording pluviographs are clearly visible in relation to indications of Hellmann’s rain gauge, especially for short and intensive rainfalls, which occur rather seldom, but are essential in the process of dimensioning of sewage systems. The differences can be invoked by a number of causes. In the case of a float (clock) pluviometer during intensive rainfall, a certain part of precipitation is not recorded, when the storage container is emptied by means of a siphon. This results in a not entirely vertical diagram on a pluviogram, recording the moment of the float drop in the container which distorts measured total precipitations. In electronic recorders, precipitation losses may occur, when tipping buckets are dropped and water is splashed. Technical reasons such as irregularity of operation of a clockwork or voltage drops in a power supply battery, clogging of a beaker outlet, inaccurate placement of a pluviogram strip and a number of others (including the resolution of pluviogram scale and line thickness) may also deteriorate results of measurements.

Fig. 2. Interval precipitation amounts for the float pluviograph and SEBA pluviograph; SEBA-1 and SEBA-2 results developed based on the pluviograms dated 7 July 2009

It should be noted that electronic recorders have also their drawbacks. In relation to traditional float pluviographs which may operate in a basically unchanged form for several dozen years and record relatively reliable rainfalls, automatic devices gradually lose adjustment and their indications become unreliable. The recommendation for
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The analysis of accuracy of precipitation measurements using a traditional float pluviograph and a new generation pluviograph of a tipping bucket type (SEBA), in comparison to traditional Hellmann’s rain gauge, was based on pluviographic material from the IMGW meteorological station in Legnica from a warm half year (May–October) 2009. The comparison was made for four typical balance periods that is: the May–October season, 1 month, 1 day and 6 hours.

The total precipitation amounts in the entire pluviographic period measured by means of three rain gauges were very close. However, the highest precipitation sum was recorded with Hellmann’s rain gauge (100%), medium sums – with a float pluviograph (99.5%), while the lowest values were recorded using a tipping bucket pluviograph SEBA (98.9%). The maximum difference of results (for the SEBA pluviograph) in relation to Hellmann’s rain gauge amounted to –1.1%.

A similar deviation pattern of measured rainfall amounts can be noticed from the analysis of monthly precipitations. The highest sums were indicated with Hellmann’s rain gauge, while the remaining devices noted slightly lower relative values as a rule. The percentage deviations of monthly precipitation did not exceed ±2.6% both for the SEBA pluviograph and float pluviograph with respect to Hellmann’s rain gauge.

Relative average daily sums of precipitation amounts for 16 days with rainfall in July 2009 were characterized by a similar pattern. In a twenty four hour interval with the highest rainfall, the relative precipitation sum was: 97.1% for the float pluviograph and 93.4% for the tipping bucket pluviograph SEBA – with respect to 100% (45.2 mm) for Hellmann’s rain gauge. The added up rainfall amounts from self-recording pluviographs were different by approximately 4% to the disadvantage of the SEBA pluviograph for the highest daily rainfall during measurement season.

However, considering the nature of rainfall phenomenon, and especially the diversity of its intensity in time and space, the analyzed device for recording time dependences of precipitations can be recognized sufficiently accurate and approximately equivalent, certainly within the description accuracy class of the investigated phenomenon, especially for long periods of time, such as a season or a month, but also for a day. Nevertheless, the analysis of short term rainfalls – with durations ranging from 1 to 360 min – showed that the highest differences in precipitation amounts, recorded with compared pluviographs, occur mainly in the first 5 min of a rainfall. The mutual
differences of interval precipitation amounts for the float pluviograph and SEBA pluviograph are the lowest, when changeable intervals of precipitation durations are applied to interpret the pluviograms. Mutual differences of the value of 2–3 mm were indicated in the case of very intensive rainfalls reaching ca. 15 mm during 5 min (as on 7 July 2009) which shows an underestimation of the precipitation amounts by 10–20% by the SEBA pluviograph in comparison to the traditional float pluviograph. Short lived and intensive rains are usually dangerous to proper functioning of a sewage system – described in the initial curve sections of the precipitation amount (DDF) or intensity (IDF).

From the analysis carried out and literature data it follows that further improvement of instruments and methods for measurement of precipitation amounts is necessary, since currently used rain gauges, including new generation ones, have a number of flaws.
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A model most often used for the description of the processes of mass transport through phase boundaries is the model of Whitman. Results of calculations obtained using this model may occasionally considerably differ from the results obtained using diffusion models. Thus an attempt has been made to correct the model proposed by Whitman. The dynamics of the processes of mass transport from a liquid phase (river water) to a solid phase (layer of material in the river bottom) has been analysed. Several equations have been derived describing the rate of absorption with a chemical reaction and periodical changes of the concentration of the analysed substance. An attempt has been made to determine the relation between the concentration gradient and concentration at the phase boundary. In dynamic conditions, the concentration gradient at the phase boundary can be approximated by means of time dependence of a linear combination of concentration, delayed concentration, and concentration derivative at the phase boundary. Analysis of the dynamics of the absorption process with the chemical reaction enabled one to derive an equation describing the stream of the substance penetrating to the inside of the solid phase. Such equations may be used to determine the error generated by the film model of Whitman for the process of mass penetration.

1. INTRODUCTION

More and more complex models have been developed to describe propagation of various kinds of substances in water environment. The models take into consideration transformation rates of substances as well as rates of their interactions with other components of the environment. Therefore, it is possible to describe, in a more accurate way, the actual processes to which the substances are subjected as well as to determine exact substance quantities in a definite place and time. All the models require that numerical values of some parameters be identified; more elaborate models require
more parameters to be known. Identification of numerical values of the parameters is usually not easy. Most of the time both specific field investigations and laboratory tests are required. Some investigations and tests allow one to identify just one parameter while in the case of other parameters simultaneous determination of several numerical values is required. Such parameters include: motion resistance coefficient of a flow wave, coefficient of mass dispersion, rate constants of chemical or physical processes that influence that substance.

If biochemical, chemical and physical process rates are considered, appropriate kinetic equations have to be developed. Since the mass transport model for unsteady states (flows varying in time) is very complicated, kinetic equations should remain rather simple. It should be noted however that too much simplifications may result in poor model accuracy. Particularly demanding, in terms of good qualitative description, are processes of mass exchange between different phases (e.g.: atmospheric air–water, water–river sediment, water–algae etc.).

The Whitman model has been most frequently used for description of mass transport through a phase boundary [5, 8, 10, 11]. Results of calculations based on this model may occasionally considerably differ from the results obtained using diffusion models. The differences may be explained by concentration profiles directed along diffusion which are time dependent. Since the Whitman model does not consider such dependences, an attempt to improve the Whitman model has been made.

Kinetics of mass transport in sorption processes may be described by the pseudo second order model [3, 4, 6, 9], however it is useless for desorption processes, because the model does not provide possibility to change the sign of process rate. Consideration of adsorption-absorption effect in mass transport equations needs occasionally some modifications. In the paper, several equations will be derived taking into consideration adsorption-absorption effects, which influence mass transport in natural water systems.

Diffusion processes may be accompanied by chemical and biological ones. The rate of biological and chemical processes proceeding in a separate phase may have a major impact on the concentration of a substance in the liquid phase (water). Therefore, a number of new equations will be derived describing total diffusion rate of a substance into a separate phase accompanied with a simultaneous chemical reaction. The paper focuses on the problems of adsorption-absorption rates in unsteady states.

At the beginning, the concepts of: liquid phase (water) and solid phase (river sediment, e.g. mineral solids, organic solids, rock material, water bound in a sediment, etc.) have been defined. Then it was assumed that the solid phase consists of two compounds where either an adsorption process or chemical/biochemical processes take place but never both these processes occur simultaneously. It was also assumed that no mass transfer occurs between two compounds of the solid phase, and the adsorption refers only to mineral or organic solids deposited at the bottom of the river. On the other hand, absorption refers to water bound in material deposited at the bottom sediment.
It was also assumed that characteristic of river bottom material does not change in time (neither new sediment layers are built up nor erosion proceeds) and there is no water motion in river sediments. Moreover, accumulation of mass of the analyzed substance in cells of microorganisms present in both liquid and solid phases is ignored.

2. DIFFUSION MASS TRANSPORT WITHIN A PHASE

Diffusion of a substance of concentration \( C \) accompanied with a chemical or biochemical reaction in a solid phase of a watercourse following monomolecular first order mechanism is expressed by:

\[
\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial y^2} - k_r C, \tag{1}
\]

where the coordinate \( y \) is the distance from the phase boundary in the solid phase.

Let us assume for the solid phase:

- initial conditions:
  \( C(t = 0, y) = 0 \) \hspace{2cm} \( C(t, y = 0) = C_i \) \hspace{2cm} \( C(t, y \to \infty) = 0 \) \hspace{2cm} \( \frac{\partial C}{\partial y} \bigg|_{t, y = L} = 0 \)

It is hard to precisely determine the thickness of a bottom sediment layer where diffusion process takes place; in theory, the layer may by of any thickness. It was assumed that the analyzed layer would have such thickness that the concentration distribution within the layer would be similar to the distribution in the layer of an infinite thickness.

Solution of Eqs. (1) with conditions: (2), (3), (4a) in the form of Laplace transformation is as follows:

\[
\hat{C} = \frac{C_i}{s} \exp \left( - \sqrt{\frac{s + k_r}{D}} y \right), \tag{5}
\]

whereas for conditions: (2), (3), (4b), the solution of Eq. (1) takes the form:
\[
\hat{C} = C_i \frac{\exp\left(-\frac{s + k_r y}{D}\right)}{1 + \exp\left(-\frac{s + k_r y}{D}\right)} + \frac{C_i}{s} \frac{\exp\left(-\frac{s + k_r (2L - y)}{D}\right)}{1 + \exp\left(-\frac{s + k_r y}{D}\right)},
\]

where \(y \in < 0, L >\).

If only the thickness of a layer \(L\) is large enough and the concentration distribution next to the phase boundary \((y << L)\) is examined, Eq. (6) may be approximated with the solution (5). If a complex variable \(s\) is substituted with a product: \(i \omega (I = \sqrt{-1})\), the transmittance \(G = \hat{C}/\hat{C}_i\) can be calculated from Eqs. (5) and (6) as well as corresponding modules \(|G|\) (coefficients of attenuation of a concentration amplitude \(M\)) and arguments \(\arg(G)\) (phase shift \(\varphi\)) [7].

Assume that periodic changes of concentrations \(C_i\) at the phase boundary are represented by the function expanding in a trigonometric series in a form of:

\[
C_i = \frac{1}{2} A_0 + \sum_{n=1}^{\infty} \left[ A_n \sin(n \omega) + B_n \cos(n \omega) \right],
\]

where: \((1/2)A_0\) is the average value of concentration \(C_i\), \(A_n, B_n\) – the coefficients of trigonometric series, \(T\) – period of the concentration function \(C_i\).

In such a case, stabilized changes of concentrations within the layer can be expressed by the following equation:

\[
C(y, t) = \frac{1}{2} A_n M(\omega = 0) + \sum_{n=1}^{\infty} \left\{ M(n \omega) \left[ A_n \sin(n \omega + \varphi(n \omega)) + B_n \cos(n \omega + \varphi(n \omega)) \right] \right\},
\]

where:

\[
M(\omega = 0) = |G(\omega = 0)|, \quad M(n \omega) = |G(n \omega)|, \quad \varphi(n \omega) = \arg(G(n \omega)).
\]

When stabilized changes in time occur inside layers of unlimited size and the thickness \(L\), concentration distributions calculated based on Eq. (9) would be similar in these locations where values \(M\) and \(\varphi\) are similar [1]. Based on a theoretical analysis of transmit-
tance, one may conclude that the concentration curves get close to each other upon \( L \) increasing, decreasing period \( T \) and increasing process rate constant \( k_r \) [1]. Further discussion focuses on layers for which Eq. (5) is valid.

3. CONCENTRATION GRADIENT AT A BOUNDARY OF LIQUID AND SOLID PHASES AT UNSTEADY STATES

Let us assume that changes of concentration \( C_i \) are stabilized in time at the phase boundary. They can be written as:

\[
C_i = C_{i,m} + C_{i,a} \sin(\omega t),
\]

where: \( C_{i,m} \) – average concentration at the phase boundary, \( C_{i,a} \) – concentration amplitude at the phase boundary, \( \omega = \frac{2\pi}{T} \), \( T \) is the period of the concentration wave.

If Laplace transformation is \( \hat{C}_i \) and the concentration at the phase boundary is \( C_i \) \((y = 0)\) Eq. (5) may be written in a form:

\[
\frac{\hat{C}_i}{\hat{C}_i} = G(s) = \exp\left(-\sqrt{\frac{s+k_r}{D}}y\right).
\]

Equation (14) is a transmittance \( G(s) \) of a solid phase that links the concentration transform at the phase boundary \( \hat{C}_i \) with the concentration transform \( \hat{C} \) inside the phase. In order to pass from a complex domain of Laplace transformations to a frequency domain it is necessary to substitute \( s = I\omega \) [7] and then transmittance \( G \) will be expressed as:

\[
G(I\omega) = \exp\left(-\sqrt{\frac{I\omega+k_r}{D}}y\right).
\]

The module \( M(y, \omega) \) and the argument \( \phi(y, \omega) \) of the transmittance \( G \) are:

\[
M(y, \omega) = |G(I\omega)| = \exp\left(-\sqrt{\alpha_M} \cos(\gamma_M)\right),
\]

\[
\phi(y, \omega) = \arg(G(I\omega)) = \arctg \left[ \frac{\sin(-\sqrt{\alpha_M} \sin(\gamma_M))}{\cos(-\sqrt{\alpha_M} \sin(\gamma_M))} \right]
\]

\[
= \arctg\left[ \tg(-\sqrt{\alpha_M \sin(\gamma_M)})\right] = -\sqrt{\alpha_M} \sin(\gamma_M). \quad (17)
\]

(Note the sign of sine and cosine functions while determining argument \( \phi \)).
\[ \alpha_M = \frac{y^2}{D} \sqrt{k_r^2 + \omega^2}, \]  
\[ \gamma_M = \frac{1}{2} \arctg \left( \frac{\omega}{k_r} \right). \]

(There are two roots of a complex number \( k_r + I\omega \). Since the second root \( (\gamma_M + \pi) \) represents modules \( M(y, \omega) \geq 1 \), it will not be considered in this case. Due to the presence of a diffusive resistance of mass transport, and since the amount of substance decreases due to the chemical reaction, \( M(y, \omega) \leq 1 \).)

Knowing both the module and argument of transmittance, equation describing changes of concentration within the solid phase [7] may be formulated:

\[ C = C_{i,m} M(y, \omega = 0) + C_{i,a} M(y, \omega) \sin(\omega t + \phi(y, \omega)) \]  
(20)

and the concentration gradient:

\[ \frac{\partial C}{\partial y} = C_{i,m} \frac{\partial M(y, \omega = 0)}{\partial y} + C_{i,a} \frac{\partial M(y, \omega)}{\partial y} \sin(\omega t + \phi(y, \omega)) \]

\[ + C_{i,a} M(y, \omega) \cos(\omega t + \phi(y, \omega)) \frac{\partial \phi(y, \omega)}{\partial y}. \]  
(21)

Especially at the phase boundary (\( y = 0 \)), the gradient may be determined using the following relationship:

\[ \left. \frac{\partial C}{\partial y} \right|_{y=0} = -\sqrt{\frac{k_r}{D}} C_{i,m} + \sqrt{\frac{k_r^2 + \omega^2}{D}} C_{i,a} \sin \left( -\omega \left( t + \frac{\gamma_M}{\omega} \right) \right). \]  
(22)

In the case of a sinusoidal change of concentration eq. (13) a concentration gradient described by relationship (22) may also be presented in another equivalent form:

\[ \left. \frac{\partial C}{\partial y} \right|_{y=0} = a_1 C_i(t) + a_2 \frac{\partial C_i}{\partial t} + a_3 \]

\[ = a_1 \left( C_{i,m} + C_{i,a} \sin(\omega t) \right) + a_2 C_{i,a} \omega \cos(\omega t) + a_3. \]  
(22a)

After comparing right sides of Eqs. (22) and (22a) we have:

\[ a_1 = -\sqrt{\frac{k_r^2 + \omega^2}{D}} \cos(\gamma_M), \]  
(22b)
\( a_2 = -\frac{1}{\omega} \sqrt{\frac{k_r^2 + \omega^2}{D}} \sin \left( \gamma_M \right) \),

\( a_3 = C_{i,m} \left( \sqrt{\frac{k_r^2 + \omega^2}{D}} \cos \left( \gamma_M \right) - \frac{k_r}{D} \right) \).

Time dependences of both concentrations at phase boundary inside the solid phase and of the concentration gradient are presented in Fig. 1. It should be noted that the concentration gradient slightly accelerates (shift in time, type \((\gamma_M/\omega)\), Eq. (22)) at the phase boundary, if compared with concentration \(C_i\) (Fig. 1).

Equation (22) or (22a) may be used to determine the mass flux of a substance diffusing through the phase boundary to a solid phase, based on the Fick Law [10]:

\[
\frac{\partial m}{\partial t} = -DA^* \frac{\partial C}{\partial y}.
\]

4. CONCENTRATION CHANGES UNSTABILIZED IN TIME

If changes of concentration of a certain substance do not change in time in a periodic way, the factor defining the value of the concentration gradient in equations describing the mass transfer rate requires modifications. Aperiodic changes of concentration may occur either in the case of occasional pollutant discharges to a watercourse or during tracer experiments, when a specific substance is introduced to a river in an impulse type manner.
In the case of stabilized changes of concentration, it is possible to determine the concentration \( C \) in the following moment (shift \( \gamma M/\omega \) type, Eq. (22)) just based on the change of concentration in the previous period \( T \). If only a single concentration impulse occurs, determining of the concentration in the following moment is not possible.

An adequate picture of an aperiodic process may be obtained simply through the analysis of penetration into a solid phase when changes of the concentrations follow a function in a form of rectangular impulses. Time lapses between the subsequent concentration impulses next to the phase boundary should be long enough to enable equilibrium between the absorption process and a chemical reaction (Fig. 2).

Expansion of the function presented in Fig. 2 and symmetric to \( t/T = 0.5 \) in a trigonometric series is as follows:

\[
C = \frac{\Delta \tau}{T} C_{i,a} + \sum_{n=1}^{\infty} \frac{2C_{i,a}}{n\pi} (-1)^n \sin \left( \frac{n\pi}{T} \Delta \tau \right) \cos \left( \frac{2n\pi}{T} t \right),
\]

(24)

where: \( T \) – period of a function, \( C_{i,a} \) – amplitude of an impulse, \( \Delta \tau \) – duration of impulse, \( 2\pi/T = \omega_0 \) – angular velocity for a main harmonic \((n = 1, \text{ fundamental angular velocity})\).

Let us recall that Eq. (24) describes changes at the phase boundary. Knowing both module (16) and argument of transmittance (17), an equation may be formulated that describes changes of the concentration within the solid phase [7]:

\[
C = M (y, \omega = 0) \frac{\Delta \tau}{T} C_{i,a} + \sum_{n=1}^{\infty} M (y, n\omega) \frac{2C_{i,a}}{n\pi} (-1)^n
\times \sin \left( \frac{n\pi}{T} \Delta \tau \right) \cos \left( \frac{2n\pi}{T} t + \varphi (y, n\omega) \right).
\]

(25)
Equations (24) and (25) enable one to determine the concentration gradient at the phase boundary in a numeric way (analytical method makes calculations rather complicated in this case). Dependence of the gradient of concentration \( (dC/dy)(t) \) on \( C_i(t) \) for the case presented in Fig. 1 is an ellipse (Fig. 3).

The same dependence developed considering the time lapse \( (dC/dy)(t) = f(C_i(t + \Delta t)) \) becomes a line segment at \( \Delta t = T/8 = 0.125T \) – this is the maximum value \( (\gamma M/\omega) \) at \( k_r = 0 \) (for the average value of \( C_{i,m} = 5 \text{ g/m}^3 \) gradient \( dC/dy = 0 \)). In case of \( \Delta t = 10\,368 \text{ s} \) \( (\Delta t/T = 0.12) \) a distinctly flattened ellipse is obtained (Fig. 4). The concentration gradient at the moment \( t \) may be estimated from the value of concentration at the moment \( (t + \Delta t) \) or \( (t - T + \Delta t) \), when stabilized periodical changes occur, based on the straight line equation. Upon increasing \( k_r \) values, the time lapse \( \Delta t \) decreases to zero. In the case of a single concentration impulse or impulses spread long time apart, the dependence of concentration gradient on the concentration is similar to the one described above although not such ideal.

Assume that a series of concentration impulses at the phase boundary is defined using first seven components of the sum in Eq. (24). Concentration runs at the phase
boundary, concentrations at the distance $y = 10^{-6}$ m at the solid phase side and concentration gradients at the phase boundary are presented in Fig. 5. Dependences of concentration gradients on concentration $(dC/dy)(t) = f(C_i(t))$ and $(dC/dy)(t) = f(C_i(t + \Delta t))$ for various $\Delta t$ are presented in Figs. 6–8.

![Fig. 5. Concentrations at the phase boundary, concentration at the distance $y = 10^{-6}$ m at the solid phase side and concentration gradient at the phase boundary: $T = 86400$ s, $C_{i,a} = 1$ g/m$^3$, $\Delta \tau = T/16$, $k_r = 10^{-30}$ s$^{-1}$, $D = 1.7 \times 10^{-9}$ m$^2$/s](image1)

![Fig. 6. Concentration gradient vs. concentrations at the phase boundary according to $(dC/dy)(t)$ and $C_i(t)$ runs, as presented in Fig. 5 ($\Delta t = 0$)](image2)

![Fig. 7. Concentration gradient vs. concentration at the phase boundary according to $(dC/dy)(t)$ and $C_i(t + \Delta t)$ runs, as presented in Fig. 5 ($\Delta t = 0.03T$)](image3)
Plots presented in Figs. 7 and 8 form closed curves that are much more flat than the curve in Fig. 6. Irregular scatter of points close to the concentrations approaching zero is probably caused by oscillations and lack of ideal steady state conditions (Fig. 5).

Numerical experiments confirm that an increase of a chemical process rate constant $k_r$ enhances the effect of flattening of the closed curves. Shapes of curves in Figs. 4, 7 and 8 suggest that the concentration gradient may be approximated by:

$$\frac{dC}{dy} = a'_1 [C_i (t + \Delta t_1) - C_{i,m}] + a'_3 [C_i (t - \Delta t_2) - C_{i,m}] + a'_4,$$

where: $a'_1$, $a'_3$ and $a'_4$ – constants, $\Delta t_1$, $\Delta t_2$ – time shifts.

Since during a single impulse the subsequent concentration values are not known, their values may be estimated by differentiating the concentration with respect to time:

$$\frac{dC}{dy} = a'_1 \left[ C_i (t) + \frac{dC_i}{dt} \Delta t_1 - C_{i,m} \right] + a'_3 \left[ C_i (t - \Delta t_2) - C_{i,m} \right] + a'_4$$

$$= a'_1 C_i (t) + a'_1 \frac{dC_i}{dt} \Delta t_1 + a'_3 C_i (t - \Delta t_2) + a'_4$$

$$= a'_1 C_i (t) + a_2 \frac{dC_i}{dt} + a_3 C_i (t - \Delta t_2) + a_4,$$

where: $a_1$, $a_2$, $a_3$, $a_4$ – constants.

Calculation of the previous values using a derivative $dC_i/dt$ may not give accurate results when $\Delta t_2$ is too high. In the case of an impulse function, its approximated average value $C_{i,m}$ should be assumed zero, since the function is a positive fraction of another function that has been developed as a result of an odd analytical impulse continuation (impulse oscillation around zero). If any oscillation around the non-zero value would occurred, the average value would have varied along the watercourse length ($x$ – linear coordinate). Let us assume that the concentration of the substance in
the core of the liquid phase is equal to the concentration at the phase boundary of liq-
uid and solid phases \((C_i \approx \bar{C})\). In such a case, the values \(C_{i,m}(x)\) should be calculated
from appropriate stationary mass transport models referring to a liquid phase. A de-
tailed discussion on this topic has been presented elsewhere [1].

If sinusoidal concentration changes occur (Fig. 1), the theoretical concentration
gradient calculated from Eqs. (24) and (25) \((\Delta y = 10^{-6} \text{ m})\) may be precisely approx-
imated with the model (27) (Fig. 9). In this particular case we have:

\[
\frac{dC}{dy} = -141.653839581284 \left( C_i(t) - C_{i,m} \right) \\
-201.210089726553 \times 10^4 \frac{d \left( C_i(t) - C_{i,m} \right)}{dt}
\]

(28)

where \(\Delta t = 864 \text{ s}\) is the time step used for numerical calculations of a derivative with
respect to time.

Coefficients of Eq. (28) are approximately equal to the respective theoretical ones:
\(a_1 = -146.25 \text{ m}^{-1}\), Eq. (22b), \(a_2 = -201.11 \times 10^4 \text{ s/m}\), Eq. (22c), \(a_3 = 0 \text{ g/m}^4\), Eq. (22d)
\((a_3 \text{ is equivalent of } a_4 \text{ in Eq. (27)}; a_3 \text{ approaches zero since a difference between con-
centration and the average was used in calculations}).

For an impulse concentration change (Fig. 5), the following equations were ob-
tained:
Modelling of mass transport in water. Part I

\[
\frac{dC}{dy} = -210.78C_i(t) - 90.27 \times 10^4 \frac{dC_i}{dt} \bigg|_{t} + 77.782C_i(t - 8640) + 16.718, \tag{29}
\]

\[
\frac{dC}{dy} = -201.83C_i(t) - 110.46 \times 10^4 \frac{dC_i}{dt} \bigg|_{t} + 25.229. \tag{30}
\]

Values of the coefficients in Eqs. (29) and (30) were determined after minimizing of a sum of squared deviations between theoretical gradient values, calculated from Eqs. (24) and (25), and the values calculated from the model (27).

Fig. 10. Fitting of the gradient model (27) to the gradient calculated numerically using Eqs. (24) and (25) (theoretical gradient) for an impulse of concentration, as presented in Fig. 5 (the average absolute error for a single value of gradient is 7.36 g/m^4)

Fig. 11. Fitting of the gradient model (27) to the gradient calculated numerically using Eqs. (24) and (25) (theoretical gradient) for an impulse of concentration, as presented in Fig. 5 (the average absolute error for a single value of gradient is 21.69 g/m^4)
Figures 10 and 11 show the results of gradient calculations from Eqs. (29) and (30), respectively. The equations approximate a theoretical value of gradient with a different accuracy; in practice, poor accuracy of Eq. (30) seems quite sufficient. The equation is much easier to use since it does not require memorizing a series of concentrations delayed with respect to a current time \( t \) by \( \Delta t \) in all river cross-sections \( x_i \) during numerical solving of the mass transport equation.

In model (27) term \( a_4 \) is responsible for a substance desorption for a single concentration impulse and its value is proportional to the average desorption rate. Due to desorption from a solid phase, some concentrations in a liquid phase remain different from zero, irrespective of time of impulse duration. Such an effect is a consequence of the assumption that a series of concentration impulses at the phase boundary is described using seven first elements of the sum in Eq. (24).

During identification of the mass transport model, based on the concentration measurements of a tracer fed into a watercourse in an impulse-type mode and using Eq. (27), it is necessary to introduce some complementary functions. The functions depend on such parameters as distance coordinate \( x \), time \( t \) and tracer hydraulic detention time; all the parameters attenuate a desorption effect related to the value of the coefficient \( a_4 \) \((a_4 \neq 0)\) [2]. Equations like (27) may also be used in models describing both absorption and desorption with a chemical reaction in a solid phase. [2].

4. SUMMARY AND CONCLUSIONS

The first part of the paper focuses on a detailed analysis of dynamics of mass transport from a liquid phase (river water) to a solid phase (river sediment). A series of relationships was developed describing concentration gradient for a periodic concentration changes of the substance. From theoretical analysis of transmittance for a solid phase it may be concluded that changes of concentration within solid phases of different thickness would become similar in the case when: solid phase thickness increases, concentration wave period decreases, rate constant of a substance decay within the solid phase increases.

At the phase boundary (solid phase side), the concentration gradient increases upon time shifts, with respect to the concentration function assuming that a substance decay takes place or none process occurs. A time shift varies within the range of \(< 0, 1/8 >\) of a concentration function period.

The concentration gradient at the phase boundary (solid phase side) may be calculated based on the concentration changes and a derivative of a concentration with respect to time at the phase boundary. In the case of sine concentration changes, concentration gradients (Eq. (22a)) calculated using this method are accurate. Such a method of estimation of the concentration gradient may also be used when the concentration at the phase boundary changes in other then a sinusoidal mode.
Knowledge of concentration gradient enables one to develop an equation describing the mass flux penetrating into the solid phase. Such an equation may also be used to estimate the error in the mass penetration model if calculated using the Whitman film model. Neglecting the dispersion effects along the river bed in natural water bodies at a steady state results in serious errors. Then, application of advection models may be just accurate in many cases.

When cyclic concentration changes at the phase boundary may be described with a single harmonic function, the points of graph developed based on the concentration values and the concentration gradient at the same time instant form a closed curve – an ellipse. It may be noticed that the curve of the concentration gradient vs. delayed concentration gets more flat or it becomes a line segment. When time dependence of concentration can be described as couple of harmonics, the effect of curve flattening also occurs though it is not as ideal as in case of a single harmonic. The effect of curve flattening was used in construction of the model describing a relationship between the concentration gradient and concentration. The proposed model may also be used for description of the dependence of the concentration gradient on concentration when both absorption and desorption processes occur with a chemical reaction. In some specific cases, the model structure may be simplified just by ignoring an element referring to a delayed concentration. A simplified model is slightly less accurate than its complete version. In dynamic conditions, the concentration gradient at the phase boundary may be approximated using combination of linear concentration, delayed concentration and concentration derivative, all at the phase boundary with respect to time.

Numerical experiments showed that an increase of the constant rate of a chemical process enhanced the effect of curve flattening. Following the increase of the rate constant, the accuracy of model (27) improves while the coefficients $a_2$ and $a_3$ approach zero.

Increase of chemical process rate causes that changes of the concentration gradient at the phase boundary follow the changes of the concentration at the phase boundary.

The mass exchange problems presented in the paper focused on continuous changes of concentration at the phase boundary. The problems related to mass exchange when concentrations at the phase boundary are not continuous (e.g., absorption and adsorption processes occur) will be discussed elsewhere.

**SYMBOLS**

\[(1/2)A_0\] – average concentration $C_0$, g/m$^3$

\[A\] – surface area, m$^2$

\[A^*\] – surface normal to diffusion direction, m$^2$

\[A_n, B_n\] – coefficients of a trigonometric series, g/m$^3$

\[C, c\] – concentration, g/m$^3$

\[C^*\] – concentration in the phase core, g/m$^3$

\[C_{\text{m}}\] – average concentration within a phase core, g/m$^3$
\( C_{m,0} \) – average concentration in the phase core at an initial river cross-section, g/m\(^3\)

\( C_{m,ord} \) – average value of the average concentration in the phase core for watercourse segment, g/m\(^3\)

\( C_a \) – concentration amplitude in the phase core, g/m\(^3\)

\( C^* \) – Laplace transformation of a concentration function

\( C_i \) – concentration at the phase boundary, g/m\(^3\)

\( C_{i,m} \) – average concentration at the phase boundary, g/m\(^3\)

\( C_{i,a} \) – concentration amplitude at the phase boundary, g/m\(^3\)

\( C_i^* \) – Laplace transformation of a concentration at the phase boundary, g/m\(^3\)

\( D \) – diffusion coefficient, m\(^2\)/s

\( E_x \) – longitudinal dispersion coefficient, m\(^2\)/s

\( E_z \) – coefficient of vertical turbulent diffusion (perpendicular to the solid phase surface), m\(^2\)/s

\( G \) – transmittance

\( h \) – water level or the average water level in a river, m

\( i \) – drop of a water level in a watercourse, unless stated otherwise

\( I \) – imaginary unit, \( I = (–1)^{1/2} \)

\( k_r \) – process rate constant, 1/s

\( k_w \) – mass transfer coefficient at a liquid phase side, m/s

\( k_{og} \) – overall equivalent rate constant for all processes occurring in both liquid and solid phases, s\(^{-1}\)

\( L, L_0 \) – thickness of a solid phase layer, m

\( L_{ord} \) – length of watercourse segment, m

\( M \) – transmittance module \( |G| \)

\( m \) – weight, g

\( r(C) \) – process rate in the liquid phase core, g/(m\(^3\)·s)

\( r_{og} \) – total process rate, g/(m\(^3\)·s)

\( R_h \) – hydraulic radius, m

\( \text{re}(...) \) – real part of complex variables

\( \text{im}(...) \) – imaginary part of complex variables

\( s \) – complex variables

\( t \) – time, s,

\( t_{01}, t_{02} \) – time of appearing and disappearing of a concentration impulse in an initial river cross-section, s

\( t_{k1}, t_{k2} \) – time of appearing and disappearing of concentration impulse in a final river cross-section, s

\( T \) – period of a function, s

\( V \) – velocity, m/s

\( V_{ord} \) – average velocity, m/s

\( V^* \) – liquid phase volume, m\(^3\)

\( x \) – linear coordinate (longitudinal for a river), m

\( y \) – linear coordinate, m

**GREEK SYMBOLS**

\( \alpha_{M, \gamma} \) – complementary parameters

\( \Delta t_1, \Delta t_2 \) – time shifts, s,

\( \Delta t_0, \Delta t_k \) – time differences, s,

\( \Delta \tau \) – impulse time, s

\( \varphi \) – argument of transmittance \( G \), rad

\( \omega \) – angular velocity, rad/s

\( \omega_0 \) – angular velocity for the main harmonic, rad/s

\( \Omega_1, \Omega_2 \) – integration constant
SUBSCRIPTS AND SUPERSCRIPTS

\( i \) – concentration at the phase boundary
\( a \) – amplitude
\( m \) – average value
\( \sim \) – phase core, in the case of concentration
\( ^\wedge \) – Laplace transformation
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Biodegradation of phenol in a batch reactor was investigated using activated sludge. The sludge was able to degrade phenol of initial concentrations up to 1.500 mg/dm³. The optimum temperature and pH for the reaction were determined in extensive tests. The optimum pH was around 6, whereas the temperature showed no significant impact on the biodegradation rates over the investigated conditions. This activated sludge degraded phenol at the maximum rate of 0.048 g phenol/(g VSS·h) at pH 6 and 30 °C, whereas inhibitory effects existed at concentrations higher than 100 mg/dm³. The Haldane kinetic model was used to elucidate the kinetics of phenol degradation in an activated sludge. The kinetic parameters were estimated to be $q_{\text{max}} = 0.4695$ g phenol/(g VSS·h), $K_I = 28.4860$ mg/dm³, and $K_S = 603.9869$ mg/dm³, with the correlation coefficient ($R^2$) of 0.9599. The high $q_{\text{max}}$ value for phenol biodegradation shows that the activated sludge exhibited high resistance to phenol.

1. INTRODUCTION

Phenols and phenolic compounds originated from oil refineries, pulp and paper manufacturing plants, resins and coke manufacturing, steel and pharmaceutical industries are toxic to human beings, fish and to several biochemical functions [1–5]. Increasing presence of phenols represents a significant environmental toxicity hazard. Wastewaters including phenols and phenolic compounds must be treated in order not to be a threat with human health and not to lead to serious ecological risks [6–8]. Increasingly stringent restrictions have been imposed on the concentrations of these compounds in wastewaters for safe discharge. Thus, the approach for the removal of phenols from industrial wastewater has generated significant interest [9–14].

Several methods with different removal performance and cost levels are available for the treatment of phenolic wastewaters. Either conventional physicochemical [9, 10] or biological [15–19] techniques may be used. However, these treatments are very complex and expensive. This situation is triggering the development of new
treatment technologies for phenolic wastewater. Biological treatment has been shown to be economical, practical and the most promising and versatile approach as it leads to complete mineralization of phenol with low possibility of the production of byproducts [15, 16, 19]. In this viewpoint, the application of biodegradation process to metabolize the phenolic wastewater appears to be an alternative to conventional treatment processes.

However, the toxicity of phenolic compounds may inhibit or even reduce microorganisms in municipal biological wastewater treatment plant [20]. The presence of phenols strongly reduces biological biodegradation of other components which makes the process of degradation of phenols so difficult. It is the reason why activated sludge reactors have been widely used for phenol removal from industrial wastewater. Batch reactor processes employing either suspended or immobilized cultures are in use for the degradation of toxic compounds. The activated sludge process is generally a preferred biological process for the treatment of industrial wastewaters including phenols [15, 16, 19, 21–24].

Presently, great restrictions to application of biological processes are related to the acclimation of the biomass to phenol biodegradation and variability of wastewater composition. A simple and effective method to obtain a specified biomass from activated sludge for phenols treatment is highly desired, which provides selection and multiplication of specialized microorganisms. Furthermore, phenol degradation seems to be influenced by some environmental factors such as temperature and pH. This issue should also be explored for its full application, as well as the substrate inhibition effect and the related biodegradation kinetics. Thus, to acclimatize bacteria to phenol under experimental conditions easier to implement and to investigate the possibility of phenol biodegradation at high initial concentrations and to study the phenol biodegradation kinetics motivates this work.

Therefore, the aim of this work was to evaluate the microbial degradation of phenol by activated sludge in a batch reactor. The kinetics of phenol removal in a batch reactor was investigated in order to develop activated sludge process that could effectively treat phenols. The microbial process reported here could potentially be applied to remove phenols and phenolic compounds in industrial effluents.

2. MATERIALS AND METHODS

Experimental system. The experimental system was a fully mixed bench scale reactor with a constant temperature water circulator and monitoring device for temperature, dissolved oxygen (DO) and pH. The working volume of the reactor was 2 dm³. The reactor had a water jacket for controlling the temperature which was kept constant at each test. The air velocity of 0.3 m³·h⁻¹ was applied to the reactor. The DO concentration of the mixed liquor was controlled using the aeration ON/OFF controller. Air
was introduced by an air pump from the reactor bottom. The dissolved oxygen (DO) level was kept over 4 mg/dm$^3$ in the aeration phase. The reactor was operated under batch operation and the stirring speed was adjusted to 100 rpm. The reactor was operated sequentially within a 6 h cycle, including 5 min of influent filling, 325 min of aeration, 20 min of settling, and 10 min of effluent discharging. Effluent was drawn from the middle port of the reactor column (1 dm$^3$), and the resulting hydraulic retention time (HRT) was 12 h. Samples were taken from the reactor at predetermined time intervals using a peristaltic pump. The desired SRT was set by controlling the amount of sludge wasted from the reactor in each cycle. About 1.5 dm$^3$ of seeding sludge were inoculated into the SBR, resulting in a mixed liquor suspended solid (MLSS) concentration of about 4.5 g/dm$^3$ in the reactor, and correspondingly the loading rate was about 0.1 kg phenol/(m$^3$·d).

*Source of sludge and wastewater.* The phenol removing sludge used in the experiments was developed from an activated sludge collected from a wastewater treatment plant in China. The seeding sludge had a sludge age of 10 d, a mixed liquor suspended solids (MLSS) concentration of 6.0 g/dm$^3$ and the sludge volume index (SVI) of 70 cm$^3$/g. The sludge was acclimatized for 40 days in aerobic and phenol containing wastewater before being used in experiments. The acclimatized culture was brown in colour and had fluffy, irregular and loose structure floc morphology, and filamentous bacteria could be well observed in the flocs. The synthetic contaminated wastewater was prepared from distilled water using phenol as the contaminant. The synthetic wastewater used in the batch growth studies comprised (dm$^{-3}$): 227 mg (NH$_4$)$_2$SO$_4$, 100 mg MgSO$_4$·7H$_2$O, 0.5 mg FeCl$_3$, 100 mg MnSO$_4$·H$_2$O, 7.5 mg CaCl$_2$, 250 mg KH$_2$PO$_4$, and 500 mg K$_2$HPO$_4$.

*Phenols biodegradation tests.* The presence of phenols in wastewater varied widely from over ten to thousands in concentrations (mg/dm$^3$). In addition, the toxicity of phenols that inhibit microorganisms might increase upon increasing concentration of phenols [1]. Thus, in this work, the concentrations of phenol for biodegradation tests were selected in a wide range based on reported literature values. The tests were started by inoculating synthetic wastewater containing 50–1500 mg/dm$^3$ of phenol and the acclimatized sludge to the reactor at 30 °C. Thus, the initial phenol /biomass (F/M) ratios were 0.007–0.2 mg phenol /mg VSS (VSS is volatile suspended solid). The pH, biomass amount, and phenol concentrations of samples in reactors were measured at predetermined time intervals. The optimum temperature and pH for the biodegradation were determined in extensive tests. The pH values adjusted by phosphate buffer were in the range 5.0–8.0. The phosphate buffers were prepared by mixing various volume fractions of 0.375 g/dm$^3$ of K$_2$HPO$_4$ and 0.42 g/dm$^3$ of KH$_2$PO$_4$ solutions in deionized water (Millipore, Milli-Q). Control experiments, in a sludge-free medium which only included phenol and other constituents, were also done in order to evaluate the possi-
ble degree of phenol removal with volatilization and it was found that the phenol concentration almost remained unchanged. All the experiments were run in triplicate and the averaged results were reported here.

Analytical methods. Phenol concentration in suspension was measured using 4-aminoantipyrine colorimetric approach on supernatant drawn from samples centrifuged at 8000 rpm for 10 min. pH was determined by using a pH meter. Measurements of VSS were conducted in accordance with the standard methods [25]. Determination of biodegradation rates and parameters of the Haldane equation were done on a personal computer by using a spreadsheet program (Microsoft Excel 2003).

3. RESULTS AND DISCUSSION

3.1. PERFORMANCE OF BIODEGRADATION OF PHENOLS

The activated sludge was grown in the presence of phenol as the sole carbon source and adapted to increasing concentrations of phenol over a period of 40 days; the reactor was continuously operated during this period. The sludge is supposed to be acclimated to the system when phenol is completely degraded in repeated uses in fixed time intervals. The performance of the activated sludge to degrade phenol was evaluated by monitoring phenol disappearance at its various concentrations in the batch reactor. Figure 1 shows results of batch tests for phenol degradation by activated sludge at 30 °C. At initial phenol concentrations of 50–1500 mg/dm³, phenol concentration quickly decreased for all tests when phenol concentration was sufficient. For example, at an initial phenol concentration of 200 mg/dm³, the degradation reached 75% in 3 h. However, phenol concentrations in the batch reactor decreased with time rather steeply at low initial phenol contents as compared to those containing high levels of phenol. Since the phenol contents of the control reactors did not change significantly (<3%) during the course of experiments, the extent of non-biological degradation of phenol was negligible. These observations are in accordance with previous results [12, 26–28].

3.2. EFFECT OF INITIAL CONCENTRATION OF PHENOLS

Batch tests for phenol biodegradation using the activated sludge were conducted in the phenol containing synthetic wastewater with phenol concentrations of 50–1500 mg/dm³ at pH 6 and 30 °C. Based on Fig. 1, the average phenol biodegradation rates with various initial phenol concentrations (were determined to be 60, 60, 41, 40, 36, and 35 mg/(dm³·h), respectively. The sludge began degrading phenol without a time lag at an initial phenol concentration of 50 and 100 mg/dm³, and completely degraded phenols
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in 0.8 and 1.8 h, respectively. At 200, 400, and 800 mg/dm³, the time lag of 2, 4, and 8 h was observed, after which phenol was completely degraded. At the initial concentration of 1500 mg/dm³, the lag time was 15 h and the time needed for complete phenol biodegradation was prolonged to 40 h. Furthermore, the average phenol biodegradation rates decreased upon increasing initial phenol concentrations from 50 mg/dm³ to 1500 mg/dm³, suggesting the inhibition to bacteria by high initial concentrations of phenols.

Figure 1 also shows that for the same initial biomass concentration the higher the concentration of phenol is the more time it takes to be consumed. The phenol concen-
tration in the culture medium decreases clearly due to utilization by microorganisms as they grow. The growth rate should be higher when phenol concentration decreased because of a substrate inhibition phenomenon. The extent of phenol degradation and the time required depends on the initial phenol concentration in the medium.

3.3. EFFECT OF TEMPERATURE AND PH TO BIODEGRADATION OF PHENOLS

Degradation of phenol seems to be dependent on some environmental factors such as temperature and pH [2, 29, 30]. Effect of temperature and pH was performed to explore their optimum values for biodegradation of phenols by the activated sludge in the batch reactor.

![Fig. 2. Batch tests for phenol biodegradation by the activated sludge at the initial phenol concentration of 400 mg/dm³: a) effects of pH (5–8), b) effects of temperature (25–40 °C)](image-url)
Figure 2 shows the results of batch tests at various pH and temperatures at the initial phenol concentration of 400 mg/dm$^3$. Phenol was completely biodegraded at pH 5–6 and at 30 °C while not depleted at pH 7–8. In comparison, the biodegradation of phenols performance did not change much at 25–40 °C. The optimum pH for phenol degradation is around 6, whereas the temperature has shown no significant impact on the reaction rates over the investigated conditions.

Regarding the temperature effect, there are opposite experimental results in previous work [2, 19, 26, 31]. It has been reported that temperature could play an important role in the degradation of phenol [31]. Many authors find higher efficiency of phenol removal near 30 °C [2, 26, 28]. Chung et al. [28] found an optimum temperature of 30 °C for the two processes for immobilized cells and free cells. It is probably due to the higher production of metabolites at this temperature [29]. However, the rate and the extent of degradation is relatively sensitive to deviations outside the optimum range [26]. Adav et al. [19] found that temperature of 25–40 °C had no noticeable effect on the growth rate when using a strain with maximum ability to degrade phenol and a high tolerance to phenol toxicity isolated from an aerobic granule identified as Candida tropicalis. In short, it appears that biodegradation of phenol could occur at room temperature. Different sludge system might be a reason for different experimental results. Additionally, different wastewater characteristics, reactor operating conditions and microbial communities also are responsible for the differences.

The follow-up of the medium pH can be an indicator of the phenol degradation and one of the factors significant in the success of the biological treatment. A slight reduction is observed as biomass grows and pH variation increases when the initial phenol concentration increases [12, 32]. The decrease in pH suggests that biological degradation of phenol occurs and with a stable pH phenol is successfully degraded as shown in this work. pH significantly affects biochemical reactions required for phenol degradation. For instance, pure P. putida could not efficiently resist pH change [2]. Consequently, phenol degradation may be deteriorated as medium pH deviates. Aksu and Gonen [33] found that pH affects the surface charge of cells of the activated sludge biomass. Thus, the electrostatic attraction between phenol and activated sludge biomass would be impacted [33]. In conclusion, it seems that the best pH range for the phenol degradation does exist. It is possible that enzymes for phenol degradation have their optimum enzymatic activities at an optimum pH. However, the optimum pH for differs from one bacterium to another. For example, pH ranges between 8 and 11 were found for the bacterium Halomonas campisalis and for the biodegradation of phenol by Klebsiella oxytoca, pH was 6.8 [34].

3.4. KINETICS OF BIODEGRADATION OF PHENOLS

Kinetic analysis of the biodegradation data was performed based on the Haldane equation for describing biodegradation of an inhibitory substrate [5]
\[ q = \frac{q_{\text{max}} S}{K_S + S + \frac{S^2}{K_I}} \]

where \( q \) and \( q_{\text{max}} \) are the specific and the maximum specific substrate degradation rates (g phenol/(g VSS·h) in this work), respectively, and \( S, K_S \) and \( K_I \) are the substrate concentration, half-saturation constant, and inhibition constant (mg/dm³), respectively.

Figure 3 shows the dependence of initial phenol biodegradation rate on its initial concentration. It increases upon the increasing initial phenol content up to 100 mg/dm³, reaches maximum at 0.048 g phenol/(g VSS·h) and then decreases for the initial phenol contents between 100 and 1500 mg/dm³ for the inhibitory effect of phenol at concentrations above 100 mg/dm³. The Haldane equation was used to model the phenol biodegradation data to evaluate the phenol biodegradation kinetics. The least-square error method was used to estimate the kinetic parameters to be \( q_{\text{max}} = 0.4695 \) g phenol/(g VSS·h), \( K_I = 28.4860 \) mg/dm³, and \( K_S = 603.9869 \) mg/dm³, with the correlation coefficient \( (R^2) \) of 0.9599.

These values are different from those obtained by Adva et al. [19]. In the study involving strains isolated from aerobic granules for phenol removal by Adva et al. [19], the kinetic parameters of \( q_{\text{max}} \), \( K_I \) and \( K_S \) were found to be 0.385 g phenol/(g VSS·h), 185 mg/dm³ and 7.1 mg/dm³, respectively. The maximum specific phenol degradation rate was 0.47 g phenol/(g VSS·h) in this work, higher than that in studies using strains
isolated from aerobic granules [4, 19]. The high $q_{\text{max}}$ value for phenol biodegradation shows that activated sludge exhibits high resistant ability to phenol.

3.5. IMPLICATIONS TO INDUSTRIAL TOXICITY REMOVAL

Ultimately this research aims to develop an effective activated sludge process to remove phenols and phenolic compounds in industrial effluents. This work demonstrates that the mixed culture (activated sludge from WWTP) can grow in a simple batch reactor using phenol as the limiting substrate, which is convenient, uncostly and easily operated. The experimental results show that it is possible to treat effluents containing high phenol concentration (up to 1500 mg/dm$^3$) by activated sludge, indicating that the developed process can potentially be applied to removal of high extent of relate industrial toxicity. Furthermore, it is well known for the importance of the acclimatization for supporting the microorganisms which have the enzymatic material necessary to the degradation of phenol and revealing a new population which is adapted to this toxic agent and is able to consume it like substrate. This acclimatization may relatively easy realize the conditions of temperature and pH which is the most favourable for the development of these microorganisms and the increasing degradable phenol concentration. Thus, the results of this work might significantly benefit the real industry in terms of the extent of toxicity removal and cost of treatment. In addition, the model developed in this study has been applied successfully to phenol biodegradation data obtained from short-term batch experiments. The obtained kinetics for phenol biodegradation can be used for better understanding the activated sludge processes in full scale WWTPs. The high $q_{\text{max}}$ value for phenol biodegradation shows that activated sludge can exhibit high resistance to industrial toxicity with proper acclimatization as demonstrated in his work. To this end, a particular emphasis should also be given to develop a practical and easy implement methodology to facilitate its full scale application. The model and the obtained kinetics of phenol biodegradation can deliver a better insight into the system, which can be used to improve design, operation and control of the activated sludge processes for industrial toxicity removal. For example, the approaches and kinetic model presented in this paper could be employed for the design of a batch reactor system for the biodegradation of phenolic wastewater in petrochemical and oil refining industries.

4. CONCLUSIONS

This study demonstrates that activated sludge could be successfully applied in a batch reactor for phenol biodegradation. The sludge was able to degrade initial phenol concentrations up to 1500 mg/dm$^3$. Results of batch tests show that the optimum pH was around 6, whereas the temperature showed no significant impact on phenol
biodegradation rates over the investigated conditions. Specific phenol biodegradation rates in the sludge followed the Haldane model because of substrate inhibition, and reached maximum at 0.048 g phenol/(g VSS·h) at the phenol concentration of 100 mg/dm³ at pH 6 and 30 °C. The least square error method was used to estimate the kinetic parameters of the reaction. The high $q_{\text{max}}$ value for phenol biodegradation shows that activated sludge exhibited high resistance to phenol. Therefore, this study demonstrated the technical feasibility of utilization of activated sludge for the effective biodegradation of phenols or phenolic compounds.
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SALINITY EFFECT ON SWELLING CHARACTERISTICS OF COMPACTED BENTONITE

Swelling characteristics of compacted bentonite is the most important factor for nuclear waste disposal facilities. Salinity effect on swelling behaviour of compacted bentonite was investigated experimentally. A series of one dimensional swelling deformation tests have been performed. The tests were conducted for various initial dry densities from 1.33 g/cm³ to 1.90 g/cm³ for compacted bentonite saturated with NaCl of various concentrations in solution from 0 to 4.0 M. It was found that initial dry density and concentration of NaCl strongly influence the swelling rate of bentonite. The swelling rate of bentonite decreases with increasing the concentration of NaCl. Swelling rate depends on the concentration of NaCl more than on initial dry density and loading effect. Bentonite may change from highly swelled material to coagulate in saline water. Liquid limit of bentonite is also remarkably decreased with the change of liquid from distilled water to saline one, while the plastic limit is slightly increased.

1. INTRODUCTION

Bentonite has attracted attention as buffer and backfill materials for high level radioactive waste (HLW) disposal. High level radioactive and hazardous wastes are required to be buried in deep underground facilities. The buffer material is filled in a partially saturated form as compacted block. After waste emplacement, buffer material hydrate and swell, being submitted to heat from radioactive waste decay. Combined effects of heat generated by radioactive decay and solutes supplied from the surrounding rock will take place several hydromechanical processes in the field. These processes may change mechanical, hydraulic, and geochemical properties of buffer materials. Bentonite is often a key component of the engineered barrier system because it has good sorption properties, microporous structure, low hydraulic conductivity, and high cation exchange capacity [1].

_________________________
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Microstructural view of compacted bentonite is presented in Fig. 1. It restricts the movement of nuclides from the waste packages after canister failure. Mechanical properties of compacted bentonite under combined effect of water from surrounding rock and heat from canister have been reported by many researchers [2–6]. The experimental information on the properties of compacted bentonite was mainly saturated with distilled water as a test fluid. However, some HLW disposal sites are constructed at the coastal area, e.g. HLW site at Horonobe in Hokkaido prefecture of Japan. At the coastal area, groundwater is blended with sea water and affects the mechanical properties of compacted bentonite. For this problem, a series of laboratory tests were performed to investigate the effect of salinity on swelling behaviour of compacted bentonite.

2. MATERIALS AND METHODS

Kunigel VI bentonite is used in this experiment which is considered to be applied as buffer material for HLW disposal in Japan. Specific gravity and montmorillonite content in Kunigel was 2.79 and 64%, respectively. Kunigel VI was compacted by a special compaction device. The specimen height and required density were maintained by the variation of mass and compaction pressure. Initial dry densities of the samples were 1.30, 1.50, 1.70 and 1.90 g/cm$^3$. The height of the sample was ca. 1 cm with the diameter of 6 cm. NaCl solutions were prepared by dissolving powdered NaCl in distilled water to a desired concentration. The concentrations of the solutions were 0.5, 1.0, 2.0 and 4.0 M.

Swelling deformation tests. Free swelling deformation tests of compacted bentonite were carried out with a special swelling box apparatus by absorbing saline solution under approximately zero vertical pressure except the cap plate. Swelling deformation tests were also conducted with an oedometer test apparatus under loading condition. The vertical swelling deformation of compacted specimens was measured under static
load of 0.16 MPa. Saline solution was supplied at the bottom and simultaneously pre-
scribed vertical pressure was applied to the specimen. Both tests were carried out at room temperature. Degree of saturation was about 100% for all specimens at the end of experiment. Swelling rate of the compacted specimens was calculated by the following equation.

\[
S_R = \frac{\Delta h}{h_0} \times 100,
\]  

(1)

where \( S_R \) is the swelling rate, \( \Delta h \) is the vertical deformation and \( h_0 \) is the initial height.

Maximum swelling rate ratio was calculated by the following equation:

\[
\text{Maximum swelling rate ratio} = \frac{\text{Maximum swelling rate with NaCl}}{\text{Maximum swelling rate with distilled water}}.
\]  

(2)

3. RESULTS AND DISCUSSION

3.1. LIQUID LIMIT AND PLASTIC LIMIT

The liquid limit and plastic limits of bentonite with various concentrations of NaCl solution are presented in Fig. 2.

![Fig. 2. Dependence of water content on concentration of NaCl for liquid and plastic limits](image)

The liquid limit of bentonite strongly decreases after changing solution from distilled water to 0.5 M NaCl and then gradually decreases with the increasing of concentration of NaCl. The plastic limit slightly increases when the concentration of the NaCl solution is increased. This shows that salinity strongly affects the adsorption capacity of bentonite and bentonite becomes more sensitive when the concentration of NaCl
increases. One may expect that squeezing out of the liquid by applied forces during rolling has more effect than interparticle repulsion within the particle. Mishra et al. [7] reported the effect of salinity of low concentration (0 ~ 1 mol/dm$^3$) on liquid limit of various types of bentonite. They found that the liquid limit of all type of soil decreased with increasing salt concentration. This trend can be explained in terms of the interparticle forces that play a prominent role in determining the liquid limit. In clay paste with water content equivalent to the liquid limit, the forces of interaction between clay particles become sufficiently weak to allow easy movement of particles relative to each other. In high swelling clays like montmorillonite, the dominant interparticle force is repulsion, which determines the distance between particles. Upon the increasing salt concentration, interparticle repulsion in montmorillonite decreases and the particle becomes free to move at lower interparticle distance [8–10].

3.2. FREE SWELLING

A schematic diagram of free swelling deformation of compacted bentonite is presented in Fig. 3. Swelling materials like montmorillonite gradually receive water and can be swelled against the overburden pressure ($p_c$).

Detailed swelling mechanism was also explained by Shirazi and Kazama [4] in a previous study. Time dependences of free swelling rate of compacted bentonite of the initial dry density of 1.90 g/cm$^3$ at various NaCl concentrations is shown in Fig. 4. Free swelling rate of compacted bentonite markedly decreases with increasing concentration of NaCl. Figure 5 shows that the maximum swelling rate noticeably decreased upon increasing concentration of NaCl (from 0 to 1 M) for various dry densities. However, with a further increase in the concentration from 1.0 to 4 M, the swelling
rate gradually decreases. Time dependences of free swelling rates of bentonite in 1 M NaCl with various initial dry densities are presented in Fig. 6.

The swelling rate markedly increases upon increasing initial dry density of bentonite. Figure 7 shows that the maximum swelling rate of bentonite increases upon
increasing initial dry density for various concentrations of NaCl. It might be due to the montmorillonite content in the specimen. Thickness of the diffuse double layer is dependent on the concentration of electrolyte and the valence of the exchanged cations. Van Olphen [11] also indicated that increasing NaCl concentration is interpreted as being due to a decrease in double-layer swelling between quasicrystals. As the electrical double layer adjacent to the quasicrystal surface is compressed with increasing NaCl concentration, the aggregate swell may decrease.

Figure 8 shows the interactions forces according to the Derjaguin Landau, Verwey and Overbeekn (DLVO) theory [12]. DLVO theory suggests that the stability of a particle in solution depends upon balance of attractive and repulsive interactions. The figure shows the difference between the resultant forces in low and high concentration of electrolytes in solution. The attractive forces at the surfaces of clay particles stay constant but repulsive forces are dependent on the concentration of electrolytes. Lower concentration induced greater repulsive forces and finally held sufficiently repulsive force. Whereas, the higher concentration induced lower repulsive force and finally resulted in attractive force at the particle surfaces. Therefore, due to low concentration of salt, the particles have sufficiently high repulsion, the dispersion will resist flocculation and the colloidal system will be stable. However, repulsion mechanism does not exist in solutions of high concentrations of electrolyte and then flocculation or coagulation eventually takes place. The results of the present study are in agreement with the findings of the DLVO theory.
3.3. SWELLING UNDER LOADING CONDITIONS

The swelling rates of compacted bentonite under static load of 0.16 MPa for various initial dry densities and NaCl concentrations (0–4 M) are shown in Figs. 9–12.

Fig. 9. Time dependences of the swelling rate of bentonite in distilled water and 0.5 M NaCl

Fig. 10. Time dependences of the swelling rate of bentonite in distilled water and 1 M NaCl

Fig. 11. Time dependences of the swelling rate of bentonite in distilled water and 2.0 M NaCl

Fig. 12. Time dependences of the swelling rate of bentonite in distilled water and 4.0 M NaCl
It is clearly seen that salinity has enormous effect on the swelling rate of compacted bentonite. Suzuki et al. [13] indicated that it might be due to a decrease in double layer swelling between quasicrystals by NaCl. As the electronic double layer adjacent to the quasicrystal surface is compressed with increasing NaCl concentration, the aggregate swelling may decrease. Thus, aggregate swelling for NaCl solution is possibly controlled by both crystalline swelling and double layer swelling between quasicrystals. The maximum swelling rate of the same initial dry density specimen at vari-
ous NaCl concentrations decreased noticeably compared to distilled water. For the initial dry density of 1.33 g/cm³, the specimen showed negative swelling rate at the beginning due to the applied static loads and become positive nearly zero after a few hours. However the maximum swelling rate of these specimens was markedly low. The maximum swelling rates of high initial dry density specimens is higher compared to lower initial dry density.

Figure 13 shows the dependence of the maximum swelling rate on the NaCl concentration at various densities of bentonite under static load of 0.16 MPa. The maximum swelling rate of bentonite sharply decreases for an increase in the NaCl concentration of 0 to 1.0 M. However, with a further increase in the concentration from 1.0 to 4 M, the maximum swelling rate gradually decreases. The specimen of lower initial dry density (1.33 g/cm³) hardly shows the swelling behaviour as the final maximum swelling rate was lower than 1% at higher concentration of NaCl. Swelling rate markedly increases with the increasing initial dry density of bentonite and decreasing NaCl concentration as shown in Fig.14. It is due to the content of montmorillonite in specimens of higher initial dry density compared to those of lower initial dry densities.

The maximum swelling rates are normalized with respect to the swelling rates in distilled water and re-plotted against concentration of NaCl as shown in Fig. 15. The swelling rate ratio of bentonite markedly decreased for an increase in the concentration of NaCl from 0 to 1.0 M. The maximum swelling rate ratio decreases from 1.0 to almost 0.2. It is clearly observed that when the test fluid is blended with NaCl, the maximum swelling rate noticeably decreases. However, with a further increase in the concentration from 1.0 to 4 M, the swelling rate ratio was gradually decreased. The trend line of these curves is similar to the result of liquid limit test.

4. CONCLUSIONS

Liquid limit of bentonite remarkably decreased from 497% to 112% when the test liquid changed from distilled water to 0.5 M of NaCl solution. Then it gradually decreases upon the NaCl concentration increasing from 0.5 to 4 M while plastic limit slightly increased upon the increasing salt concentration. The controlling parameters of the swelling deformation of compacted bentonite are not only initial dry density and content of bentonite but also the salinity. The maximum swelling rate is less than 1% for lower dry density specimens with high concentration of NaCl. Maximum swelling rate of the specimens in various NaCl solutions is about 50–80% lower than in distilled water. Therefore, if the groundwater surrounding the bentonite barrier is blended with salt, the bentonite might change its characteristics from highly swelled material to coagulate in saline water. Special attention should be paid on using bentonite in nuclear waste disposal, when salt of high concentration is present in groundwater.
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USE OF ARTIFICIAL INTELLIGENCE IN PREDICTING THE TURBIDITY RETENTION COEFFICIENT DURING ULTRAFILTRATION OF WATER

The artificial neural network (ANN) is widely used as a new mathematical tool offering an alternative way of dealing with complex problems. To predict water quality after coagulation/ultrafiltration processes using an immersed membrane, various structures of multilayer perceptron with one hidden layer were created. Feed water turbidity, turbidity in a tank, pH and temperature in the tank as well as transmembrane pressure and permeate flux were treated as input signals. Based on the best network chosen, prognosis of water quality was done. The created ANN was able to predict very accurately behaviour of a real system with relative errors of turbidity retention coefficient equal to $2.16 \times 10^{-2}$.

1. INTRODUCTION

According to strict regulations of water quality, in order to achieve the assumed level of purification, among water treatment technologies integrated membrane processes are applied. Hybrid processes being a combination of several physicochemical processes are believed to achieve a very high efficiency of water treatment. The processes of coagulation/ultrafiltration or ion exchange-sedimentation/ultrafiltration are state of art and nowadays are widely applied for drinking water treatment [1, 2]. Despite substantial progress made in recent years in membrane sciences, many initial problems associated with these processes such as limitations in the ability to control and predict water quality after the treatment process remain unresolved. Unfortunately, there is a lack of a traditional mathematical model solving the problem of permeate quality and no data are available on prediction permeate quality using artificial networks. Thus a suitable method of optimization should be developed to model the
most important membrane parameters. The method of modelling based on an artificial neural network (ANN) is lately very popular in chemical and environmental engineering. Predicting the permeate quality using ANN will be a useful approach.

1.1. BASIC INFORMATION ABOUT ARTIFICIAL NEURAL NETWORKS

Human nervous system performance is the base of information transferring in artificial neural networks. The neurons in the network are data processors and are responsible for summarizing input signals. ANN just computes output values from input values. The sum of transferred information is weighted. These weighted connections are modified during the learning process. Nowadays, the most popular type of network is multilayer perceptron, characterized by one input layer, one or more hidden layers and one output layer. It should be remembered that ANN modelling is like a “black box” approach and that is why it is impossible to penetrate deeply inside the way of forming the network structure, especially in the hidden layer. It is needed to create the artificial network for each problem separately. The solved problem extorts the number of neurons, the kind of activation function and the training methods. ANN has the ability to generalize and to approximate optimized matter. This issue is very important, due especially to the forecasting of membrane parameters because the changes during the separation are difficult to locate and to describe.

1.2. APPLICATION OF ANN IN MODELLING MEMBRANE PARAMETERS

Water quality variables which are complex and nonlinear need the application of alternative techniques of modelling [3]. In recent years, artificial neural networks were often used to model and forecast parameters of low-pressure membrane processes. The full literature review has been already summarized in the paper [4]. A lot of elaborations concern the modelling parameters of membrane processes in food industry (e.g., milk ultrafiltration and microfiltration or purification of juices) [5–7]. It is possible to use artificial intelligence to predict hydraulic parameters during membrane water and wastewater treatment [8]. Until now mainly the values of the quantity parameters were modelled [9, 10] (e.g., permeate flux or fouling rate). ANN were used also for predicting the quality parameters (retention coefficient of humic substances) [11] but such investigations are rather rare.

2. EXPERIMENTAL. COAGULATION/ULTRAFILTRATION OF WATER

In the experiments (done at University of Technology in Dresden, Institute of Urban Water Management, Chair of Water Supply Engineering by Professor Uhl’s scientific group) the coagulation/ultrafiltration process was used to treat reservoir water
Artificial intelligence in predicting the turbidity retention coefficient [12, 13]. The system was equipped with 3 submerged capillary modules ZeeWeed 500c produced by the Zenon company. The total surface of the membranes amounted to 60 m². Nominal pore size of the membrane was 0.04 μm and cut-off 200 kDa.

Figure 1 shows the set up of the pilot installation. Prior to coagulant (Al₂(SO₄)₃) dosage raw water was filtered by a screen filter in order to remove mechanical impurities. The coagulant (0.5 g Al³⁺·m⁻³) was added before the tank and mixed precisely by cross-sectional changes to obtain a homogeneous solution. The first step of coagulation proceeded in a U-tube which had the diameter sixfold larger than the diameter of the pipe. This device provided the retention time of 9 min for aggregation of micro- and macroflocule complexes. Water with flocks fed the tank with immersed membranes. During the filtration, water from the tank was sucked to the fibre using partial vacuum in the range 15–55 kPa. Filtration time was equal to 10 min. When the transmembrane pressure (partial vacuum) reached the level of approximately 55 kPa (after ca. 6–12 weeks of work), the chemical cleaning of the membrane with hydrochloric acid and/or citric acid was performed. While cleaning other equipment was disinfected with sodium hypochlorite. The total solids from the container were carried away by special sludge pump and stored. The results of experiments carried out in the pilot plant were used for creating, learning and verification of an artificial neural network.

3. ASSUMPTIONS OF ANN STRUCTURES FOR MODELLING OF THE TURBIDITY RETENTION COEFFICIENT

The approach of the artificial neural network was performed using the program Statistica 8.0. The aim of the work was to forecast, using ANN, the turbidity retention
coefficient after integrated process coagulation/ultrafiltration of reservoir water on the submerged membrane Zenon ZeeWeed 500c. Continuously (every 5 min) such parameters as transmembrane pressure ($\Delta P$, kPa), temperature ($T_t$, K) and pH ($pH_t$) in the tank, real permeate flux in normal conditions $293.15$ K ($J$, m$^3$.m$^{-2}$.d$^{-1}$) and inlet turbidity of raw water ($M_i$, NTU) were measured. Turbidity in the tank ($M_t$, NTU) and permeate turbidity ($M_p$, NTU) were measured only pointwise (ten times during the whole experimental cycle). The coagulant dose ($D$) was constant and amounted to $0.5$ g Al$^{3+}$.m$^{-3}$. Variable $D$, being constant, was not included in the input signals. During the training of the network input parameters were changing in the range: $10.13$–$14.76$ NTU for $M_i$; $22.60$–$46.10$ NTU for $M_t$; $32.12$–$33.61$ kPa for $\Delta P$; $278.00$–$278.01$ K for $T_t$; $7.01$–$7.02$ for $pH_t$; $1.62$–$1.67$ m$^3$.m$^{-2}$.d$^{-1}$ for $J$. Experimental output signal ($R_e$ – turbidity retention coefficient) varied between $0.9970$ and $0.9977$. During the prognosis, input parameters were changing in the range: $10.13$–$14.76$ NTU for $M_i$; $22.60$–$46.10$ NTU for $M_t$; $32.27$–$33.70$ kPa for $\Delta P$; $278.00$–$278.01$ K for $T_t$; $7.02$–$7.05$ for $pH_t$; $1.62$–$1.67$ m$^3$.m$^{-2}$.d$^{-1}$ for $J$. Experimental output signal ($R_e$) varied between $0.9970$ and $0.9977$. To obtain reliable results of forecasting, it was required to dispose the parameters with similar scopes of changes. It is worth pointing out that the practical significance of knowing the turbidity retention coefficient is really important because water turbidity allows us to classify the water quality and the quantity of natural organic matter which seems to be very crucial when technological processes of water treatment are planned.

Twenty neural network models have been created. Five models characterized by the smallest mean square error during the modelling were chosen as optimum. These models were used to make the prognosis. Then the best model (with the lowest error during the forecasting process) was chosen as most advantageous and useful in the future.

During the analysis of the network structure, there were investigated:

A. Choice of subsets. A random sampling method was used. From all 18 data used for network learning, 50% were chosen for training, 25% for testing and 25% for validation. In prognosis, the best created network used 100% of 12 values for testing.

B. Type of network. Only multilayer perceptron (MLP I-H-O) with $I$ number of input neurones, $H$ number of hidden neurones and $O$ number of output neurones was examined. It is the most popular network architecture used nowadays.

C. Minimum number of hidden neurons. To have reliable boundary conditions, the lowest number of the hidden neurons was established at the level of 2.

D. Maximum number of hidden neurons. To have reliable boundary conditions, the highest number of hidden neurons was established at the level of 30. More neurons lead to overfitting the network [14].

E. Activation functions in the hidden and output layer. Typical and simple activation functions were chosen: linear, logistic, hyperbolic tangent, exponential.
F. Methods of learning. For training the following algorithms were investigated: BFGS (quasi-Newton approach), fastest decline, conjugated gradient descent.

G. Number of learning epochs. It was reasonable to choose the range of training epochs in the range 1–65.

4. RESULTS AND DISCUSSION

20 models of neural networks were realized. The most important variables (listed in Table 1) i.e. learning errors and quality of learning, number of training epochs, activation functions, relative and absolute error, Pearson and determination coefficients were determined.

<table>
<thead>
<tr>
<th>Network type</th>
<th>Learning quality</th>
<th>Learning error</th>
<th>No. of training epochs</th>
<th>Activation function – neurons in a layer</th>
<th>Mean square error absolute $\times 10^4$</th>
<th>Correlation coefficient</th>
<th>Determination coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP6-10-1</td>
<td>0.6120</td>
<td>0.0000</td>
<td>1 log log</td>
<td>2.63</td>
<td>2.64</td>
<td>0.6507</td>
<td>0.4234</td>
</tr>
<tr>
<td>MLP6-12-1</td>
<td>0.5941</td>
<td>0.0000</td>
<td>21 log log</td>
<td>2.58</td>
<td>2.58</td>
<td>0.6394</td>
<td>0.4088</td>
</tr>
<tr>
<td>MLP6-30-1</td>
<td>0.9831</td>
<td>0.0000</td>
<td>9 lin exp</td>
<td>2.01</td>
<td>2.01</td>
<td>0.7083</td>
<td>0.5017</td>
</tr>
<tr>
<td>MLP6-16-1</td>
<td>0.7903</td>
<td>0.0000</td>
<td>4 tan log</td>
<td>1.78</td>
<td>1.78</td>
<td>0.8180</td>
<td>0.6691</td>
</tr>
<tr>
<td>MLP6-24-1</td>
<td>0.5781</td>
<td>0.0000</td>
<td>3 lin exp</td>
<td>2.28</td>
<td>2.29</td>
<td>0.6116</td>
<td>0.3741</td>
</tr>
<tr>
<td>MLP6-27-1</td>
<td>0.9938</td>
<td>0.0000</td>
<td>21 tan log</td>
<td>1.56</td>
<td>1.56</td>
<td>0.8496</td>
<td>0.7218</td>
</tr>
<tr>
<td>MLP6-12-1</td>
<td><strong>0.9916</strong></td>
<td><strong>0.0000</strong></td>
<td>19 tan exp</td>
<td><strong>1.30</strong></td>
<td><strong>1.31</strong></td>
<td><strong>0.9216</strong></td>
<td><strong>0.8494</strong></td>
</tr>
<tr>
<td>MLP6-8-1</td>
<td>0.6690</td>
<td>0.0000</td>
<td>3 lin tan</td>
<td>1.99</td>
<td>2.00</td>
<td>0.7183</td>
<td>0.5160</td>
</tr>
<tr>
<td>MLP6-15-1</td>
<td>0.7497</td>
<td>0.0000</td>
<td>4 lin tan</td>
<td>1.70</td>
<td>1.71</td>
<td>0.8082</td>
<td>0.6531</td>
</tr>
<tr>
<td>MLP6-15-1</td>
<td>0.7861</td>
<td>0.0000</td>
<td>5 lin tan</td>
<td>1.65</td>
<td>1.65</td>
<td>0.8317</td>
<td>0.6917</td>
</tr>
<tr>
<td>MLP6-28-1</td>
<td>0.7432</td>
<td>0.0000</td>
<td>4 lin tan</td>
<td>1.94</td>
<td>1.95</td>
<td>0.7928</td>
<td>0.6285</td>
</tr>
<tr>
<td>MLP6-11-1</td>
<td><strong>0.9519</strong></td>
<td><strong>0.0000</strong></td>
<td>19 exp log</td>
<td><strong>0.756</strong></td>
<td><strong>0.758</strong></td>
<td><strong>0.9645</strong></td>
<td><strong>0.9303</strong></td>
</tr>
<tr>
<td>MLP6-20-1</td>
<td><strong>0.9865</strong></td>
<td><strong>0.0000</strong></td>
<td>33 exp log</td>
<td><strong>0.831</strong></td>
<td><strong>0.833</strong></td>
<td><strong>0.9682</strong></td>
<td><strong>0.9375</strong></td>
</tr>
<tr>
<td>MLP6-14-1</td>
<td>0.6595</td>
<td>0.0000</td>
<td>3 exp tan</td>
<td>2.03</td>
<td>2.04</td>
<td>0.7116</td>
<td>0.5064</td>
</tr>
<tr>
<td>MLP6-20-1</td>
<td>0.5768</td>
<td>0.0000</td>
<td>11 log log</td>
<td>2.61</td>
<td>2.61</td>
<td>0.6163</td>
<td>0.3798</td>
</tr>
<tr>
<td>MLP6-24-1</td>
<td><strong>0.9092</strong></td>
<td><strong>0.0000</strong></td>
<td>60 log log</td>
<td><strong>1.20</strong></td>
<td><strong>1.20</strong></td>
<td><strong>0.9183</strong></td>
<td><strong>0.8432</strong></td>
</tr>
<tr>
<td>MLP6-14-1</td>
<td>0.5822</td>
<td>0.0000</td>
<td>5 lin exp</td>
<td>2.35</td>
<td>2.35</td>
<td>0.6137</td>
<td>0.3766</td>
</tr>
<tr>
<td>MLP6-5-1</td>
<td>0.7741</td>
<td>0.0000</td>
<td>65 log log</td>
<td>1.86</td>
<td>1.87</td>
<td>0.8136</td>
<td>0.6619</td>
</tr>
<tr>
<td>MLP6-2-1</td>
<td><strong>0.9114</strong></td>
<td><strong>0.0000</strong></td>
<td>13 log lin</td>
<td><strong>1.24</strong></td>
<td><strong>1.24</strong></td>
<td><strong>0.9056</strong></td>
<td><strong>0.8201</strong></td>
</tr>
<tr>
<td>MLP6-22-1</td>
<td>0.7463</td>
<td>0.0000</td>
<td>4 tan tan</td>
<td>1.85</td>
<td>1.85</td>
<td>0.7924</td>
<td>0.6278</td>
</tr>
</tbody>
</table>

Table 1

Influence of used network architecture on the learning quality


Five models were chosen as the best ones. These optimum models (bold letters in Table 1) were determined by the lowest absolute mean-square errors (even very small
of the order of $10^{-5}$) and the highest correlation coefficients in the range 90–96%. As can be seen, only 13–60 epochs of learning were sufficient to obtain consistent results of modelling. These selected models were characterized by all possible (used during the training of the network) activation functions. None of the function predominates. This fact suggests that the problem is quite complicated and should be solved by the combination of various mathematical relationships.

Table 2

<table>
<thead>
<tr>
<th>Model</th>
<th>Absolute mean square error</th>
<th>Relative mean square error [%]</th>
<th>$R_p$</th>
<th>Correlation coefficient</th>
<th>Determination coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP 6-12-1</td>
<td>$2.16 \times 10^{-4}$</td>
<td>$2.16 \times 10^{-2}$</td>
<td>0.9970–0.9978</td>
<td>0.8295</td>
<td>0.6881</td>
</tr>
<tr>
<td>MLP 6-11-1</td>
<td>$2.67 \times 10^{-4}$</td>
<td>$2.68 \times 10^{-2}$</td>
<td>0.9970–0.9977</td>
<td>0.5189</td>
<td>0.2692</td>
</tr>
<tr>
<td>MLP 6-20-1</td>
<td>$2.96 \times 10^{-4}$</td>
<td>$2.97 \times 10^{-2}$</td>
<td>0.9970–0.9976</td>
<td>0.5035</td>
<td>0.2535</td>
</tr>
<tr>
<td>MLP 6-24-1</td>
<td>$2.20 \times 10^{-4}$</td>
<td>$2.20 \times 10^{-2}$</td>
<td>0.9970–0.9976</td>
<td>0.6419</td>
<td>0.4120</td>
</tr>
<tr>
<td>MLP 6-2-1</td>
<td>$2.35 \times 10^{-4}$</td>
<td>$2.35 \times 10^{-2}$</td>
<td>0.9967–0.9976</td>
<td>0.6388</td>
<td>0.4081</td>
</tr>
</tbody>
</table>

In Table 2, results of prognosis for the turbidity retention coefficient ($R_p$) are shown for 5 optimum network models (cf. Table 1). The optimum model (bold letters) characterized by the lowest absolute mean square error ($2.16 \times 10^{-4}$) had two times more hidden neurons than numbers of inputs. This fact is directly connected with the solved problem. Probably such a great hidden vector was necessary just to train the network correctly and to generalize the matter of forecasting the turbidity retention coefficient. As can be seen, all five models were characterized by the relative error at the level of $2 \times 10^{-2}$ but generally in optimizing problems we approach the best solution. That is why the selected network was described by the relative mean square error equal to $2.16 \times 10^{-2}$. The range of changes of forecasted retention coefficient ($R_p$) is almost the same as the experimental one ($R_e$), which suggests that the prognosis is very precise. It is obvious that in learning the error is lower than in forecasting because the prognosis was done on a different data set. These data were not known previously during forecasting and that is why the correlation is a little bit worse in comparison to the training. The structure of the optimum network model is presented in Fig. 2.

Absolute and relative errors have been compared in the prognosis step because only in this process it was reasonable to check if the network results were convergent with experimental values. In all network models, the method of training based on the quasi-Newton approach was used as the best in comparison to fastest decline and conjugated gradient descent algorithms. The method seems to be the most effective. Unfortunately, the number of data used for training (18) and also in forecasting (12) was small and thus the errors were not as small as expected and the correlation coefficient equalled only to 82.95% in the forecasting step.
To obtain more reliable results, the network should be trained on the minimum one hundred data [15]. Only in such a case it could be possible to show the network great range of changes in the input signals. Despite usage of quite simple activation functions (hyperbolic tangent and exponential), the problem was solved with insufficient convergence (Fig. 3). Modelling using an artificial neural network has one disadvantage – the size of the training vector should be great enough to show the model the correct pattern of parameters and to obtain convergent results and small errors. Figure 3 shows only this quite great scatter of results because of an insufficient size of the learning vector. In the training process as well as in the forecasting step, the dispersion between experimental and predicted values of the retention coefficient is quite high. The conclusion drawn from Fig. 3 is obvious: the more experimental data, the greater the learning quality and the better results of forecasting are. Predicting the turbidity retention coefficient seems to be a crucial problem because knowledge about such a parameter allows us to design (having the information about the quantity of natural organic matter in water) the technological water treatment process properly. Probably the number of learning epochs should be higher than 19 to train properly in such cases when the number of variables is not sufficient. But in the case presented (the size of the learning vector is not significant) it is also a problem of overtraining: the network should be learnt to approximate but not to fit exactly the shown pattern just to predict in the future reliable results when the range of the input signals will change a little bit. The number of hidden neurons (12) seems to be sufficient because it is twofold more than the magnitude of input vector. It is not recommended to create the model which is too complicated in the structure. Nowadays the way of creating, learning and changing the model architecture is optimized. Hence the most important issue in ANN modelling is to receive the optimum (quite simple) model which could be adapted to only one problem. It is not possible to use the above created model to predict permeate turbidity after the ultrafiltration process without coagulation. It is a completely different optimizing problem due to changes in the operation conditions. The model is an assignment to only one kind of optimized question.
It is clear that during the network learning the neurons were placed at various activation positions. Some neurons were activated more than others. The behaviour of the network is determined by changes in the activity of each single neuron. Negative values mean less active behaviour of the neuron. The higher was the value of the weight, the stronger influence and impact on the neuron. Very interesting is the fact that the highest value of weight (4.8748) was obtained between the transmembrane pressure and the first hidden neuron, while the lowest (–3.6701) was between pH in the tank and seventh hidden neuron. Probably this means that to forecast the turbidity retention coefficient data about the quality of raw water is not needed but rather the information
Artificial intelligence in predicting the turbidity retention coefficient

about the operation conditions (e.g. $\Delta P$). As can be seen, pH has no influence (negative weight value) on satisfactory prediction of turbidity retention coefficient even when the ultrafiltration process is integrated with the coagulation.

5. CONCLUSIONS

The modelling of the turbidity retention coefficient using artificial neural networks might be summarized as follows:

- The optimum neural network model seems to be the great method of mathematical modelling due to lack of typical mathematical models solving problems of forecasting water quality after the treatment process.
- Absolute mean square error equal to $2.16 \times 10^{-4}$ and the correlation coefficient at the level of 82% in the forecasting process can be acceptable from the engineering point of view, but the agreement between experimental and predicted values will be higher when the model is trained by the higher and more accurate variables.
- The most important role in predicting the turbidity retention coefficient is played by the transmembrane pressure because the value of the weight is in this case the highest.
- It should be remembered that ANN modelling is like a “black box” approach. Hence to achieve reliable solutions it is sometimes required to apply a “trial and error method” during creation of the network model.
- A created network could be used in the future for forecasting quality parameters of permeate in hybrid processes of reservoir water purification but only when the conditions of the membrane processes and the input signals are similar.
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SYMBOLS

ANN – artificial neural network
$D$ – coagulant dose, g Al$^{3+}$·m$^{-3}$
$J$ – real permeate flux in normal conditions, m$^3$·m$^{-2}$·d$^{-1}$
$H$ – number of hidden neurons
$I$ – number of input neurons
$M_i$ – inlet turbidity of raw water, NTU
MLP – multilayer perceptrone
$M_p$ – permeate turbidity, NTU
\( M_t \) – turbidity in the tank, NTU
\( O \) – number of output neurons
\( \Delta P \) – transmembrane pressure, Pa
\( \text{pH}_t \) – pH in the tank
\( R_e \) – experimental turbidity retention coefficient
\( R_p \) – predicted turbidity retention coefficient
\( T_t \) – temperature in the tank, K
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APPLICATION OF SHORT-TERM TESTS IN ASSESSMENT OF ATMOSPHERIC AIR POLLUTION

Results of analyses of airborne particulates collected in winter and summer seasons from two locations of Wroclaw (city centre and the outskirts area) have been presented. Samples of particulate matter were collected on sintered-glass filters, using a high performance air aspirator Staplex-PM10. Extraction with dichloromethane was carried out in a Soxhlet apparatus. Mutagenicity of dichloromethane extracts was studied based on a conventional Salmonella assay. Two Salmonella typhimurium strains TA98 and YG1041 were employed in the assay. Genotoxicity of organic air pollutants was detected using a miniaturized SOS chromotest obtained from EBPI (Brampton, Ontario, Canada). Bacterial assays were carried out with and without metabolic activation by the S9 microsomal fraction. Cytotoxicity of the particulate extracts was studied by the method of their direct contact with one-layer culture of human lung carcinoma epithelial cells – A549.

1. INTRODUCTION

Atmospheric air is a carrier for xenobiotics, action of which human organism is exposed to through a respiratory tract [1]. Most of air pollutants are gaseous. Another group of pollutants constitutes of particular matter (PM), which is a complex mixture of organic and inorganic substances. Particulate matter can take the form from submicro particle aerosols to easy visible dust particles. Depending on size of particles, the following PM fractions can be distinguished: PM10 – with particles diameters below 10 μm, PM5 – with particle diameters below 5 μm, PM2.5 – with particle diameters below 2.5 μm, and PM1 – with particles smaller than 1 μm [2]. Pollutants present in air adsorb on airborne particulates of different sizes. The fine particle fraction, of grain size...
size below 5 μm, shows the highest biological activity as it is able to penetrate to al-\veoli in the human and animal respiratory systems. Chemical compounds having ef-\fects on alveoli epithelial cells are gradually released from particulates retained in the alveoli. Then through the alveoli they get into the circulatory system and this way spread over the entire organism [3]. A major group, one relatively well recognized, includes polycyclic aromatic hydrocarbons (PAHs) – which are known of mutagenic and cancerogenic activity. It has been found that aromatic hydrocarbons are not the only cyclic compounds showing genotoxic effects and able to adsorb on dust particles. Also nitro-, chloro- and oxy- PAH derivatives as well as other yet unidentified chemical substances show significant mutagenic activity [3, 4].

Standard air tests do not cover determination of biological activity of pollutants present in the air. Assessment of air pollution level involves determination of concentrations for particulate matter and USEPA listed PAHs, followed by comparison of obtained values with those permitted by legal regulations. Such procedure provides knowledge only on current environment condition and does not give any indications as to the pollution effects on living organisms. Full chemical analysis of air pollution would be impracticable because of complexity of pollutant mixture composition and mutual interactions of pollutants in the mixture. Therefore a full chemical analysis cannot be taken as a basis for forecasting biological effects that might be produced by pollutants in humans and animals. Examination of atmospheric air particulate matter pollution using short-term tests may become an excellent tool in assessment of health hazard linked to the presence of chemical compounds adsorbed on airborne particu-lates [3, 4].

The purpose of this work was to determine genotoxicity and cytotoxicity of chemi-cal pollutants adsorbed on particles from PM10 fraction collected in the Wrocław urban area. Wrocław is an urban-industrial agglomeration where air pollution comes from three sources: so called low-level emission, industrial nuisances and passenger car and goods traffic. The Salmonella plate test (Ames assay) of high forecasting pow-er in relation to mutagenic and potentially cancerogenic agents was used in investiga-tions and was considered the first short term test among the methods applied in genetic toxicology [5]. It is the most widely used bioassay in investigations on mutagenicity of atmospheric air particulates pollution [4]. Genotoxicity of organic air pollutants was detected by using the SOS chromatotest. Few applications of the SOS chromatotest have been reported in examination of particulate matter extracts and compared with respec-tive results from the Salmonella assay [6, 7]. Cytotoxic effects of the particulate ex-tracts in turn were investigated by the method of direct contact of the extracts with one layer culture of human lung carcinoma epithelial cells – A549. Lung epithelium cells are the first defense of the organism, ready to remove fine particles and bacteria from the respiratory system. Fitness of cell lines to evaluate cytotoxic properties of respirable particles was confirmed in numerous studies, and the recent investigations in Eu-rope indicate that the smaller diameter of tested particles, the greater cytotoxic effect
is and thus their role in formation of DNA oxidative defects. The greatest cytotoxic effect can be observed in the case of particles from the PM0.2 fraction, and then the PM2.5–0.2 fraction; the least effect is produced by PM10–2.5 particles [8, 9].

2. MATERIALS AND METHODS

Air samples were collected using a high performance air aspirator Staplex PM-10, FC-2ETM model. The samples were taken during summer (samples I and II) and winter (samples III and IV) seasons from two city locations. The former sampling point was located in the Wrocław outskirts, at Strachocińska St. (samples I and III), in the low-rise residential housing area, close to quite a busy exit route from the town. The area has not been connected to a utility gas supply system, thus kitchen ranges are used in many houses all year round. The other sample collection point was located in the city centre, at Grunwaldzki Sq. which is cut along its long axis by the only transit route towards Warsaw. Heavy traffic is noted here 24 hours a day. Times of sample collection and sample volumes are presented in Table 1.

<table>
<thead>
<tr>
<th>Type of sample</th>
<th>Collection time [h]</th>
<th>Air volume [m³]</th>
<th>Mass of particulate matter [μg/m³]</th>
<th>Mass of tar substances [μg/m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Summer (Strachocińska St.)</td>
<td>67</td>
<td>4 542.6</td>
<td>57.17</td>
<td>19.90</td>
</tr>
<tr>
<td>II. Summer (Grunwaldzki Sq.)</td>
<td>96</td>
<td>6 474.9</td>
<td>38.33</td>
<td>26.68</td>
</tr>
<tr>
<td>III. Winter (Strachocińska St.)</td>
<td>119</td>
<td>8 035.0</td>
<td>138.93</td>
<td>145.15</td>
</tr>
<tr>
<td>IV. Winter (Grunwaldzki Sq.)</td>
<td>105</td>
<td>7 069.0</td>
<td>87.32</td>
<td>51.04</td>
</tr>
</tbody>
</table>

Antihygroscopic glass filters together with particulates from individual test cycles were combined into one sample, cut and placed in a Soxhlet apparatus. Then extraction was carried out using dichloromethane for 16 h plus 15 min reflux, without access of light. Extracts were thickened until dry in a vacuum evaporator and the dry residue was weighed in order to determine the amount of tar substances in samples. Obtained dry extracts were analysed to find PAH, nitro-PAH and dinitro-PAH content, they also were used in bioassays [4, 10, 11]. PAHs in the samples were determined by a high performance liquid chromatography technique using fluorescence detection, whereas the nitro-PAH content – by the gas chromatography using mass detection [12–14].

Mutagenicity of the particulate matter was evaluated based on a bacterial Salmonella test (Ames assay) [15]. It consists in checking whether the tested material causes reverse mutation (reversion) of special histidine dependent (his⁻) strains of Salmonella
typhimurium LT2 bacteria. Two test strains were used in investigations: *Salmonella typhimurium* TA98 and YG1041*. The TA98 strain detects mutagens of the reading frame shift type. The YG1041 strain is a derivative of the TA98 strain and shows increased sensitivity to nitro-, amino- and hydroxylamino-PAH derivatives [16]. The assay was carried out in experiment versions without metabolic activation, and with the metabolic activation by a microsomal fraction S9 activated with Aroclor 1254, and derived from Wistar rat liver. The microsomal fraction S9 was used in assays to induce metabolic activation of promutagens. Protein content in the fraction, as determined by Lowry’s method, was 64.44 mg/cm³. S9-mix containing 4 vol. % of S9 was used in experiments. Each time before starting the experiments, genotypes of test strains were checked. Also the number of spontaneously induced revertants was determined (negative check) as was the number of revertants induced by the action of diagnostic mutagens (positive check). As diagnostic mutagens in experiments without metabolic activation by S9 fraction served: 2,4,7-trinitro-9-fluorenone (for TA 98 strain) and 2,6-dinitrotoluene (for YG 1041 strain), and in the case of experiments in the presence of the S9 fraction – 2-aminofluorene (TA98, YG1041).

Mutagenic effect of airborne particulates was presented in the form of the mutagenicity ratio (MR) calculated from the formula:

\[ MR = \frac{n_i}{n_s} \]

where \( n_i \) denotes the number of induced revertants, and \( n_s \) – the number of spontaneous revertants. Samples were considered mutagenic if their mutagenicity ratios MR were equal or higher than 2.

Genotoxicity of organic air pollutants was detected using a miniaturized SOS Chromotest obtained from EBPI (Brampton, Ontario, Canada). The principle of the test is based on activation of DNA repair process – so called “SOS system”, in cells of *Escherichia coli* K12 PQ37 bacteria. Activation of the process indicates that DNA has been damaged. In the test strains, the SOS system operator’s gene had been fused with a structural gene of the β-galactozidaze enzyme. Expression of the SOS system genes is measured in the test under contact with the tested sample. Their action is measured by the β-galactozidaze activity [17]. Individual dilutions of organic extracts of air pollutants were dissolved in DMSO and placed in microwells on test plates. The test was performed following the instructions attached to the test set. Experiments were carried with and without metabolic activation with the microsomal fraction S9. As diagnostic mutagens were used 4-nitroquinoline-N-oxide and 2-aminoanthracene. Absorbance was measured at 615 nm (genotoxic activity) and 405 nm (bacteria survival) on

---

*Salmonella* test strains were obtained from Dr. T. Nohmi, Division of Genetics and Mutagenesis, National Institute of Hygienic Sciences, Tokyo, Japan.
a spectrophotometer Sunrise (Tecan, Austria). The genotoxic effect of airborne particulates was evaluated in the form of induction factor (IF):

$$IF = \frac{R(C)}{R(0)},$$

where: $R(C)$ – specific activity of $\beta$-galactozidase at a given concentration $c$ of the tested sample, $R(0)$ – specific activity of $\beta$-galactozidase for the negative control. The tested sample was considered genotoxic if the $IF$ value was higher than 1.5.

Cytotoxicity of the particulate extracts was studied by the method of their direct contact with one-layer culture of human lung carcinoma epithelial cells – A549 (American Type Culture Collection, Cell Culture Line – ATCC CCL 185). Cultures of A549 cells were grown in Dulbecco culturing medium with addition of 10% inactivated (30 min, 56 °C) veal serum and 100 u/cm$^3$ penicillin, 100 μg/cm$^3$ streptomycin and 2×10$^{-3}$ M L-glutamine. One-layer culture of A549 cells, of the density 2×10$^6$/cm$^3$, was placed on plastic 96-well plates and incubated for 24 h at 37 °C, in the ambient atmosphere of 5% CO$_2$. After that time the fluid from above the cells was removed, and tested extracts in corresponding concentrations were placed over one-layer cultures of the A549 cells. Then the cultures were incubated for 24, 48 and 72 h at 37 °C, in the atmosphere of 5% CO$_2$. Cell cultures without addition of tested samples, and the cell cultures with addition of DMSO in the same amount as in tested samples served as reference. Quantitative and morphological changes that occurred as the effect of addition of tested extracts were estimated after 24, 48 and 72 h using an inverted microscope. Minimum concentration of tested samples, yet producing degeneration in 50% of cells, was considered a toxic dose (Tissue Culture Cytotoxic Dose – TCCD$_{50}$) [18]. Results of the cytotoxic tests were presented as volumes of tested air (in m$^3$) sufficient for obtaining the extracts that still would induce toxic effects.

3. RESULTS AND DISCUSSION

Concentrations of airborne particles in selected test points ranged from 38.33 μg/m$^3$ (II) to 138.93 μg/m$^3$ (III). Concentrations of tar substances ranged from 19.9 μg/m$^3$ (I) to 145.15 μg/m$^3$ (III). The highest amounts of particulates (138.93 μg/m$^3$) and tar substances (145.15 μg/m$^3$) were found in sample III (Table 1). The observed seasonal differences in those concentrations corresponded with literature reports [19, 20]. For the most part, the differences result from increased emission of particulates in urban agglomerations during winter seasons, due to combustion processes for heating purposes. Obtained PM10 amounts (38.33–57.17 μg/m$^3$ in summer and 87.32–138.93 μg/m$^3$ in winter) were close to the levels measured in spring–summer and
autumn–winter seasons in various European cities (Czech Republic, Italy, Belgium) [10, 21–23].

<table>
<thead>
<tr>
<th>Controlled WWA</th>
<th>Summer (I)</th>
<th>Summer (II)</th>
<th>Winter (III)</th>
<th>Winter (IV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fen</td>
<td>0.106</td>
<td>0.374</td>
<td>6.252</td>
<td>3.792</td>
</tr>
<tr>
<td>A</td>
<td>0.016</td>
<td>0.034</td>
<td>0.856</td>
<td>0.562</td>
</tr>
<tr>
<td>Flu</td>
<td>0.270</td>
<td>0.574</td>
<td>4.336</td>
<td>5.314</td>
</tr>
<tr>
<td>Pyr</td>
<td>0.150</td>
<td>0.360</td>
<td>11.244</td>
<td>4.58</td>
</tr>
<tr>
<td>B[a]A</td>
<td>0.088</td>
<td>0.174</td>
<td>4.24</td>
<td>1.32</td>
</tr>
<tr>
<td>Chr</td>
<td>0.120</td>
<td>0.220</td>
<td>3.1</td>
<td>2.28</td>
</tr>
<tr>
<td>B[b]F</td>
<td>0.518</td>
<td>0.654</td>
<td>2.8</td>
<td>0.372</td>
</tr>
<tr>
<td>B[k]F</td>
<td>0.164</td>
<td>0.222</td>
<td>1.844</td>
<td>0.85</td>
</tr>
<tr>
<td>B[a]P</td>
<td>0.514</td>
<td>0.438</td>
<td>7.788</td>
<td>2.65</td>
</tr>
<tr>
<td>D[a,h]A</td>
<td>0.242</td>
<td>0.194</td>
<td>0.364</td>
<td>0.224</td>
</tr>
<tr>
<td>B[g,h,i]P</td>
<td>0.154</td>
<td>0.366</td>
<td>0.984</td>
<td>2.19</td>
</tr>
<tr>
<td>I[1,2,3-c,d]P</td>
<td>n.d.</td>
<td>n.d.</td>
<td>0.384</td>
<td>1.69</td>
</tr>
<tr>
<td>Total</td>
<td>2.342</td>
<td>3.610</td>
<td>44.192</td>
<td>25.824</td>
</tr>
</tbody>
</table>

n.d. – not detected

Tested samples (Table 2) contained the same twelve PAHs as those in the list of regulated aromatic hydrocarbons. The highest PAH amount adsorbed on airborne particles was noted in winter season. Total PAH amount detected at that time ranged from 25.824 ng/m³ to 44.192 ng/m³, whereas in PM samples collected in summer – from 2.342 ng/m³ to 3.61 ng/m³. Three PAHs among those present in the samples, namely (benzo[a]anthracene, benzo[a]pyrene, dibenzo[a,h]anthracene) were classified by IARC in 2A group as probably carcinogenic to humans, and another three PAHs: (benzo[b]fluoranthene, benzo[k]fluoranthene, indeno[1,2,3-c,d]pyrene) were classified in 2B group, as possibly carcinogenic to humans [24]. All PM samples contained high percentage of benzo[a]pyrene, and its concentration ranged from 0.438 ng/m³ (II) to 7.788 (III) ng/m³. Benzo[a]pyrene is an indicator compound in relation to which compared is carcinogenic potential of other PAHs [24, 25]. A relative carcinogenicity index for that compound has been assumed 1. The only compound found to have higher carcinogenic potential is benzo[a]anthracene (k = 5), and its presence was also confirmed in the tested extracts. Benzo[a]pyrene content reached 1/5–1/10 of total content of all PAHs, i.e. from 10.3% (IV) to 21.9% (I) of total PAH concentration in tested extracts. Determined concentrations of individual PAHs were within the limits reported in the literature, and were very close to those detected in urban areas in Belgium and Prague [10, 22].
Also content of nitro-PAH derivatives was determined in tested PM samples (Table 3). Nitro-PAH derivatives because of their mutagenic activity are ranked among most hazardous chemicals for human health. The studies carried out so far indicate that the nitro-PAH concentration in the air is low, which brings about considerable analytic problems [12, 14]. Certain nitro-PAHs can be formed during combustion processes. They are present for instance in extracts of particles sampled from exhaust gas of diesel engines (e.g. nitrofluorene, nitroanthracene, nitrofluoranthen, nitrobenzo[a]pyrene). However, majority of them are produced in atmospheric air as a result of PAH reaction with nitrogen oxides in gaseous phase.

<table>
<thead>
<tr>
<th>Controlled nitro-PAH</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Summer (I)</td>
</tr>
<tr>
<td>1-Nitronaphtalene</td>
<td>0.45</td>
</tr>
<tr>
<td>2-Nitrofluorene</td>
<td>0.28</td>
</tr>
<tr>
<td>9-Nitroanthracene</td>
<td>n.d.</td>
</tr>
<tr>
<td>3-Nitrofluuranthene</td>
<td>n.d.</td>
</tr>
<tr>
<td>1-Nitropyrene</td>
<td>n.d.</td>
</tr>
<tr>
<td>1,3-Dinitropyrene</td>
<td>n.d.</td>
</tr>
<tr>
<td>1,6-Dinitropyrene</td>
<td>n.d.</td>
</tr>
<tr>
<td>1,8-Dinitropyrene</td>
<td>n.d.</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>0.73</strong></td>
</tr>
</tbody>
</table>

Table 3. Nitro-PAH concentration in PM10 dust extracts [ng/m³]

n.d. – not detected.

Nitro-PAHs occur in lower concentrations than non-substituted aromatic hydrocarbons, nevertheless they are very stable in solid phase, and as compared with PAHs – some of them have higher mutagenic (2×10⁵ times) and cancerogenic (10 times) power [14]. Total content of those compounds in tested samples ranged from 0.29 ng/m³ (II) to 7.05 ng/m³ (III). The selected dinitro-PAHs were not found in extracts within their determination limits. Although observed were PAH mononitrodervativs, among others 2-nitrofluorene and 1-nitropyrene, both ranked in the 2B group. 2-Nitrofluorene was present in all tested samples, while 1-nitropyrene was found only in winter-collected samples. Large amounts of 2-nitrofluorene were detected in winter-collected samples. That compound comprised near half of the nitro-PAH content in those extracts. Its amount in the sample collected in summer (I) reached ca. 38%. Its largest amount was found in sample II (summer), even 100%, as it was the only mononitroderivative detected in that collection point. The largest number of compounds classified as PAH nitro derivatives was detected in winter-collected PM samples. Their highest concentration was found in sample III collected in winter at the Strachocińska St. The concentration reached 7.05 ng/m³.
Table 4

<table>
<thead>
<tr>
<th>Sample concentration [m³/plate]</th>
<th>Summer (I)</th>
<th>Summer (II)</th>
<th>(Winter (III))</th>
<th>Winter (IV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>–S9</td>
<td>–S9</td>
<td>–S9</td>
<td>S9</td>
</tr>
<tr>
<td>50</td>
<td>3.49±0.2</td>
<td>0.43±0.2</td>
<td>9.29±0.3</td>
<td>31.73±0.6</td>
</tr>
<tr>
<td>25</td>
<td>2.2±0.2</td>
<td>0.85±0.2</td>
<td>12.49±0.5</td>
<td>28.52±0.5</td>
</tr>
<tr>
<td>12.5</td>
<td>1.82±0.1</td>
<td>1.14±0.2</td>
<td>11.34±0.3</td>
<td>10.49±0.3</td>
</tr>
<tr>
<td>6.25</td>
<td>1.55±0.2</td>
<td>1.26±0.2</td>
<td>9.19±0.3</td>
<td>10.31±0.4</td>
</tr>
<tr>
<td>3.25</td>
<td>1.45±0.2</td>
<td>1.63±0.2</td>
<td>5.91±0.3</td>
<td>10.15±0.4</td>
</tr>
<tr>
<td>1.56</td>
<td>1.35±0.1</td>
<td>1.84±0.2</td>
<td>3.85±0.2</td>
<td>5.93±0.2</td>
</tr>
<tr>
<td>0.78</td>
<td>1.29±0.1</td>
<td>2.94±0.3</td>
<td>2.87±0.2</td>
<td>5.1±0.2</td>
</tr>
<tr>
<td>0.39</td>
<td>1.25±0.1</td>
<td>5.1±0.2</td>
<td>2.77±0.2</td>
<td>5.09±0.3</td>
</tr>
<tr>
<td>0.195</td>
<td>1.19±0.2</td>
<td>3.13±0.1</td>
<td>2.23±0.1</td>
<td>4.6±0.1</td>
</tr>
<tr>
<td>0.097</td>
<td>1.12±0.2</td>
<td>2.77±0.2</td>
<td>1.81±0.1</td>
<td>4.0±0.2</td>
</tr>
<tr>
<td>0.049</td>
<td>1.06±0.1</td>
<td>1.67±0.1</td>
<td>1.45±0.1</td>
<td>2.41±0.2</td>
</tr>
<tr>
<td>0.0245</td>
<td>1.06±0.3</td>
<td>0.93±0.1</td>
<td>1.07±0.1</td>
<td>1.08±0.1</td>
</tr>
</tbody>
</table>

*aNegative check 22–36 revertants per plate. Positive check 3242–4552 revertants per plate (–S9), 1645–1886 revertants per plate (S9).

Table 5

<table>
<thead>
<tr>
<th>Sample concentration [m³/plate]</th>
<th>Summer (I)</th>
<th>Summer (II)</th>
<th>(Winter (III))</th>
<th>Winter (IV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>–S9</td>
<td>–S9</td>
<td>–S9</td>
<td>S9</td>
</tr>
<tr>
<td>50</td>
<td>2.96±0.4</td>
<td>2.85±0.2</td>
<td>3.69±0.3</td>
<td>9.54±0.4</td>
</tr>
<tr>
<td>25</td>
<td>7.29±0.2</td>
<td>4.84±0.3</td>
<td>6.06±0.2</td>
<td>5.06±0.2</td>
</tr>
<tr>
<td>12.5</td>
<td>4.75±0.3</td>
<td>6.4±0.4</td>
<td>8.57±0.4</td>
<td>16.48±0.4</td>
</tr>
<tr>
<td>6.25</td>
<td>2.34±0.2</td>
<td>3.21±0.1</td>
<td>5.96±0.3</td>
<td>13.71±0.3</td>
</tr>
<tr>
<td>3.25</td>
<td>1.93±0.1</td>
<td>2.42±0.1</td>
<td>5.39±0.2</td>
<td>10.64±0.2</td>
</tr>
<tr>
<td>1.56</td>
<td>1.53±0.2</td>
<td>1.95±0.1</td>
<td>4.35±0.2</td>
<td>10.36±0.2</td>
</tr>
<tr>
<td>0.78</td>
<td>1.32±0.2</td>
<td>1.51±0.1</td>
<td>3.92±0.2</td>
<td>10.33±0.2</td>
</tr>
<tr>
<td>0.39</td>
<td>1.16±0.1</td>
<td>1.22±0.1</td>
<td>2.91±0.2</td>
<td>9.23±0.3</td>
</tr>
<tr>
<td>0.195</td>
<td>1.14±0.1</td>
<td>0.95±0.2</td>
<td>2.58±0.1</td>
<td>7.75±0.4</td>
</tr>
<tr>
<td>0.097</td>
<td>1.11±0.1</td>
<td>0.84±0.1</td>
<td>2.41±0.1</td>
<td>4.89±0.2</td>
</tr>
<tr>
<td>0.049</td>
<td>0.91±0.1</td>
<td>0.75±0.1</td>
<td>1.22±0.1</td>
<td>3.87±0.2</td>
</tr>
<tr>
<td>0.0245</td>
<td>0.83±0.1</td>
<td>0.74±0.2</td>
<td>1.10±0.1</td>
<td>2.51±0.2</td>
</tr>
<tr>
<td>0.0061</td>
<td>0.95±0.1</td>
<td>0.8±0.1</td>
<td>1.09±0.1</td>
<td>2.11±0.1</td>
</tr>
<tr>
<td>0.0015</td>
<td>0.97±0.1</td>
<td>0.9±0.1</td>
<td>1.11±0.1</td>
<td>1.23±0.1</td>
</tr>
</tbody>
</table>

*aNegative check 128–179 revertants per plate. Positive check 1165–1396 revertants per plate (–S9), 1126–1216 revertants per plate (S9).
Tested extracts produced mutagenic effects in both used strains (Tables 4 and 5). The winter-collected PM samples showed higher mutagenic activity than those collected in summer, which is in line with results reported by other authors [4]. The tested samples contained pollutants able affect genetic material indirectly or directly as well. As the evidence for that can be considered high mutagenicity ratios (MR) obtained in experiments carried out in the presence of the microsomal fraction S9 and without it as well. For the YG1041 strain higher MR values were obtained from assays carried out without using the S9 fraction. Thus that strain was the most sensitive to direct mutagens present in the tested samples. Higher MR values were obtained for samples collected in the city centre than for samples from the outskirts of the town. Only from assays carried out for pollutants collected in summer and using the YG1041 strain, higher MR values were obtained for the sample collected on the outskirts of the town (I). The highest MR values were obtained for extracts of particulates collected in winter in the city centre, when the TA98 strain was employed in assays. The respective values were: 31.73 ± 0.6 in the case of assays carried out without the S9 fraction and 18.28 ± 0.4 in assays carried out in the presence of the S9 fraction. For that sample also the highest MR values were obtained from assays carried out using the YG1041 strain, respectively: 16.48 ± 0.4 (–S9) and 15.0 ± 0.2 (S9). Maximum MR values for individual tester strains were obtained at various concentrations of particulates introduced into assays which is evidence for their differentiated sensitivity to tested compounds. Within the tested range of air extract concentrations (50–0.0015 m³/plate), a distinct dose–response curve was observed, describing fully the biological effects of pollutants present in extracts, depending on their concentration. Owing to a broad range of tested air sample concentrations in case of YG1041 strain (Table 6), it was possible to determine an inflexion point on the dose-response curve (toxic effect). In case of TA98 strain such effect was obtained with the sample II (summer – city centre) and the sample III (winter – town outskirts) from assays carried out in the absence of S9 fraction. In case of other extracts even at pollutant concentrations derived from 50 m³ of air the threshold points of their toxic effects and thus the air volumes producing maximal mutagenic effect. The least volumes of polluted air, producing mutagenic effect in strains used in assays varied greatly. Detection threshold of the TA98 strain was in the order of 0.049–0.39 m³ for winter conditions and 0.097–25 m³ for summer conditions. And the respective detection thresholds of the YG1041 strain were 0.0061–0.39 m³ for winter conditions and 3.125–12.5 m³ for summer conditions. There was no significant relation between the PM concentration and the polluted air volume that produced mutagenic effect. The highest particulate matter concentration, 138.93 μg/m³, was obtained for the sample III (winter – town outskirts), whereas the highest concentration of adsorbed mutagenic compounds was found for the sample IV (winter – city centre). The particulates concentration for that sample was 1.5 times lower, i.e. 87.32 μg/m³. Similar situation was observed for pollutants collected in summer. The highest particulate matter concentration was obtained for the sample I (summer – town out-
skirts): 57.17 μg/m³, while the least volume of polluted air, producing mutagenic effect was found for the sample II (summer – city centre). The concentration of particulates for that sample was also about 1.5 times lower, which was 38.33 μg/m³. Particulate matter collected in the city centre area (samples II and IV) contained higher total PAH amount, although percentages of individual PAHs in the samples varied considerably.

Table 6

<table>
<thead>
<tr>
<th>Sample concentration [m³/well]</th>
<th>Sample</th>
<th>Summer (I)</th>
<th>Summer (II)</th>
<th>Winter (III)</th>
<th>Winter (IV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>–S9</td>
<td>S9</td>
<td>–S9</td>
<td>S9</td>
<td>S9</td>
</tr>
<tr>
<td>50</td>
<td>1.89</td>
<td>1.32</td>
<td><strong>4.12</strong></td>
<td><strong>3.80</strong></td>
<td>TOX</td>
</tr>
<tr>
<td>25</td>
<td>1.56</td>
<td>1.24</td>
<td><strong>3.90</strong></td>
<td><strong>2.50</strong></td>
<td>TOX</td>
</tr>
<tr>
<td>12.5</td>
<td>1.40</td>
<td>1.14</td>
<td><strong>3.20</strong></td>
<td>1.95</td>
<td><strong>5.12</strong></td>
</tr>
<tr>
<td>6.25</td>
<td>1.32</td>
<td>1.09</td>
<td>2.45</td>
<td>1.54</td>
<td>4.97</td>
</tr>
<tr>
<td>3.125</td>
<td>1.27</td>
<td>1.12</td>
<td><strong>1.65</strong></td>
<td>1.40</td>
<td><strong>3.20</strong></td>
</tr>
<tr>
<td>1.56</td>
<td>1.20</td>
<td>1.08</td>
<td>1.30</td>
<td>1.38</td>
<td>2.69</td>
</tr>
<tr>
<td>0.78</td>
<td>1.17</td>
<td>1.00</td>
<td>1.21</td>
<td>1.25</td>
<td><strong>1.68</strong></td>
</tr>
<tr>
<td>0.39</td>
<td>1.12</td>
<td>0.98</td>
<td>1.15</td>
<td>1.20</td>
<td><strong>1.54</strong></td>
</tr>
<tr>
<td>0.195</td>
<td>1.10</td>
<td>1.05</td>
<td>1.05</td>
<td>1.15</td>
<td>1.40</td>
</tr>
<tr>
<td>0.097</td>
<td>1.00</td>
<td>0.95</td>
<td>0.95</td>
<td>1.05</td>
<td>1.34</td>
</tr>
<tr>
<td>0.049</td>
<td>1.05</td>
<td>0.91</td>
<td>1.10</td>
<td>0.95</td>
<td>1.25</td>
</tr>
<tr>
<td>0.0245</td>
<td>1.10</td>
<td>1.03</td>
<td>1.00</td>
<td>1.00</td>
<td>1.19</td>
</tr>
<tr>
<td>0.0061</td>
<td>0.97</td>
<td>1.11</td>
<td>0.89</td>
<td>1.00</td>
<td>1.05</td>
</tr>
<tr>
<td>0.0015</td>
<td>1.00</td>
<td>1.00</td>
<td>0.95</td>
<td>1.05</td>
<td>0.97</td>
</tr>
</tbody>
</table>

*aTOX – toxic sample.*

Results of investigations on genotoxic activity of PM extracts, carried out using a miniaturized bacterial screening test called the SOS Chromotest are presented in Table 6. Tested extracts revealed genotoxic properties in the *Escherichia coli* K12 PQ37 strain used in the test. The IF values obtained from all conducted tests for samples collected in summer and in winter alike exceeded 1.5 and showed a linear dose-response relationship. For pollutants present in tested extracts, higher IF values were obtained from tests carried out without metabolic activation, and furthermore, the obtained IF values were higher for samples collected in winter as compared to the IF values for summer-collected samples. Thus the results indicate that chemical compounds effecting directly on genetic material prevail in tested extracts. The direct genotoxicity of organic air pollution is related to the presence of such compounds as nitro-, hydroxy- and oxy- PAH derivatives in the tested extracts [4, 26, 27]. Moreover, higher IF values were obtained for extracts of particulate matter collected in the city
centre area (II, IV – Grunwaldzki Sq.) as compared with the $IF$ values obtained for samples collected on outskirts of the town (I, III – Strachocińska St. Volumes of polluted air that induced the mutagenic effect were larger than those obtained from the *Salmonella* assay; they oscillated around 3.125–25 m$^3$ in summer and 0.195–1.56 m$^3$ in winter.

### Table 7

Effects of particulate pollution extracts on A549 line human lung cells, obtained from *in vitro* tests$^a$

<table>
<thead>
<tr>
<th>Contact duration</th>
<th>Type of sample</th>
<th>Toxic effect [m$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>50</td>
</tr>
<tr>
<td>24</td>
<td>Summer (I)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Summer (II)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Winter (III)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Winter (IV)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Control sample A549</td>
<td>n n</td>
</tr>
<tr>
<td>48</td>
<td>Summer (I)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Summer (II)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Winter (III)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Winter (IV)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Control sample A549</td>
<td>n n</td>
</tr>
<tr>
<td>72</td>
<td>Summer (I)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Summer (II)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Winter (III)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Winter (IV)</td>
<td>t t</td>
</tr>
<tr>
<td></td>
<td>Control sample A549</td>
<td>n n</td>
</tr>
</tbody>
</table>

$^a$n – non-toxic sample, t – toxic sample.

Investigations on organic air pollution by application of the SOS chromotest have been reported in the literature by far less in comparison with those based on the *Salmonella* assay. However all such reports emphasize great usefulness of this test in monitoring of air pollution. Research conducted in Czech Republic and in Bosnia and Herzegovina by Škarek et al. [6, 7] has shown considerable variation of results obtained in the test. In Czech Republic, particulates were sampled in July 2002 in heavily urbanized regions (2 locations) and poorly urbanized regions (2 locations). Positive results of the tests were obtained only in two urban locations, from tests carried out without metabolic activation. Although in tests carried out in May 2004 in a poorly industrialized Sarajevo and heavily industrialized Tuzla – all tests yielded positive results, irrespectively of whether the S9 fraction was present or not. However, similar as in the research presented here, greater genotoxic power was observed for samples collected in heavily industrialized area and tested without metabolic activation.
Results of investigation regarding the effect of tested PM extracts in the lung carcinoma cells of the A549 line have been given in Table 7. According to many researchers, in the assessment of harmful effects of chemical compounds on human organism, results of mutagenicity and genotoxicity studies should be considered in correlation with corresponding results from toxicity studies. When testing substances that penetrate the organism through a respiratory tract, cell lines derived from pulmonary alveoli epithelial cells as well as the lines derived from macrophages are used. Epithelial cells of the respiratory system and macrophages of the pulmonary alveoli, through the process of respirable particle phagocytosis, constitute the organism defense against penetrating pollutants. Cytotoxicity and mutagenicity studies under in vitro conditions have proved that the human A549 cell line produced from neoplastic cells of pulmonary carcinoma will be useful in examination of properties of respirable particles [9, 11, 28]. The essence of mutation consists in irreversible damage in genetic material of a cell, which leads to changes in its functioning, which in turn results in its insusceptibility to mechanisms that regulate the rate of cell division, growth and differentiation. If the modified cells that build the human body are not eliminated in the early phase by the immune system, they will begin to proliferate, which may lead to a neoplasm formation [12].

The research covered toxic effects of organic pollutants adsorbed on particular matter collected in winter and in summer alike on cells of the A549 line under in vitro conditions. Air concentrations that caused toxic effects varied, depending on sampling season and contact time of the tested pollutants with the cell line. Stronger toxic effect was noted in the case of PM extracts collected in winter as compared with those summer-collected. Similar seasonal variability of the cytotoxic effect was observed in other cities [9, 11, 28]. After 24, 48, as well as after 72 h in observation, the lethal effect in 50% of tested cells was caused by smaller doses of winter-sampled air versus the air doses collected in summer. In the case of extracts of airborne particulates sampled in winter the air volumes were: 1.56 m³ (IV) and 3.13 m³ (III) after 24 and 48 h of contact, and 0.78 m³ for both samples after 72 h of contact. In the case of samples collected in summer, the toxic effect in A549 cells was observed after 24 and 48 h of exposure to pollutants derived from 12.5 m³ of air collected at Grunwaldzki Sq. location (II) and from 25 m³ of air collected at Strachocinińska St. (I). The strongest toxic effect induced by the summer-collected samples was observed for sample II after 72 h in exposure. The air dose inducing such effect after that time of exposure was 6.25 m³. Whereas the dose of PM pollutants collected at Strachocinińska St. and inducing the toxic effect was 25 m³, which is the same as after 24 and 48 h exposure.

4. SUMMARY

The investigations have confirmed high sensitivity of employed Salmonella typhimurium TA98 and YG1041 tester strains as well as the Escherichia coli K12 PQ37 to
organic pollutants adsorbed on airborne particulates of the PM10 fraction, which provided evidence for occurrence of PAHs and their nitro-, amino- and hydroxylamino-derivatives in atmospheric air. MR and IF values obtained in both bacterial tests indicated that chemical compounds of both promutagen and direct mutagen nature were present in tested samples, and moreover, similar MR values were obtained in the Salmonella assay from experiments carried out with metabolic activation by the microsomal fraction S9 as well as in the absence of the S9 fraction. By including the YG series strains in the assays, it was possible to confirm that moderately and highly polar classes of compounds are responsible for the mutagenic effect of air pollutants, and besides that, to detect the presence of mutagens in very small volumes of sampled air, of the range of 0.0061–0.049 m³. Considering the results obtained from the SOS Chromotest, higher genotoxicity was found in tests carried out without metabolic activation than in the presence of the microsomal S9 fraction. Among chemical compounds capable of producing such effects are nitro- and amino PAH derivatives, polar aromatic compounds, heterocyclic compounds and phenols.

It was also confirmed in the presented studies that organic pollutants adsorbed on airborne particulate matter and sampled in winter and in summer alike show toxic effects in A549 line cells under in vitro conditions. After 24, 48, as well as after 72 h in observation, the lethal effect in 50% of tested cells was caused by smaller doses of air when the air samples were collected in winter than in the case of air samples collected in summer.

The only way to provide integrated and quick estimation of human exposure to chemicals adsorbed on airborne particulate matter is implementation of biological monitoring. Because of complexity of the carcinogenesis, it is necessary to adopt suitable organisms, cells and short-term test systems. Use of human cell cultures in research, along with bacterial assays, will provide opportunity to get a correct response of mammal cells to organic compounds that are pollutants of the atmospheric air.
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IMPACT OF LIMESTONE GRINDING DEGREE
ON THE VOLUME OF THE ABSORPTION SUSPENSION TANK
IN FLUE GAS DESULPHURIZATION SYSTEMS

The impact of the reagent (limestone) grinding degree, of its dissolution rate and pH of the absorption suspension used in flue gas desulfurization systems on the working volume of the reactor tank in the flue gas SO2 absorption unit has been discussed. A correlation equation, defining the dependence of the reactor tank working volume on the parameters under investigation has been presented.

1. INTRODUCTION

Overly low tank volumes may result in excessive circulation of the absorption suspension in the SO2 absorption unit (increased L/G ratio), and therefore in increased demand for electrical power consumed by the circulation pump engines, and in reduced degree of exploitation of the ground limestone in the absorption suspension. On the other hand, overly high tank volumes lead to increased investment costs and spatial demands with regard to the location of the tank in the flue gas desulfurization (FGD) systems. The retention time of the suspension in the tank and the volume of the tank working together with the absorber must be appropriately integrated.

From the analysis of unit processes occurring in the tank (dissolution of the ground limestone, oxidation of sulfites in the suspension, crystallization of calcium sulfate – synthetic gypsum) and the conclusions from the practice in the field of flue gas desulfurization, it may be inferred that the desulfurization degree depends on: the size of the sprayed droplets of the absorption suspension, the droplet residence time in the absorption zone, the amount of the suspension flowing down the absorber walls, the distribution of flue gas velocities within the absorber, chemical composition of the
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flue gas and the suspension sprayed in the absorber, SO₂ and oxygen concentrations in the flue gas and sodium and magnesium ions concentration in the liquid. Also important are the parameters affecting the pH value of the absorption suspension: limestone grinding degree, grindstone dissolution rate and its reactivity towards SO₂, as well as CaCO₃ content, retention time of limestone in the reactor tank and the temperature of the process.

2. LIMESTONE DISINTEGRATION

In most cases, the goal of limestone disintegration is to increase the specific surface area of the solid phase in order to accelerate e.g., dry or wet boiler gas desulfurization. Mechanical disintegration may be achieved in two ways. In the case of limestone (Mohs scale hardness of 3.0 [1]), the disintegration process is started in jaw, cone and roll crushers (preliminary and medium disintegration). Proper disintegration consists of fine and very fine grinding, usually in ball mills.

Disintegration of solids is characterized by an index known as the disintegration degree [1]:

\[ n = \frac{d_{p1}}{d_{p2}}, \]  

where: \( d_{p1} \) – largest raw material particle size, \( d_{p2} \) – largest product particle size.

The relationship between the type of disintegration and the degree of disintegration is presented in Table 1.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Disintegration degree, ( n )</th>
<th>Largest product particle size, ( d_{p2} ) [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crushing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>preliminary</td>
<td>3–6</td>
<td>&gt;50</td>
</tr>
<tr>
<td>medium</td>
<td>4–10</td>
<td>5–50</td>
</tr>
<tr>
<td>Coarse grinding</td>
<td>5–10</td>
<td>0.5–5</td>
</tr>
<tr>
<td>Grinding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fine</td>
<td>10–50</td>
<td>0.05–0.5</td>
</tr>
<tr>
<td>very fine</td>
<td>&gt;50</td>
<td>0.005–0.05</td>
</tr>
<tr>
<td>colloidal</td>
<td>&gt;50</td>
<td>&lt;0.005</td>
</tr>
</tbody>
</table>

Disintegration in crushers is usually performed in dry conditions, while grinding can be performed in both dry and wet conditions. Wet grinding is characterized by lower energy demand and elimination of dust formation and convection. Dry grinding
is accompanied by less abrasive wear of the steel grinding elements, and thus lower oxide contamination of the ground product.

Grindability of the same material collected from different beds may vary. To allow differentiation in grindability, enabling the comparison of various materials and solid grinding devices were introduced such as: material grindability, specific material flow capacity and unit grinding workload.

Grindability is defined by the following equation:

\[
M = \frac{m}{m_{st.c}},
\]

where: \(m\) – flow capacity of the material in the mill, kg/s, \(m_{st.c}\) – flow capacity of standard coal in the same mill, kg/s [2, 3].

3. REACTIVITY OF GROUND LIMESTONE

Limestone reactivity was determined by static titration of limestone suspension with 1 M sulfuric acid at constant pH corresponding to the project specific value (e.g. pH = 5.2) and at predefined temperature, corresponding to the project specific temperature of the absorption suspension in the reactor tank, e.g. 55 °C for flue gas emitted from an anthracite boiler and 65 °C for flue gas emitted from a lignite boiler [3]. Consumption of sulfuric acid until a constant pH value is achieved (e.g., pH = 5.2) is recalculated as a degree of ground limestone conversion, which is then compared to reference limestone meal giving acceptable FGD results. Overall test time is 60 min. The lower and upper limits of the reference limestone meal reactivity [4] are presented in Fig. 1.

![Fig. 1. Lower and upper limits of the reference limestone meal reactivity](image-url)
Mokrosz [5] conducted reactivity tests for eight selected European carbonate-based sorbents and chalk [5]. The results of this research are presented in Table 2.

<table>
<thead>
<tr>
<th>No.</th>
<th>Sorbent</th>
<th>CaCO₃ content [%]</th>
<th>D₄₃ [μm]</th>
<th>Conversion rate after 60 min [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>chalk</td>
<td>96.50</td>
<td>1.92</td>
<td>72</td>
</tr>
<tr>
<td>2</td>
<td>sorbent 6</td>
<td>97.24</td>
<td>3.28</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>sorbent 2</td>
<td>97.04</td>
<td>3.96</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>sorbent 7</td>
<td>95.40</td>
<td>6.27</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>sorbent 3</td>
<td>96.57</td>
<td>7.99</td>
<td>39</td>
</tr>
<tr>
<td>6</td>
<td>sorbent 4</td>
<td>95.36</td>
<td>7.62</td>
<td>35</td>
</tr>
<tr>
<td>7</td>
<td>sorbent 8</td>
<td>95.10</td>
<td>9.73</td>
<td>30</td>
</tr>
<tr>
<td>8</td>
<td>sorbent 5</td>
<td>96.36</td>
<td>9.72</td>
<td>30</td>
</tr>
<tr>
<td>9</td>
<td>sorbent 1</td>
<td>93.70</td>
<td>2.57</td>
<td>22</td>
</tr>
</tbody>
</table>

D₄₃* – mean mass diameter (de Brouckere mean diameter).

The reactivity of the sorbents depends on the grinding degree and CaCO₃ content. Comparison of sorbents 7, 3, 4, 8 and 5, where CaCO₃ was found at concentrations of over 95%, shows large differences in reactivity. The reactivity is clearly reduced with the increase of the particle mean diameter. At the same time, sorbent 1, despite a relatively high grinding degree, is poorly reactive as it contains a small amount of CaCO₃. The results obtained for different sorbents [5], varying in terms of reactivity, allowed to identify one that was best for use in FGD systems.

4. GROUND LIMESTONE DISSOLUTION RATE

Kuciel [6] studied the rate of dissolution of ground limestone in the tank and its impact on selected parameters of SO₂ absorption in FGD systems. He collected three samples of ground limestone used in three flue gas desulfurization systems. The grain size distribution of the collected samples is presented in Fig. 2. The grain size is characterized by the volume/surface mean diameter (Sauter mean diameter) of the particles. The goal of the study was to determine the coefficient characterizing the kinetics of dissolution of limestone samples in the absorption suspension defined by:

\[
\frac{dR}{dt} = -k,
\]

where: \( R \) – radius of a spherical limestone particle, \( \mu \text{m} \), \( t \) – time, s.
Test limestone sample of mass \( m_0 \) was added to the suspension of the composition corresponding to that in the selected FGD system, then stirred and titrated with sulfuric acid so that the predefined pH value remained constant.

In this way, volumes of acid used per known time intervals (e.g. every minute) could be determined. From these results, time dependence of \( m/m_0 \) was calculated, where: \( m_0 \) – starting limestone sample mass, \( m \) – limestone sample mass after titration time \( t \). This relationship was used to determine the coefficient \( k \) (Eq. (3)).

The calculated values of the coefficient \( k \) for three limestone samples and several pH values of the suspension are presented in Fig. 3.
The limestone dissolution rate coefficient is higher for lower pH values and higher sorbent grinding degrees (lower $D_{32}$ diameters). The impact of the latter parameter is slightly reduced upon reduction of the pH value of the suspension. Using the model described in [7], Kuciel calculated the tank volumes for the working conditions in selected systems and compared them with the values designed for the system [6]. The values calculated using the proposed formula did not differ from the actual volumes of the tanks by more than 10%.

The dependences of the calculated values of the tank volume based on Kuciel results [6] on pH of the absorption suspension and the limestone disintegration degree are presented in Fig. 4. One may have serious objections to the dependence of the tank volume on pH, since an opposite effect is obvious – the higher pH of the suspension, the shorter its required retention time in the tank and the lower the tank volume itself is [8]. Kuciel [6] does not analyse the relationship presented in Fig. 3, suggesting that the dissolution rate of limestone particles increases along with increasing pH value.

5. SIMPLIFIED PROCEDURE OF CALCULATION OF THE TANK VOLUME

The design of systems for flue gas desulfurization in ground limestone suspensions starts with predefining the pH value of the suspension in the reactor tank based on literature data and, in the case of renowned design and installation companies, on the experience gained from installations designed and exploited in the past. The residence time of suspension in the reactor is also predefined based on the experience from pre-
vious installations. This operation is routine-based and does not result from a thorough knowledge of physicochemical properties of the sorbent (reagent), as it remains undefined at this stage; the material mining site or the supplier are not defined; nor are the exact chemical composition, reactivity and grain size distribution of the material.

Before designing of the process is started, one should initiate a simple and relatively inexpensive procedure consisting of samples collection from selected known limestone suppliers so as to avoid design mistakes and the resulting expensive adjustments of the working parameters of the FGD system. The samples should be tested for chemical composition and disintegration degree.

The samples prepared in this way should be tested with the purpose to determine the coefficient \( k \) of the limestone particle dissolution rate. To this end, a laboratory vessel (e.g., a flask) should be charged with a suspension prepared beforehand to correspond the intended composition in the FGD tank at nominal working conditions. The suspension in the vessel (flask) should be stirred and charged with a pre-weighed limestone sample of known chemical composition and grain size distribution and stirred again.

Thus prepared suspension is titrated with a sulfuric acid solution to maintain a constant, predefined pH value, e.g. \( \text{pH} = 5.2 \) (sulfuric acid is dosed so that the pH value of the solution remains constant). The volume of the sulfuric acid introduced to the suspension during titration in a given interval should be carefully monitored for subsequent calculation of the mass of converted limestone over time and the \( m/m_0 \) ratio. These data allow for determination of both coefficient \( k \) and the \( m/m_0 \) ratio in function of time \( t \) with the following equation:

\[
m = m_0 \left(1 - \frac{kt}{R_0}\right)^3
\]

where: \( k \) – coefficient of the dissolution rate of a ground limestone particle, \( \mu \text{m/min} \), \( m_0 \) – mass of spherical particles at the beginning of titration, g, \( m \) – mass of spherical particles after time \( t \), g, \( R_0 \) – radius of a spherical particle of ground limestone, \( \mu \text{m} \), \( t \) – time interval between two consecutive doses of sulfuric acid introduced into the flask, min.

The procedure allows determination of the volume of sulfuric acid consumed in known time intervals, e.g. every minute (if pH value of the suspension after that time is at the predefined level). Calculations of \( k \) may be carried out for mean diameters of each fraction of particles, and thus Eq. (4) should be applied to \( m_{0i}, m_i \) and \( R_{0i} \), where \( i \) is the considered fraction of particles, or to the Sauter mean diameter (which simplifies and speeds up the procedure of determining the coefficient \( k \)). After determining the value of \( k \) and predefining pH of the absorption suspension and the mean particle size \( (D_S = D_{32}) \) as assumed in the installation design, one may use the simplified method to calculate the absorption suspension reactor tank volume.
Multiple regression analysis of data presented in this paper was performed to model the impact of the most important parameters characterizing the reagent ground limestone (mean diameter of ground limestone particles $D_{32}$ and the coefficient $k$ of limestone dissolution rate) and the absorption suspension (pH). At the confidence level of 95%, the following correlation equation was obtained:

$$V_{zb} = pH^{-3.4455} k^{-1.5416} D_{32}^{0.587}. \quad (5)$$

Statistical regression parameters of the correlation are: multiplicity $R = 0.9999$, $R^2 = 0.9999$; adjusted $R^2 = 0.88882$; standard error $S_e = 0.0691$; observations: 12. Maximum deviations of the designed suspension tank volumes from the calculated values were 9.6 and −11.83%, while mean deviations were 5.14 and −5.44%. The comparison between the designed and the calculated reactor tank volumes is presented in Fig. 5.

According to Eq. (5), the volume of the reactor tank decreases upon increasing pH of the absorption suspension and sorbent dissolution rate, and increases upon increasing the ground limestone particle diameter. pH of the suspension has the greatest impact on the tank volume.

6. SUMMARY

Experimentally determined dissolution rate coefficients of limestone in the reactor tank, the reagent grinding degrees and pH values of the absorption suspension in three exploited FGD systems [6] were used to establish the correlation equation (5) which can be used to calculate the working tank volume. The equation is characterized by
relatively low deviation of actual reactor tank volumes from the calculated values; the mean deviation is about 5%.

In the case of known values of pH of suspension (either predefined or defined for particular FGD system exploitation conditions), rate of the limestone dissolution in the absorption suspension (characterized by limestone dissolution rate coefficient) and the limestone grinding degree ($D_{32}$), they may be used to calculate the volume of the reactor tank.

In order Eq. (5) be used in calculations of the suspension tank volumes of an FGD system being designed or already in operation, the limestone grinding degree (characterized by the mean particle diameter $D_{32}$), the coefficient $k$ of the limestone dissolution rate and pH value of the absorption suspension should be experimentally determined by established chemical analyses as described in appropriate standards.
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High resolution, complex modelling system built with regional climate model (RegCM3), original emission model (EMIL) and air quality model CAMx was employed for analysing projected climate change impacts on concentrations and depositions of sulfur compounds ($SO_x$) over Central and Eastern Europe. With employment of constant emission rates, results show a slight increase of $SO_2$ concentrations in the future, as well as increase of $SO_x$ deposition in the mountains and decrease in central and eastern parts of Poland. Projections indicate also slight changes in a number of days and hours during the calendar year with $SO_2$ levels exceeding European limit values. The biggest changes are evident in the vicinity of large point emission sources.

1. INTRODUCTION

Climate change and air pollution are mutually connected. Since 2007, it is very likely (with probability higher than 90%) that most of the observed increase in globally averaged temperatures since the mid-20th century is due to the observed increase in anthropogenic greenhouse gases (GHGs) concentrations [1]. On the other hand, climate change may affect exposures to air pollutants by many ways [2] such as affecting weather and thereby local and regional pollution concentrations (a), affecting anthropogenic emissions, including adaptive responses involving increased fuel combustion for fossil fuel fired power generation (b), affecting natural sources of air pollutant emissions (c), and changing the distribution and types of airborne allergens (d). Local weather patterns influence atmospheric chemical reactions as well as atmospheric transport and deposition processes. In addition, the chemical composition of the atmosphere may in turn have a feedback effect on the local climate. Weather is also
associated with energy demands (e.g. for space heating and cooling) that could alter patterns of fossil fuel combustion. In particular, individual responses to extremely hot/extremely cold weather can result in large increases in air conditioner use/fossil fuel use for heating purposes.

According to the latest Intergovernmental Panel of Climate Change (IPCC) Assessment Report [1], warming of the climate system is unequivocal, as is now evident from observations of increases in global average air and ocean temperatures, widespread melting of snow and ice, and rising global mean sea level.

Research in the last years has led to a substantial improvement of our understanding of the physicochemical behaviour of the atmospheric and climate systems, as well as impacts to human health and ecosystems. Moreover, a large amount of information has been collected, and modern tools developed, that may be applied to assess both the air quality at regional and local scales, as well as global and regional climate changes. General circulation models (GCMs), also referred to as global climate models are used to simulate long term changes of climate as a result of slow changes in some boundary conditions or anthropogenically driven changes such as the GHGs concentrations. To simulate climate changes in a statistical sense (i.e., the means and variability), GCM’s are run for longer periods (years, decades). Most climate models are large dynamical deterministic systems involving a million variables on huge computers. They can reproduce reasonably well climate features on large scales (global and continental) but their accuracy decreases when proceeding from continental to regional and local scales because of the lack of resolution. However, in many applications, particularly related to the assessment of climate change impacts, the information on surface climate change at regional to local scale is fundamental. For this end, during the last decade, regional climate models (RCM) have been increasingly used to examine climate variations at scales that are not resolved by global models (e.g. [3–5]). To the extent that they produce realistic climate simulations, such models can be powerful tools in the studies of regional climate impacts. RCM are usually working with fine spatial resolution of 10–60 km.

For studying climate change impacts on air quality, the modelling systems coupling GCM/RCM with complex air quality models (AQM) are being used. The most widely AQM used in such coupled systems are, in present, the so-called third generation photochemical Eulerian grid models, namely CAMx (comprehensive air quality model with extensions) and CMAQ (community multiscale air quality) models. The comparison of these models is given in [6].

Most of the studies that have attempted to quantify the potential effects of climate change on air quality examined the impact of increased temperature on global O₃ formation [7, 8]. In general, these studies find that O₃ concentrations increase as temperatures rise, although the estimated magnitude of the effect varies considerably. However only few studies dealt with regional and local scale [9–11].

The aim of this study is to apply coupled RCM-AQM modelling system to model the interaction between climate and air quality by projections of present and future air
pollution levels and loads in the target regions on Central-Eastern Europe. Sulphur species having multifaceted impacts on human health, ecosystems and radiation budget of the atmosphere are chosen as key species.

2. METHODS

2.1. DESCRIPTION OF THE MODELLING SYSTEM

Modern modelling system, based on regional climate model, RegCM3, the original emission model, EMIL, and air quality model CAMx were applied for assessing air pollution in present and future climates. The system was implemented for high resolution (10 km ×10 km) modelling domain, centred over Poland (52.00 °N, 19.30 °E) on a grid with 120 × 109 points. The map projection choice was Lambert conformal. The modelling domain, called hereafter WUT (Warsaw University of Technology) domain, is presented in Fig. 1. The implementation of the modelling system was carried out within the 6. European Union Framework Programme CECILIA (Central and Eastern Europe Climate Change Impact and Vulnerability Assessment).

Fig. 1. WUT modelling domain with areas chosen for assessment of climate change impacts on forest ecosystems

CAMx is a photochemical third generation Eulerian grid model developed at ENVIRON International Corporation (Novato, California) [12]. Simulations have been carried out using CAMx v.4.40. The chemistry mechanism invoked was Carbon Bond, version 4 [13], including 117 reactions – 11 of which are photolytic – and up to 67 species (37 state gases, up to 18 state particulates and 12 radicals). The domain vertical profile contained 12 layers of varying thicknesses, extending up to 450 hPa. Boundary conditions for air quality simulations were calculated with 50 km×50 km
resolution for the European domain at BOKU (Universität für Bodenkultur, Vienna, Austria) under CECILIA project [14].

Regional climate model RegCM3 is a three dimensional hydrostatic model that allows to simulate the climate over a given area. The model was developed at ICTP (The Abdus Salam International Centre for Theoretical Physics) in Trieste. The dynamical core is based on the hydrostatic version of the NCAR-PSU Mesoscale Model version 5 (MM5) [15]. In present study, for 10 km x 10 km resolution simulations, the improved version of RegCM3 for high resolution use, RegCM3-Beta [5], was used. The domain’s vertical profile contained 18 layers of varying thickness, extending up to 50 hPa.

Not all meteorological fields from the RegCM3-Beta may constitute direct input to CAMx model. Therefore, pre-processor which prepares the required input fields was developed at Charles University in Prague under CECILIA project. In pre-processor on-line emissions of biogenic hydrocarbons (isoprene, monoterpenes) were also calculated as a function of meteorological parameters (temperature and radiation) and the available land use categories, following Guenther et al. [16].

An important part of the study was development of a detailed anthropogenic emission and emission parameters database for Poland. For this purpose, an original emission model EMIL (EMISSION modeL) was developed. The created database of large combustion plants (LCP) with a stack height that is equal or above 100 m (h ≥ 100 m) for reference year 2000 consists of the following information: name of the LCP, number of stack, geographical coordinates, installed technological units, stack height and diameter, temperature of exhaust gases, velocity of exhaust gases as well as amount of emission of SO2, NO2 and PM10. LCP sources were simulated in CAMx model individually. For area, mobile and point sources with the stack height below 100 m (h < 100 m), the model generates emissions for each cell of computational grid (10 km × 10 km). This is based on a detailed emission sources inventory composed for reference year 2000 in 1 km × 1 km resolution, meteorological data and terrain characteristics. Data on population density, sector-specific activity, fuel demands and characteristics, and sector-dependent Polish specific emission factors were collected. For temporal distribution of emissions, the EMIL model applies sector-specific monthly, daily and hourly emission factors.

For other countries belonging to the modelling domain anthropogenic emission database was prepared at BOKU, based on EMEP inventory (see [14] for details). For the Pannonian countries, a detailed, high resolution, emissions inventory was used. All these emissions were treated as area sources in CAMx simulations.

For the purpose of evaluation of the modelling system, simulations for 2000 year were carried out with regional climate model driven by the ERA40 reanalysis [17]. Then, high resolution simulations were completed for three decadal time slices: 1991–2000 (control decade), 2041–2050 (the so-called near future climate, DEK2) and 2091–2100 (the so-called far future climate, DEK3). RegCM3-Beta was driven by the ECHAM5 GCM under forcing from the SRES A1B IPCC greenhouse gas emission sce-
scenario [18]. Global climate model simulations with 25 km × 25 km resolution as boundary conditions for regional climate simulations were performed at ICTP under CECILIA project. To insolate climate change impacts on air quality, the anthropogenic emission were kept constant at the values of year 2000 for all simulated time slices.

2.2. SELECTED FOREST ECOSYSTEMS

In order to assess climate change impacts on selected forest ecosystems in Poland, two areas with a high afforestation rate were selected: Karkonosze domain covering Karkonosze National Park, and Góry Stołowe National Park as well as Kampinos domain covering Kampinoski National Park. Both areas are different in terms of geographical localization and climatic conditions. The WUT modelling domain with localization of selected forested areas is presented in Fig. 1.

2.3. AIR QUALITY STANDARDS AND THEIR EXCEEDANCES

Based on WHO guidelines, standards for ambient air pollutants were set in the framework of EU legislation. The latest EU Directive 2008/50/EC states the following standards:

- Limit value (LV) means a level fixed based on scientific knowledge, with the aim of avoiding, preventing or reducing harmful effects on human health and/or the environment as a whole, to be attained within a given period and not to be exceeded once attained.

- Critical level (CLev) means a level fixed based on scientific knowledge, above which direct adverse effects may occur on some receptors, such as trees, other plants or natural ecosystems but not on humans.

By subtracting the limit values/critical levels from the existing concentrations, the so-called exceedances are obtained, which are direct estimates of population and/or environmental risk. Exceedance of CLev/LV is defined as a non-negative difference between CLev/LV and the concentration (C): \( \text{Ex}(\text{CLev}_t) = \max\{C_t - \text{CLev}_t, 0\} \); \( \text{Ex}(\text{LV}_t) = \max\{C_t - \text{LV}_t, 0\} \), where \( t \) is the averaging time for concentration, \( t = 1 \text{ h}, 8 \text{ h}, 24 \text{ h}, 1 \text{ year} \).

The EU Directive 2008/50/EC sets two legally binding SO2 limit values for the protection of human health: 125 \( \mu \text{g/m}^3 \) for daily mean SO2 levels and 350 \( \mu \text{g/m}^3 \) for hourly mean SO2 levels not to be exceeded on more than 3 and 24 times per calendar year, respectively. The SO2 critical level for the protection of vegetation was set at the level of 20 \( \mu \text{g/m}^3 \) for both calendar year and winter season (from 1 October to 31 March).

3. RESULTS

3.1. EVALUATION OF THE MODELLING SYSTEM

Evaluation of the modelling system was carried out for 2000 year with RegCM3-Beta driven by reanalysis ERA40 meteorological fields. Annual mean SO2 concentra-
tions were evaluated using observations from EMEP (http://www.emep.int) and EIONET-Airbase (http://air-climate.eionet.europa.eu) databases. For evaluation, data from 93 stations, including 5 stations located in Poland, were used. Results indicate a satisfactory performance of the modelling system. The following evaluation measures have been obtained: the correlation coefficient between predicted values and observations $r = 0.67$, Willmott’s index of agreement $IA = 0.76$, root mean square error $RMSE = 2.71 \, \mu g/m^3$, normalized mean square error $NMSE = 0.45$. Finally, FAC2, a fraction of predictions within the factor 2 of observations, was determined as a widely used measure of agreement between model results and observations. For WUT domain, 75% of observation–model pairs lie inside the factor 2 agreement area.

3.2. IMPACTS OF CLIMATE CHANGES ON SO$_2$ LEVELS

Figure 2a shows the distribution of calculated annual mean levels of SO$_2$ for the control period, while differences between pollutant levels for control and for DEK3 periods are given in Fig. 2b.
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**Fig. 2.** Annual mean SO$_2$ concentrations [\(\mu g/m^3\)] in the control period 1991–2000 (a), and climate change impacts on SO$_2$ concentrations in terms of the differences [\(\mu g/m^3\)] for DEK3 (2091–2100) against the control period (b)
For the control period, high SO$_2$ annual mean levels (up to 30 μg/m$^3$) were obtained for Upper Silesia region in Poland as well as for Hungary and Ukraine, where the levels are the highest and exceed 30 μg/m$^3$. The high SO$_2$ concentrations calculated for Hungary and Ukraine are due to the treatment of LCP sources as area sources in these countries. In future, higher SO$_2$ concentrations (up to 3.5 μg/m$^3$) are predicted. The highest increase of SO$_2$ levels is expected for Upper Silesia region in Poland as well as for Northern Hungary.

3.3. IMPACTS OF CLIMATE CHANGES ON EXCEEDANCES OF SO$_2$ LIMIT VALUES FOR THE PROTECTION OF HUMAN HEALTH

Number of days with daily mean SO$_2$ levels exceeding 125 μg/m$^3$ calculated for the control decade and differences in number of exceedance days between DEK3 and control decade are presented in Fig. 3.

![Fig. 3](image)

Fig. 3. Number of exceedances [days] over SO$_2$ daily limit value of 125 μg/m$^3$ for control decade 1991–2000 (a) and climate change impacts on SO$_2$ limit value exceedances in terms of the differences [days] for DEK3 (2091–2100) against the control period (b)
On the majority of the WUT domain, no exceedances of the daily LV exist for SO$_2$ in 1991–2000 period (no days with daily mean concentration exceeding 125 $\mu$g/m$^3$). The exceedances occur in the surroundings of large combustion plants where the limit value is not met (number of days with daily mean levels over 125 $\mu$g/m$^3$ is higher than 3). The maximum number of days with average concentration exceeding 125 $\mu$g/m$^3$ equals to 95 and was calculated for Northern Hungary. For 2091–2100 period there are also no exceedances of the daily LV for SO$_2$ on the majority of the WUT domain. Only in the surroundings of LCP the number of exceedance days slightly decreases in Poland as well in direct vicinity of LCP and increases in further vicinity of LCP in Hungary and Ukraine. The highest differences were calculated for the vicinity of Mátra Power Plant in Hungary (from $-18$ to 17 exceedance days).

Number of hours with hourly mean SO$_2$ levels exceeding 350 $\mu$g/m$^3$ calculated for the control decade and differences in number of exceedance hours between DEK3 and the control decade are presented in Fig. 4.
On the majority of the WUT domain, no exceedances of the hourly LV occur for SO$_2$ in the control period. The exceedances occur in the surroundings of LCP in Hungary and in Poland, however the number of hours with levels over $350 \mu g/m^3$ is not higher than 24, thus the LV is met. For 2091–2100 period also no exceedances of the hourly LV for SO$_2$ occur on the majority of the WUT domain. The climate impact is seen only in few grid points – increase (up to 14 h) in Poland and decrease in the vicinity of Mátra Power Plant in Hungary.

3.4. IMPACTS OF CLIMATE CHANGES ON EXCEEDANCES OF SO$_2$
CRITICAL LEVEL FOR THE PROTECTION OF VEGETATION

Exceedances of SO$_2$ annual critical levels of 20 $\mu g/m^3$ calculated in the control period and DEK3 are shown in Figs. 5a, b, respectively.

Fig. 5. Exceedances [$\mu g/m^3$] of SO$_2$ annual critical level for the protection of vegetation in the control period 1991–2000 (a) and for DEK3 2091–2100 (b)
In 1991–2000, the annual SO$_2$ critical level of 20 $\mu$g/m$^3$ is exceeded only in Upper Silesia industrial region in Poland and for vicinity of LCP in Northern Hungary and Ukraine (maximum value equals to 51 $\mu$g/m$^3$). For far future 2091–2100 period, there is no significant change in the areas and size of exceedances. It can be noticed that exceedances area in Upper Silesia is slightly wider for the end-century decade in comparison to the control period.

3.5. IMPACTS OF CLIMATE CHANGES ON SO$_x$ DEPOSITION OVER SELECTED FOREST ECOSYSTEMS

Deposition of oxidized sulfur (SO$_x$), which is the sum of SO$_2$ and sulfates, SO$_4^{2-}$, was calculated with RegCM3-Beta/EMIL/CAMx modelling system for each grid cell of selected forest areas. Total deposition of sulfur was calculated as the sum of wet and dry deposition. The relevant computational procedures for obtaining a time and space variable dry and wet deposition are included in the CAMx model [12]. Then, trend analysis of the total deposition of SO$_x$ in the whole 1991–2100 period was performed, based on annual mean deposition calculated for each domain. A linear continuity between analysed periods was assumed.

In a similar way, trend analysis of air temperatures (2 m) and precipitation amounts calculated for 1961–2000, 2021–2050 and 2071–2100 time slices, was conducted (simulations performed by RegCM at CUNI). Concerning precipitation simulation, this is the most difficult task in climate modelling. Nowadays all climate models overestimate precipitation amounts and thus their results cannot be used directly. Consequently, model results are corrected with observations. In the present study, precipitation values were corrected with observations from the Climate Research Unit CRUTS 1.2 [19] database. Figure 6 shows estimated temperature and precipitation values for the whole 1991–2100 period for both selected domains.

![Fig. 6. Projected trend of temperature (a) and precipitation (b) changes for 1991–2100 period for Kampinos and Karkonosze domains](image-url)
In the 1991–2100 period, increase in temperature is clear and amounts to 2.8 °C for both selected domains. In the same time, precipitation increases by 0.3 mm/day in Karkonosze domain and slightly decreases by 0.05 mm/day in Kampinos domain. Estimated total deposition of oxidized sulfur in the whole 1991–2100 period for both selected domains is presented in Fig. 7.

For the whole considered period decreasing and increasing trend in total sulfur deposition is projected for Kampinos and Karkonosze domains, respectively. The increase in total sulfur deposition for Karkonosze domain equals to 80 mg S/(m²·year), while the decrease for Kampinos domain equals to 70 mg S/(m²·year).

4. DISCUSSION AND CONCLUSIONS

High resolution simulations of climate change impacts on SO₂ concentrations and SO₄ depositions over Central-Eastern Europe were performed. A complex RegCM3-Beta/EMIL/CAMx modelling system was employed for calculations. It turned out to be a useful research tool. The obtained results of SO₂ concentrations in 2000 year reproduce, with satisfactory accuracy, observations from 93 air monitoring stations. Comparison of SO₂ concentrations obtained for the vicinity of LCP sources over Poland and over Ukraine and Hungary indicates better model performance for Poland. This is due to the individual treatment of LCP sources in Poland and employment of LCP parameters for simulation of the subgrid scale rise and spread of the plume. The LCP sources in Hungary and Ukraine were treated as surface area sources. These resulted in significant overestimation of SO₂ concentrations in the vicinity of these sources.

The results of simulations indicate a slight impact of climate change on SO₂ concentrations. Between 2091–2100 and control period a slight increase (up to 2.5–3.5 μg/m³) was observed in average SO₂ levels over Central-Eastern Europe. Also exceedances of daily and hourly air quality standards have very similar values and spatial distribution. The biggest changes are visible in the vicinity of LCP sources. In all simulations, the emissions were kept constant and air quality was dependent only on the projected
changes in climate parameters. The results show that SO$_2$, as the primary pollutant, slightly subjects to these changes, under assumed A1B IPCC scenario.

In opposite, the impact of climate changes on SO$_x$ deposition is clearly evident. Trend analysis indicates a decrease in total deposition of sulfur in Kampinos domain equal to 70 mg S/(m$^2$·year) and increase in Karkonosze domain equal to 80 mg S/(m$^2$·year). At the same time, for both domains air temperature increases, while precipitation increases in Karkonosze domain and in Kampinos domain trend line shows no change. The sulfur deposition increase in Kampinos domain is probably due to both an increase in wet deposition (precipitation increase) and in dry deposition. Climate model results (not shown in this study) show increase of average annual wind speed in the future climate for both areas. For Karkonosze domain, it is probably the reason of increase of dry deposition, characteristic of mountains and foothill areas. On the other hand, decrease of sulfur deposition in Kampinos domain is probably associated with the location of the domain in the vicinity of Warsaw agglomeration with large point sources of SO$_2$. At higher wind speeds, plume of pollutants from these sources is transported faster over longer distances, resulting in reduction of dry deposition in the analysed domain.

Because many factors affect air quality, the results of this study should not be considered as predictions of future air quality associated with climate change. Rather, they demonstrate the sensitivity of atmospheric air pollutants to changes in specific meteorological variables.

The research presented in this study will be continued. The distribution of NO$_2$ concentrations and NO$_x$ deposition, critical loads of sulfur and nutrient nitrogen for selected areas as well as exceedances of critical loads will be examined.

ACKNOWLEDGEMENTS

This work was supported by the Central and Eastern Europe Climate Change Impact and Vulnerability Assessment Project (CECILIA), financed by EU 6. FP Contract GOCE 037005 to Warsaw University of Technology. The calculations were partly carried out in the Academic Computer Center in Gdańsk, Poland on a cluster supercomputer GALERA. The authors wish to thank Dr. Michal Belda from Charles University (Czech Republic) for providing RegCM3 results for selected domains, Dr. Erica Coppola from ICTP (Italy) for providing climatic boundary conditions, Dr. Bernd C. Krüger from BOKU (Austria) for providing chemical boundary conditions and Dr. Zoltan Barcza from Eotvos Lorand University (Hungary) for inspiring discussions.

REFERENCES

Assessment of household combustion emission was carried out based on data on meteorological conditions in heating season (outdoor temperature) and the emission factors. Available emission factors, both for various fuels and for various combustion devices differ markedly. The results of experimental determination of particle matter emissions, including dividing total suspended particulate matter into various fractions (PM$_{10}$ and PM$_{2.5}$) have been presented in the paper. Various combustion devices to burn wood and lignite were used in experiments. Samples were taken in a dilution tunnel with the help of an impactor. It was found that specific emissions differ significantly during the combustion cycle. Compared to the used emission factors, differences are evident. It was found that TSP specific emissions depend mainly on the type of construction not its age.

1. INTRODUCTION

Ambient particle matter belongs to significant pollutants threatening human health due to its size spectrum and chemical composition. The size of particles determines the respiratory tract deposition; particles exceeding 10 μm in size are captured in the upper respiratory tract (nose, nasopharynx, mouth). Smaller particles (PM$_{10}$) are called a thoracic fraction; they are farther separated in the lower respiratory tract (larynx, bronchia etc.) and a wider spectrum of particles penetrates into human lungs (predominantly particles smaller than 2.5 μm (PM$_{2.5}$) [1]). Chemical composition determines toxic influence of particles deposited on organism.

Assessment of household combustion emission in the Czech Republic is carried out based on meteorological conditions in heating season (subsequent determination of fuel consumption) and the emission factors. For lignite combustion, the emission factor is defined by the relation $1 \times \text{A}'$ in kg/t, where A' is ash content in fuel (in %). Apportionment of PM$_{10}$ and PM$_{2.5}$ in the total particle matter amount has been determined
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so far based on results of measurement performed in Poland [2] (PM_{10} proportion in total suspended particulate matter (TSP) is 75%, PM_{2.5} – 25%). For wood combustion, the emission factor is expressed independently as ash content and it is 5.2 kg/t. Proportion of PM10 fraction is determined to 95% and PM2.5 proportion to 90% of TSP. The emission factor is applied regardless to age and composition of heating devices which results in a considerable inaccuracy when assessing emissions in this category of furnaces.

Table 1

<table>
<thead>
<tr>
<th>Emission factor source</th>
<th>Device category</th>
<th>Coal</th>
<th>Wood</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>TSP</td>
<td>PM_{10}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TSP</td>
<td>PM_{10}</td>
</tr>
<tr>
<td>GAINS^a</td>
<td>boilers, output &lt;50kW</td>
<td>350</td>
<td>315</td>
</tr>
<tr>
<td></td>
<td>boilers, output &lt;50kW, new</td>
<td>210</td>
<td>189</td>
</tr>
<tr>
<td></td>
<td>stoves</td>
<td>600</td>
<td>540</td>
</tr>
<tr>
<td></td>
<td>stoves adapted</td>
<td>420</td>
<td>378</td>
</tr>
<tr>
<td></td>
<td>stoves new</td>
<td>300</td>
<td>270</td>
</tr>
<tr>
<td></td>
<td>fireplaces</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>simplified calculation</td>
<td>household heating devices output &lt;50 kW</td>
<td>444</td>
<td>404</td>
</tr>
<tr>
<td>EIG</td>
<td>fireplaces, open</td>
<td>350</td>
<td>330</td>
</tr>
<tr>
<td>detailed calculation</td>
<td>stoves</td>
<td>500</td>
<td>450</td>
</tr>
<tr>
<td></td>
<td>stoves, modern</td>
<td>250</td>
<td>240</td>
</tr>
<tr>
<td></td>
<td>boilers, output &lt;50kW</td>
<td>400</td>
<td>380</td>
</tr>
<tr>
<td></td>
<td>boilers, output &lt;50kW, automatic</td>
<td>80</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>pellet stoves</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CEPMEIP</td>
<td>household heating devices</td>
<td>350</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>household heating devices, low emission</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>household heating devices, high emission</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>EF used in CR^b</td>
<td>Household heating devices, output &lt;50 kW</td>
<td>387</td>
<td>290</td>
</tr>
</tbody>
</table>

^ahttp://gains.iiasa.ac.at/gains/EUR/index.login?logout=1

^bFor fuel with considered parameters: wood – lower heating value 14.6 MJ/kg, lignite –lower heating value 18.1 MJ/kg, lignite – ash content 7%.

Other three sets of emission factors (thereinafter EF) are applied in EU for determination of household solid fuel combustion emissions. These are EFs used in the GAINS emission model (developed by IIASA international research organization, used for projection of greenhouse gas and basic pollutant emissions in Europe) as well
as EFs published by the European Environment Agency in the Emission Inventory Guidebook (EIG) [3] and an EF set prepared within the framework of the project The Co-ordinated European Programme on Particle Matter Emission Inventories, Projections and Guidance (CEPMEIP) [4]. All of the mentioned EFs were determined by reputable agencies and it is not possible to say which of them are more representative.

The Czech EF is converted for average values of lignite and wood used for household heating and it is shown in Table 1 together with the above mentioned EFs.

2. EXPERIMENTAL

Used combustion devices and fuel. TSP experimental determination was performed on 6 combustion devices representing fundamental concepts such devices used in Czech Republic for heating requirements. These are automatic boilers, over-fire boilers, under-fire boilers, gasification boilers and fireplace stoves (Fig. 1).

![Fig. 1. Schemes of the over-fire (a), under-fire (b), automatic (c) and gasification (d) boilers, the fireplace stove (e) and classic stove (f)](image)

An over-fire boiler is a hand fired device. Fuel batch is fire-penetrated all at once, whereas flue gas goes through the whole fuel bed. Flue way is formed by a single pass. An under-fire boiler represents a hand fired device. Fuel burning from the bottom is replenished with fuel which gradually slides down into the hearth from a reservoir. Flue gas does not pass through the stoked fuel bed. Flue way is formed by three passes. A gasification boiler represents a hand fired device of a modern design with two-phase combustion. In the first phase, fuel is gasified and in the second one, gas burns in a separate combustion chamber. Flue way is formed by “one-and-half pass”. An automatic boiler represents a modern design device. Fuel is stoked automatically into a burner with the help of a screw conveyer and it burns subsequently in the under-fire way. Flue way is formed by a single pass only, though, the boiler is fitted with a deflector to capture particles. The conception of the used fireplace and classic stoves makes use of the over-fire combustion system therefore the conception corresponds to the over-fire boiler. During the tests, lignite and wood of parameters presented in Table 2 were used. In the table, $w_f$ is the total water in raw fuel, percentages of ash ($A$), carbon ($C$), hydrogen ($H$), nitrogen ($N$), oxygen ($O$),
and sulfur ($S$) refer to dry ash (superscript $d$) or raw fuel (superscript $r$). $V_{daf}^r$ is the proportion of volatile combustible, $Q^r_i$ – gross calorific power of raw fuel.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$w^r_i$ [%]</th>
<th>$A^r_i$ [%]</th>
<th>$A^d_i$ [%]</th>
<th>$C^r_i$ [%]</th>
<th>$H^r_i$ [%]</th>
<th>$N^r_i$ [%]</th>
<th>$O^r_i$ [%]</th>
<th>$S^r_i$ [%]</th>
<th>$V_{daf}^r$ [%]</th>
<th>$Q^r_i$ [MJ/kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lignite nut 1</td>
<td>27.5</td>
<td>4.18</td>
<td>5.77</td>
<td>46.9</td>
<td>3.83</td>
<td>0.650</td>
<td>16.4</td>
<td>0.620</td>
<td>51.1</td>
<td>19.1</td>
</tr>
<tr>
<td>Wood (beech)</td>
<td>9.58</td>
<td>0.83</td>
<td>0.92</td>
<td>41.1</td>
<td>5.11</td>
<td>0.09</td>
<td>43.08</td>
<td>0.22</td>
<td>85.58</td>
<td>15.68</td>
</tr>
</tbody>
</table>

**Sampling principle.** Before the measurement, the combustion devices were placed on a weigh bridge and fitted with instrumentation for determination of basic operation parameters and flue gas composition behind the boiler and in the dilution tunnel (DT). The schematic diagram of the combustion devices, connection to the DT and location of sampling points is shown in Fig. 2.

![Fig. 2. Scheme of the dilution tunnel](image)

Flue gas composition was measured in two sampling points (1 and 2). With the help of concentration of one component ($O_2$) in the sampling points, TSP concentrations determined in the DT can be converted to the condition before dilution or to the $O_2$ reference value. PM determination was performed by the gravimetric method. The principle of the measuring method is based on “isokinetic” aspiration of a gas sample from the DT (sampling point No. 2) and a capture of particular fractions. The impactor made by TCR TECORA (Fig. 3) serves for sampling of particle matter and their dividing to $PM_{10}$ and $PM_{2.5}$ fractions. It is a probe with a retainer in which fractions are separated by centrifugal forces with the help of a jet system and subsequently they are
captured on filters. The titan impactor including 2 dividing levels (for 10 μm and 2.5 μm) was made according to ISO 23210-2009 and it complies with EN13284-1.

Fig. 3. Scheme of the impactor: 1 – connection cone to sampling nozzle, 2 – I PM10 cut stage, 3 – filter locking ring, 4 – I or II stage filter cassette, 5 – expansion cone, 6 – II PM2.5 cut stage, 7 – backup filter cassette, 8 – filter holder and connection cone to sample probe

The fractions over 10 μm and 10–2.5 μm fractions get stuck on the filter with the help of centrifugal forces, the fractions below 2.5 μm get captured on the filter by sieving of the sample. For capture, filters made of microfiber glass, 47 mm in diameter, MGG type, manufactured by Munktell, were used.

Sampling was carried out in the DT of 150 mm in diameter in which, thanks to dilution, concentration of solids was lower, and constant flue gas velocity \( c \) equalled 5–6 m/s. Flue gas sample was taken with the help of a sampling track which enabled maintenance of a required flow rate and, at the same time, it provided data on sampled amount of dry flue gas under normal conditions. The main parts of the apparatus were the Bronkhorst IN-FLOW Select flowmeter and the BUSCH SV 1025C frequency controlled pump. During the experiments, temperature in the DT was ca. 60 °C. The impactor was heated to this temperature as well, with the help of electrical heating strips with regulation. The sampled amount of flue gas was always calculated for the given temperature with the help of a software delivered by TCR TECORA; the sampled amount of flue gas had to be adhered to so that sorting of particle matter was ensured for characteristic 10 and 2.5 μm diameters. Sampling velocity corresponded to the flow rate value about 2.14 \( \text{m}^3/\text{h} \). Isokinetics of sampling was provided by the choice of a nozzle with a proper diameter (12 or 14 mm).

Sampling was performed after stoking and then during a stable combustion process (the developed burning). Duration of samplings was given by the filter capacity and TSP concentration in flue gas. In most of the cases, the filter got blocked after ca. 10 min, however, at the gasification boiler, the sampling took 58 min. At stable modes, the TSP concentration was generally lower, therefore sampling periods were longer, they lasted about 30 min. In terms of burning, one sort of fuel in one combustion device, two samplings were always performed; for the automatic boiler, only one longtime sampling was performed.
After sampling, the filters (Fig. 4) were carefully removed and separated components of the impactor were rinsed with acetone into weighing bottles which were weighed beforehand. After evaporation of acetone in free air, the weighing bottles as well as filters were dried in a drier at 105 °C and subsequently cooled down in a desiccator. After cooling, the weighing bottles as well as filters were weighed on laboratory balances with 0.1 mg scale. Corresponding fractions on the filter and in the weighing bottles were summarized.

Based on flue gas velocity, it was possible to determine its flow rate in the DT and mass flow of TSP and particular fractions. Based on the known fuel consumption and calorific power, specific emissions of TSP and particular fractions in mg/kg or in g/GJ were determined subsequently.

For all the devices, sampling was performed during a stable mode which was not operator intervened (door opening, fire poking, stoking-up, ash grate moving, etc). The devices were operated on nominal heat output and under the manufacturer recommended conditions. For the hand fired devices, sampling after servicing (stoking up and ash grate moving) which is necessary at a real operation, was performed as well.

3. RESULTS OF EXPERIMENTS

In Figure 5, the results of determination of particle matter emission factors related to fuel weight are presented. Within stable modes without servicing by an operator, the highest values of specific emissions were reached when burning lignite in the stove and the over fire boiler (135 and 117 g/GJ). On the contrary, the lowest value of 10.5 g/GJ was obtained when burning lignite in the under-fire boiler. For this boiler, the influence of the combustion method and of three passes of the flue way, in which there are convenient conditions for capture of emitted particles from the under-fired lignite bed, became evident. For wood, the highest specific emissions were determined when burning in the under-fire boiler (112 g/GJ). This fact bears evidence of different characteristics of particles emitted when burning wood and lignite and also of different
properties of under-fired wood and lignite beds. Other emission factors during wood burning in the stable modes were very similar and they ranged from 39.4 to 42.6 g/GJ.

The specific emissions of sampling performed after having intervened to the burning process feature markedly different values. The highest increase of specific emissions occurred in the under-fire boiler where lignite specific emission increased to 1110 g/GJ, which represents ca. 100-fold increase. The highest absolute value was reached for the stove where the specific emission of 1770 g/GJ was determined. The increase for the stove was similar to the increase for the over-fire boiler, 7.5–15.5-fold increase occurred. The specific emission increase for the over-fire boiler and the stove is given by production of a large amount of tar matter after fuel stoking. For the rest of the tests, the increases were significantly lower; for the gasification boiler, even decrease of the specific emission occurred.

The above described unstable conditions after servicing feature different durations, from several minutes to tens of minutes. With regard to mostly significantly different values of specific emission values under unstable conditions and with regard to their duration, it is obvious that they influence the resulting values of specific emissions. In light of influence on health of living organisms, attention is paid to small (respirable) proportions. Size of particles emitted by individual combustion devices when burning particular fuels is shown in Fig. 6. Evident significant differences exist of proportions of particular fractions.
When comparing stable modes, significantly higher production of PM$_{10}$ and PM$_{2.5}$ fine fractions can be seen when burning wood. The fine particle proportion is influenced by the combustion device used. The highest proportions of fine fractions were determined for the over-fire boiler and the stove. For the over-fire boiler, PM$_{10}$ proportion ranged about 88% for lignite and over 98% for wood. As to other boilers, there were markedly lower proportions of fine fractions, namely when burning lignite. The lowest proportions were determined for the automatic boiler: PM$_{10}$ 73% and PM$_{2.5}$ 53%.

By operator intervention into the combustion process, an important change in the emitted particle size spectrum occurred. When burning lignite, a substantial increase of fine fractions occurred mostly because of operator intervention; PM$_{10}$ proportions exceeded 90% and PM$_{2.5}$ proportions ranged from 84 to 92%. A reverse trend was noted for the stove. The reverse trend was found out for wood combustion, when lower proportions of fine fractions were mostly determined after operator’s intervention. For all the boilers, a decrease of both fine fraction proportions of the order of 2–5% occurred in contrast to stable modes. For the fireplace stove, a mild increase of the fine fraction proportion occurred.

4. COMPARISON OF THE SPECIFIC EMISSION VALUES TO THE EFS USED

For the over-fire boiler and the stove, it can be expected that the TSP production decrease after stoking will not be rapid and thus the representative emission factor will
be near an average value. For the boiler, the average values are 499 g/GJ for lignite, 326 g/GJ for wood, For the fireplace stove – 71.8 g/GJ and for the classic stove – 953 g/GJ. For the under-fire boiler, a rapid decrease to the values obtained in the stable mode can be expected; moreover, the under-fire boiler features a longer stoking-up period and a longer flue way than the over-fire boiler. For the above-mentioned reasons, the representative emission factors will range near the value which was found-out for the stable mode.

When comparing to the emission factors used in the Czech Republic for yearly balances of particle matter production, there is a noticeable difference (see Fig. 5). The used factors are higher than the specific emissions obtained for the under-fire and gasification boiler. On the contrary, the specific emissions determined for the over-fire boiler correspond to EFs. For the classic stove, the specific emissions exceed the used EF more than twice. Other emission factors used in EU are also higher in comparison to the experimentally obtained values, when compared to the emissions from more up-to-date boilers and fireplace stoves. On the contrary, for the over-fire boiler and the classic stove, they are lower than the specific emissions determined by the experiment. When comparing, there is a problem of different dividing of combustion devices to new, adapted and old.

A significant difference between the used proportions for fine fractions and the actually obtained proportions can be seen at the size spectrum. The determined proportions of fine particles which originate during lignite burning are higher than for the used EFs. By contrast, proportions of fine particles which originate during wood burning are lower than for the used EFs. For wood, the differences can be caused by fuel humidity. It is presumable that the specific emissions would be higher with higher fuel humidity.

5. CONCLUSION

The measurements proved that individual small furnaces, though they burn the same fuel, feature big differences in TSP specific emissions. Aside from the over-fire boiler and classic stove, lower specific emissions than the used EFs were determined for all the boilers. As to fine fractions, we can state that the determined proportions of fine particles which originate during lignite burning are higher than for the used EFs, contrariwise proportions of fine particles which originate during wood burning are lower than for the used EFs.

When comparing proportions of fine fractions, it is evident that larger proportions of fine fractions are emitted during wood burning.

The presented results show that composition of combustion devices affects significantly the real emission balance however, it is not included into emission calculation in the Czech Republic because of lack of information.
The main parameter affecting particle matter emissions is a type (design) of a combustion device. Dividing to new, adapted and old combustion devices is not an adequate parameter for EF specification. Over-fire boilers represent an old design and they produce considerably high particle matter emissions. In the Czech Republic, this type of a boiler is one of the best sold devices. Compared to that, older under-fire, gasification or automatic boilers can produce relatively low specific emissions which, in addition, are not influenced by servicing very much.

Fuel sort and combustion process setup has a big influence as well. The authors find EF specification for combination of fuel and a combustion device type more suitable for calculation of emission balances of small furnaces.

The presented specific emissions from individual combustion devices will be precised by repeated sampling. Experiments with other fuels will be performed.
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IMPACT OF RAW WATER QUALITY ON OPERATION OF VARIABLE DECLINING RATE FILTER PLANTS

According to some numerical models of variable declining rate filters in a bank changes in raw water quality do not interfere with values of flow rates through filters as long as subsequent backwashes in a plant start always for the same water surface level above filter media. This simple operational rule was previously tested numerically. Now some results of experimental tests are also presented. Laboratory experiments confirm the operational rule predicted theoretically and supported by numerical computations.

1. INTRODUCTION

Despite intensive development of modern membrane techniques such as micro- and ultrafiltration [1, 2], traditional rapid filters are still widely used in water treatment to remove natural suspended matter or that produced in the process of coagulation, as well as iron and magnesium compounds [3]. In the first drinking water treatment plant applying Pall Aria™ membrane technology in Poland (Sucha Beskidzka), rapid filtration is used as a water pretreatment process which was recognized to be necessary for economical operation of 0.1 μm hollow fibre membranes. Lack of using chemicals for cleaning purposes makes rapid filtration not only economical, but also environmentally friendly technology. Though perhaps low-pressure membrane processes will dominate water purification systems in the future, yet their widespread use is limited due to their short life caused by fouling [1, 2]. Rapid filters owing to simple backwash system are allowed to work for long time at adequate pressure and capacity. However, frequent washing of rapid filters disrupts stable work of the station and causes sudden changes in flow-rate and pressure. VDR filters operation system significantly reduces these changes giving economic benefits by lengthening filter cycle and decreasing backwash frequency.
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Variable declining rate filters (VDRF) are equipped with orifices installed at outflows of filtrate from each filtration unit. These orifices create head losses of turbulent nature. Inflows to all filters are located below the lowest possible water level above filter media. The friction to flow created by pipes and valves should be negligible in comparison with the head loss of flow through the plants so water surface above filters fluctuates in time but essentially the same above all filters in any moment. Filters are backwashed in the same order. The backwash of the next filter starts when water surface above filters reaches a given level which should be calculated. Flow rates through all filters change rapidly just after each subsequent backwash in the plant which is illustrated in Figs. 1, 2. During a backwash one of units is out of service, thus the remaining filters accept more raw water. The consequence of the sharp water level rise is a sudden increase in filtration velocities. After a backwash, the clean filter is put into the service again and is operated with the highest flow rate in the plant. As each of the filters is backwashed at different moments, they are operated under different flow rates. More details about VDRF construction and operation can be found elsewhere [4–8].

Variable declining rate filters control systems are designed for stable operational conditions including temperature and quality of raw water. Such stable conditions are fulfilled only when deep groundwater is being treated, are somewhat realistic for filtering infiltration water and totally unfeasible for treatment of surface water. The discrepancies between theoretical assumptions considered at the designing step and reality do not stimulate application of theory into routine design methods. However, in our recent papers [9, 10] we have deduced that according to two different mathematical models as long as the raw water temperature is constant, the flow rates are practically
the same after sudden change in raw water quality if only the backwashes start for the same water level above all filters.

A rule for the operation of variable declining rate (VDR) filter plants under conditions of sudden changes in influent water turbidity has been tested using a mathematical model based on the unit bed element (UBE) approach. A UBE model developed by Mackie and Zhao [11] and adapted for Variable Declining Rate operation was used to investigate a plant behaviour in response to rapid changes in raw water quality. Two different cases have been considered. In the former, only the concentrations of solid particles were the subject of change and in the latter the particle size distribution changed as well. Numerical simulations were carried out under backwashing starting when the water level above the filters reached the same level (Fig. 1). It was found that this resulted in almost identical flow rates through each of the filters, but the length of filter runs, and the effluent quality were significantly different (Fig. 2). In conclusion for waters of stable temperature but different turbidities, backwashing should start for the same water level above the media, even if the raw water quality changes. None reliable mathematical models exist applicable for coagulated suspension flow through porous media, thus this conclusion has to be verified experimentally.

2. LABORATORY SET-UP

A four filtration column pilot plant has been constructed at the Cracow University of Technology. The columns were equipped with orifices installed at outflows and
operated in a variable declining rate manner. Two photographs of the laboratory set-up are presented in Figs. 3 and 4.

Fig. 3. Suspension tanks and flocculators located at the upper floor

Fig. 4. Filtration columns located at the lower floor (below flocculators)

Suspensions kept in three tanks were in continuous movement due to internal recirculation and mechanical stirring. Three different suspensions, all of the same tem-
U
per temperature equal to 16 °C but of different concentrations of suspended solids were prepared and used one by one. Each time suspension was pumped to a device controlling flow rate. This device was equipped with an orifice of an adjustable position enabling a precise adjustment of flow rate to a requested value. Then aluminium sulfate (5 wt. %) was injected to suspension streams just before four flocculators. The doses of coagulant were previously predicted in jar tests in function of concentration of clay suspension. Mechanical flocculators were divided into three compartments. The Stein–Camp gradient of mixing was about 80 s⁻¹ at the last compartment. After flocculation, suspension was directed to the system of filtration columns operated under a variable declining rate control system. The inside diameter of the columns was 0.098 m. Each column was equipped with a flowmeter and the total outflow from the plant was recorded again to verify the readings. The relative errors of flow rate measurements were below 0.5% in the range of flow rates from \( q_1 \) to \( q_4 \), where subscripts refer to the number given to each of filtration column starting from the one just after a backwash \( q_1 \) and ending at the one just before its backwash \( q_4 \).

**Table 1**

<table>
<thead>
<tr>
<th>Fraction diameters [mm]</th>
<th>Content [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4–0.5</td>
<td>10.0</td>
</tr>
<tr>
<td>0.5–0.63</td>
<td>18.8</td>
</tr>
<tr>
<td>0.63–0.8</td>
<td>31.2</td>
</tr>
<tr>
<td>0.8–1.0</td>
<td>36.1</td>
</tr>
<tr>
<td>1.0–1.25</td>
<td>3.9</td>
</tr>
</tbody>
</table>

The gradation of sand used in the experiments is summarized in Table 1. The sand is quite fine in comparison with Polish standards and it follows rather British guidelines.

3. METHOD

The experimental filter plant was supplied with clay suspension of the concentration of suspended solids of 7 mg/dm³ coagulated with 7.5 mg/dm³ of aluminium sulfate \( \text{Al}_2(\text{SO}_4)_3\cdot14\text{H}_2\text{O} \) for a period covering three backwashes of each of the column. This introductory period was necessary to prepare the filter media resistance to flow, different for each of the filtration columns and corresponding to values appropriate for the variable declining rate operation with a given value of the total head loss of flow through the media, the drainage and the orifice just before a subsequent backwash in a plant \( H \) and to the height of water surface fluctuations above filter media between backwashes \( h_0 \). Values of \( H \) and \( h_0 \) were the same during the introductory period and then identical till the end of the experiments. Flow rates through filtration columns after
completing the third backwash for each of the columns were almost identical to flow rates after completing the second backwash thus it seemed that the columns were ready for starting the major part of the experiment. In this part, clay suspensions of various origins, solids gradation and suspended solids concentrations were supplied from each of three suspension tanks one by one. The dose of alum was adjusted to each of the three suspensions as predicted previously in jar tests. These doses had much more visible impact on head losses development in filtration columns than the concentrations of clay suspended solids used in the experiments. The rotation speed of the stirrer was the same the whole time but due to different doses of coagulant it was expected that flocculation produced flocs of different sizes, thus also of different densities [13]. Some microscope observations of flocules and flocs supported this hypothesis.

4. RESULTS

The operation of the laboratory filtration plant was conducted starting the backwashes from the same value of $H$ as applied in the primary part of the experiments. The water surface level was subject to dynamical changes and backwashed intended to be uniquely long but in practice they differed a little, thus the lowest head loss of flow through filtration columns equal to $H - h_0$ not always was exactly the same. The differences did not exceed however the average value by ±2 cm. Moreover, the same period of taking one of the filters out of service for backwash resulted in different clogging of remaining filter media depending on suspension actually used for the plant supply. A pattern of the fluctuations of water surface and changes in flow rates in time are presented in Figs. 5 and 6.

![Graph showing water surface fluctuations](image)

*Fig. 5 Experimental time dependence of water surface fluctuations above filter media. $h$ denotes the total head loss of flow through filter media, drainage and orifice.*
For the plant operation based on starting backwashes when the water surface reached the same level, the flow rates illustrated in Fig. 6 remained essentially the same in spite of different suspensions used and visibly different periods between subsequent backwashes in the plant. If one of flow rates tended to increase or decrease between subsequent backwashes in the plant, then at least another one behaved oppositely because the total flow ratio of inflow remained the same and the accumulation of water above filter media is limited. The average values of flow rates were denoted in Fig. 6 by horizontal solid lines.

5. CONCLUSIONS

The experiments confirmed our previous expectations [9, 10] that as long as the suspension temperature is constant changes of raw water quality do not disturb the water flow distribution among VDR filters if only all backwashes in the plant start exactly when the water surface level above filter media reaches the same value $H$. This refers to both series of experiments in which first only the concentration of suspension and then also suspended solids size diameters were subjects of changes. Thus in the same season this simple rule may be applied to keep the same flow rates through filters, and what is more important, the same pattern of filter media resistances to flow at the end of each subsequent backwashes in the plant. Unfortunately, adjusting the flow rate self control system to different temperatures (different seasons) requires more substantial changes [7] in operation as turbulent head losses in drainage and orifices do not depend on temperature but in filter media does.
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