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Abstract

Background: Software product maintainability prediction (SPMP) is an important task to control
software maintenance activity, and many SPMP techniques for improving software maintainability
have been proposed. In this study, we performed a systematic mapping and review on SPMP
studies to analyze and summarize the empirical evidence on the prediction accuracy of SPMP
techniques in current research.

Objective: The objective of this study is twofold: (1) to classify SPMP studies reported in the
literature using the following criteria: publication year, publication source, research type, empirical
approach, software application type, datasets, independent variables used as predictors, dependent
variables (e.g. how maintainability is expressed in terms of the variable to be predicted), tools
used to gather the predictors, the successful predictors and SPMP techniques, (2) to analyze
these studies from three perspectives: prediction accuracy, techniques reported to be superior in
comparative studies and accuracy comparison of these techniques.

Methodology: We performed a systematic mapping and review of the SPMP empirical studies
published from 2000 up to 2018 based on an automated search of nine electronic databases.
Results: We identified 82 primary studies and classified them according to the above criteria.
The mapping study revealed that most studies were solution proposals using a history-based
empirical evaluation approach, the datasets most used were historical using object-oriented software
applications, maintainability in terms of the independent variable to be predicted was most
frequently expressed in terms of the number of changes made to the source code, maintainability
predictors most used were those provided by Chidamber and Kemerer (C&K), Li and Henry (L&H)
and source code size measures, while the most used techniques were ML techniques, in particular
artificial neural networks. Detailed analysis revealed that fuzzy & neuro fuzzy (FNF), artificial
neural network (ANN) showed good prediction for the change topic, while multilayer perceptron
(MLP), support vector machine (SVM), and group method of data handling (GMDH) techniques
presented greater accuracy prediction in comparative studies. Based on our findings SPMP is still
limited. Developing more accurate techniques may facilitate their use in industry and well-formed,
generalizable results be obtained. We also provide guidelines for improving the maintainability of
software.
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1. Introduction

Maintainability of a software product is defined
in SWEBOK [1] as a quality characteristic that
“must be specified, reviewed, and controlled dur-
ing the software development activities in order
to reduce maintenance costs”. Many techniques
for software product maintainability prediction
(SPMP) have been proposed as a means to bet-
ter manage maintenance resources through a de-
fensive design [2]. However, predicting software
maintainability remains an open research area
since the maintenance behaviors of software sys-
tems are complex and difficult to predict [3].
Moreover, industry continues to search for appro-
priate ways to help organizations achieve reliable
prediction of software product maintainability.

A number of studies have been conducted in
this context [4-9]. For instance, Riaz et al. [4]
conducted a systematic literature review (SLR)
on a set of 15 primary studies dating from 1985
to 2008 to investigate techniques and methods
used to predict software maintainability. They
found that the number of studies varied from
one to two per year illustrating that this re-
search topic was still in emergence in 2008 and
had not yet reached a certain level of maturity.
Moreover, they showed that the choice among
prediction models for maintainability was not ob-
vious (12 out of 15 studies had proposed models).
Size, complexity and coupling were commonly
used independent variables for maintainability,
while maintainability expressed in terms of an
ordinal scale based on expert judgment was the
most commonly used dependent variable. A sub-
sequent SLR (from 1985 to 2010) by Riaz [5]
identified seven primary studies that focused on
relational database-driven applications (RDBAS).
The results showed little evidence for maintain-
ability prediction for relational database-driven
applications. He found that: expert judgment
was the most common prediction technique, cou-
pling related measures were the most common
predictors, and subjective assessment was the
most common dependent variable.

Orenyi et al. [6] conducted a survey on
object-oriented (OO) software maintainability
using a set of 36 studies published between 2003

and 2012. The authors investigated the use of
a quality model, sub-characteristics or measures
and techniques, and noted that regression analy-
sis techniques were the most used (31% of the 36
studies). Dubey et al. [7] provided an overview
of a set of 21 studies on maintainability tech-
niques for OO systems published between 1993
and 2011. In these latter two studies (not SLRs)
the authors did not provide a detailed analysis.
Fernandez-Saez et al. [8] conducted a systematic
mapping study (SMS) on a set of 38 primary
studies (collected from 1997 to 2010) in order to
discover empirical evidence related to the use of
UML diagrams in source-code maintenance and
the maintenance of UML diagrams themselves.
They found that “the use of UML is beneficial
for source code maintenance, since the quality
of the modifications is greater when UML dia-
grams are available, and most research concerns
the maintainability and comprehensibility of the
UML diagrams themselves”. To explore the use
of UML documentation in software maintenance,
the authors have published results from a survey
of software industry maintenance projects [9]
by 178 professionals from 12 different countries.
The findings were summarized as follows: “59%
indicated the use of a graphical notation and 43%
UML, most effective UML diagrams for software
maintenance were class, use case, sequence and
activity diagrams, the benefits of using UML
diagrams result in less time needed for a better
understanding and, thus an improved defect de-
tection, and larger teams seem to use UML more
frequently in software maintenance”.

A summarized context of this related work is
presented in Table 1 in terms of: purpose of the
study, research or mapping questions addressed,
type of study (SLR, SMS or another form of
literature review, such as survey, review, etc.),
period of collection, and the number of primary
studies for each study.

As can be seen from Table 1, while all stud-
ies shared an interest in the maintainability of
the software, they focused on different aspects
or topics within the field. The period of col-
lection and number of primary studies varied
among the reviews. Only three studies conducted
a rigorous review with SLR and SMS addressing
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Table 1. Summarized context of related work

Study ID  Purpose Research or mapping ques- Type Period of #of
tions addressed collection studies

[4] Understand the state of the 1) techniques, 2) accuracy =~ SLR  1985-2008 15
art of the software maintain- measures, 3) independent
ability prediction techniques variables, 4) dependent vari-
and metrics. ables.

[5] Understand the state of the 1) techniques, 2) accuracy  SLR 1985-2010 7
art of the software maintain- measures, 3) independent
ability prediction techniques variables, 4) dependent vari-
and metrics in RDBAs. ables.

[6] Review existing studies in  Not provided Survey  2003-2012 36
the area of OO software
maintainability = measure-
ment.

[7] Review of studies on soft- Not provided Survey  1993-2011 23
ware maintainability model
with OO system.

[8] Review of studies on mainte- 1) UML Diagrams, 2) depen- ~ SMS 1997-2010 38
nance of UML diagrams and  dent variable, 3) state of the
their use in the maintenance art, 4) factors
of code.

[9] Survey on the use of UML  Not provided Survey February —

in software maintenance in
order to gather information
and opinions from a large
population.

to April
of 2013

some research or mapping questions. The SMS
[8] focused on empirical studies concerning the
maintenance of UML diagrams and their use in
the maintenance of code. However, the scope of
this study was broader and focused not only on
UML diagrams but also provided a state-of-the
art review of software product maintainability
prediction in general. The SLR [4] addressed
four research questions (see Table 1), while our
study addressed additional questions related to
publication trends, publication sources, research
types, empirical approaches, software application
types, datasets, and tools used to gather these
independents variables. Moreover, in our study,
to provide answers to the mapping questions,
we classified the selected studies according to
a set of proposed criteria, whereas study [4] only
extracted data for some research questions, pre-
senting them in tables as reported in the primary
studies without providing any analysis. Further-

more, none of the previous studies dealt with the
accuracy of SPMP techniques whereas our study
analyzes and summarizes the evidence regarding
prediction accuracy of SPMP techniques as well
as identifies the most accurate in comparative
studies.

Since the publication of SLRs [4, 5] and SMS
[8] studies a number of new empirical studies
have been published, some proposing new tech-
niques, such as machine learning techniques, oth-
ers evaluated existing ones, while still others pro-
vided comparative studies to identify the most
accurate. Furthermore, since the first SLR on
software maintainability was published in 2008,
it was important to investigate what further re-
search had occurred since. Moreover, the number
of primary studies investigated was very small
(from 7 to 15) and the results obtained cannot
be conclusive. To establish the state-of-the-art
on this topic and reach a certain level of external
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validity [4], research published during the last 10
years of studies providing empirical validation
of their finding needs to be investigated. This
study differs from previous reviews in several
ways: it provides an up-to-date state-of-the-art
review of SPMP (from 2000 to 2018), the search
was conducted on nine digital libraries, a set
of 82 primary studies were selected, and clas-
sification criteria were proposed for purposes
of detailed and precise analysis of the results.

A set of eight mapping questions (MQs) were

addressed related to: (1) publication year, (2)

publication source, (3) research type, (4) empiri-

cal approach, (5) software application type, (6)

datasets, (7) independent variables (e.g., factors

used as predictors) and dependent variables (e.g.,

how maintainability is expressed in terms of the

variable to be predicted), and (8) techniques used,
as well as a set of three research questions (RQs)
related to: (1) prediction accuracy, (2) techniques

reported superior in comparative studies and (3)

accuracy comparison of these techniques (see

Table 2). Therefore, the objective of this study

was twofold:

— to classify SPMP studies according to the
proposed criteria (see Table 3), and,

— to analyze and summarize the empirical evi-
dence of SPMP technique accuracy prediction
in current research.

The rest of the paper is organized as fol-
lows. Section 2 presents the methodology used
to conduct the study including the mapping and
research questions to be addressed, the research
strategy and selection of the primary studies.
Section 3 summarizes the results by providing
answers to the mapping questions. Section 4
provides the results of the research questions.
Section 5 presents the threats to validity of the
work. Section 6 offers conclusions and possible
future directions.

2. Research methodology

In this study, we used the guidelines of Petersen
et al. [10] for conducting systematic reviews,
which include planning, conducting and report-
ing. According to Kitchenham, “Systematic Map-

ping Studies (SMS) use the same basic method-
ology as SLRs but aim to identify and classify all
research related to a broad software engineering
topic rather than answering questions about the
relative merits of competing technologies that
conventional SLRs address” [11]. In the planning
step, the review protocol was developed which
describes the procedure for conducting the re-
view. The steps of this protocol are summarized
as follows: (1) establishment of a set of map-
ping and research questions to address the issues
related to the review, (2) identification of the
search strategy including identification of search
terms, selection of sources to be searched, and
the search process, (3) selection of the set of
primary studies using inclusion and exclusion
criteria, (4) mapping of publications by extract-
ing data from each selected study, and (5) data
synthesis by grouping the overall results in order
to facilitate analysis and provide answers to the
mapping and research questions. The protocol
was established by holding frequent meetings
between authors. A detailed description of each
of these steps is provided in the following sub-
sections.

2.1. Mapping and research questions

In addition to our primary motivation to provide
and summarize evidence from published empir-
ical studies on SPMP, according to our set of
criteria, we identified eight mapping questions
(MQs) and three research questions (RQs) — see
Table 2.

The MQs are related to the structuring of the
SPMP research area with respect to the proper-
ties and categories described in Table 3. These
categories are defined and explained in the Ta-
bles Al and A2 in the Appendix.

2.2. Search strategy

The search strategy used to identify the primary
studies included the following steps: identify the
search terms, apply these search terms to elec-
tronic databases to retrieve candidate studies,
use the search process to ensure that all relevant
studies are identified.
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Table 2. Mapping and research questions

To identify the publication trend of SPMP studies over time.
To identify what and how many publication sources for SPMP

To identify the different research types used in SPMP studies.
To identify the empirical approaches that have been used to
validate SPMP techniques.

To identify the software application types on which the SPMP

To identify the datasets used for SPMP empirical studies,
including the number of projects in the empirical studies.

To identify: A) How maintainability was expressed in terms
of the variable to be predicted (e.g., dependent variable). B)
What measures or factors were used as predictors (i.e., in-
dependent variables) for SPMP. C) Successful predictors for
maintainability as reported by the selected studies. D) Tools
used to gather predictors.

To identify and classify the techniques used in SPMP studies.

To identify to what extend the SPMP techniques provide
accurate prediction.
To identify SPMP techniques reported to be superior in com-

1D Mapping questions Motivation
MQ1 How has the frequency of SPMP
studies changed over time?
MQ2 What are the main publication
sources? studies.
MQ3 What research types were used?
MQ4 What empirical approaches were
used?
MQ5 What types of software applica-
tions were used? studies focused.
MQ6 What datasets were used?
MQ7 What dependent and independent
variables were used?
MQ8 What techniques were used in
SPMP?
1D Research questions Motivation
RQ1  What is the overall prediction ac-
curacy of SPMP techniques?
RQ2 Which SPMP techniques were re-
ported to be superior in compara- parative studies.
tive studies?
RQ3  Which of the SPMP techniques

reported to be superior in compar-
ative studies also provided greater
accuracy?!

To compare SPMP techniques that have been reported to be
superior in the comparative studies using the same prediction
context in terms of accuracy prediction.

2.2.1. Search terms

— Identify synonyms and alternative spellings
for the main terms.

The search terms were identified based on the
MQs and RQs by identifying keywords, synonyms
and alternative spellings. The main search terms
were: “maintainability”, “empirical”, “software”,
“prediction”, and “technique”. Table 4 provides
the main search terms and their alternatives
spellings. As can be seen from Table 4, for alter-
native terms related to maintainability we consid-
ered all the maintainability sub-characteristics
proposed in the standard ISO 9126 and used in
previous SLRs [4, 5].

The search terms were derived using the fol-
lowing series of steps [12]:
— Define the main search terms matching the

mapping questions listed above.

— Use the Boolean OR to concatenate synony-
mous and alternative terms in order to re-
trieve any record containing either (or all) of
the terms.

— Use the Boolean AND to connect the main
terms in order to retrieve any record contain-
ing all the terms
The following set of search terms were used

to extract the primary studies: “(maintainability

OR analyzability OR modifiability OR testa-

bility OR compliance OR stability) AND (em-

pirical* OR evaluation* OR validation® OR
experiment® OR control* experiment OR case
study OR survey) AND (software product OR
software OR application OR. system OR. soft-
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Table 3. Classification criteria

Property

Categories

Research types

Empirical
approaches
Software applica-

tion types

Datasets

Independent
variables

Techniques

Solution proposal (SP), evaluation research (ER)

History-based evaluation (HbE), case study (CS), experiment or family of experiments
(Ex)

Object-oriented applications (OOA), procedure-oriented applications (POA), web-based
applications (WbA), service-oriented applications (SOA), component-based applications
(CbA), not identified (NT)

Software engineering researchers (SER), open source software systems/projects (OSS),
private software projects/systems (PSP) dependent variable change, expert opinion,
maintainability index, maintainability level, maintainability time, others

Chidamber and Kemerer (C&K), Li and Henry (L&H), class diagram, source code size,
McCabe complexity (McCabe), software quality attributes, Martin’s measures, Halstead
measures, Brito e Abreu and Carapuca (BA&C), factors, coding rule measures, quality
model for object-oriented design (QMOOD) measures, maintainability index (MI),
web-based application (WbA) measures, Jensen measures, effort measures, sequence
diagram, Lorenz and Kidd (L&K) measures, fault measures, database measures

Machine learning (ML), artificial neural network (ANN), fuzzy & neuro fuzzy (FNF),
regression & decision trees (DT), case-based reasoning (CBR), Bayesian networks (BN),
evolutionary algorithm (EA), support vector machine & regression (SVM/R), induc-
tive rule based (IRB), ensemble methods (EM), clustering methods (CM); statistical:
regression analysis (RA), probability density function (PD), Gaussian mixture model
(GMM), discriminant analysis (DA), weighted functions (WF), stochastic model (SM)

Table 4. Search terms

Main terms

Alternative terms

evaluation, validation, experiment, control experiment, case study, survey

maintainability  analyzability, modifiability, testability, stability, compliance
empirical

software software product, software, application, system, software engineering
prediction prediction, evaluation, assessement, estimation, measurement
technique method, technique, model, tool, approach

ware engineering) AND (predict* OR evaluat*
OR assess™ OR estimat®* OR measur®) AND
(method* OR technique* OR model* OR. tool*
OR approach*)”

2.2.2. Literature resources

To search for primary studies, nine relevant and
important digital libraries in software engineering
used in previous SLRs and SMSs [4, 5, 12] were
chosen, which included journals, books, and con-
ference proceedings from: IEEE Xplore, Science
Direct, Springer Link, Ebsco, ACM Digital Li-
brary, Google Scholar, Scopus, Jstore, and DBLP.
The preconstructed search terms established in

the first step were applied to this set of nine digi-
tal libraries. The search focused on title, abstract
and keywords, and ranged from 2000 to 2018.

2.2.3. Search process

To ensure selection of the maximum number of
studies related to SPMP, a first round search (au-
tomated) was performed using the search terms
on each digital library to gather the overall set of
candidate studies. A second search round (man-
ual) was performed, which consisted of examining
the reference lists of the set of candidate studies
in order to identify new candidates based on
the title. If the full study was not available, the
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authors were contacted to obtain a copy of the
published work.

2.3. Study selection

After applying the search process, the full text of
the candidate studies retrieved were assessed by
two authors according to the following inclusion
and exclusion criteria.

— Inclusion criteria (IC): (1) empirical stud-
ies addressing prediction or assessment of
software product maintainability and/or its
sub-characteristics, (2) empirical studies us-
ing SPMP techniques.

— Exclusion criteria (EC): (1) studies that
discuss the process of software maintenance,
(2) studies that concentrate on software
maintainability generally and do not present
a technique to predict the software maintain-
ability, (3) studies published before 2000, (4)
short studies (2-3 pages), (5) secondary stud-
ies, and (6) studies by the same author; if
results were the same in both studies, the
most recent was used, otherwise both studies
were used.

The study was retained if it satisfied both
inclusion criteria, and rejected if it did not sat-
isfy at least one of the exclusion criteria. Once
applied, the decision to retain or reject the study
depended on the evaluation of the two authors.
In case of doubt or disagreement, a discussion
based on review of the full text ensued until
an agreement was reached. Duplicate titles and
titles out of scope of the review were rejected.

2.4. Study quality assessment

Quality assessment (QA) criteria were used to
assess the relevance of the candidate studies. QA is
necessary in order to limit bias in conducting map-
ping and review studies, to gain insight into poten-
tial comparisons and to guide the interpretation
of findings [12]. The quality of the relevant studies
was evaluated based on seven questions as follows:
— QAZ1: Are the objectives of the study clearly
described and appropriate?
— QAZ2: Are the factors or measures used as
predictors of maintainability defined?

—  QAS3: Are the datasets adequately described?

— QA4: Are the SPMP techniques well-pre-
sented and defined?

— QAS5: Is the accuracy criteria well-presented
and discussed?

— QAG: Is the most accurate technique clearly
stated?

— QAT: Are the findings of the study clearly
stated and presented?

These questions have three possible answers:
“Yes”, “partially”, and “No”. These answers are
scored as follows: (+1), (4+0.5), and (0) respec-
tively. The quality score for each study was com-
puted by summing up the scores of the answers
to the QA questions. The maximum score for
all questions is 7 and the minimum 0. Studies
that scored greater than 50% of the perfect score
were considered for the review as in [4, 12]. The
QA was performed independently by two of the
authors. In the case of disagreement, the two au-
thors discussed the issue until a final consensus
was reached. After applying the QA criteria, 82
primary studies with an acceptable quality score
(i.e., more than 3.5) were selected. The detailed
quality scores for each study are presented in
Table A3 in the Appendix.

2.5. Data extraction and data synthesis

A data extraction form was completed with
information for each selected primary study to
determine which apply to one of more of the
mapping or research questions. Two independent
researchers performed the extraction. In the case
of disagreement, a discussion was held to reach
consensus after a thorough review of the study.
To facilitate synthesis and analysis of the data,
the information collected was tabulated and
grouped into a file (see Table 5). Various visual-
ization techniques (such as charts and frequency
tables, etc.) were used to synthesize the data,
accumulate and combine facts from the selected
primary studies in order to formulate answers
to the mapping and research questions. A nar-
rative summary reports the principal findings
of the study, including collection of a number
of studies that state similar and comparable
viewpoints.
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Figure 1. Search process steps and results

3. Mapping Results

To conduct the study the process defined dur-
ing the planning phase was implemented. Data
retrieval, study selection, data extraction, and
data synthesis were executed according to the
review protocol developed by the authors. To
begin with, the protocol was carried out by the
first author in order to search studies related
to the SPMP area. The first and second author
then discussed the candidate studies after remov-
ing duplicates. Finally, the selected studies were
checked by reading the full text of each study
in order to confirm whether the paper was to
be included or excluded from the list of primary
studies. In cases of disagreement, the authors
discussed the studies until an agreement was
reached.

Figure 1 presents the search steps together
with their corresponding results: (1) Applying
the search terms on the nine online databases
resulted in 41341 studies, (2) Removing duplicate
studies and those not related to the SPMP topic
resulted in 341 candidate studies, (3) Applying
the inclusion and exclusion criteria resulted in
75 relevant studies, (4) Scanning the list of refer-

ences and citations resulted in seven more studies
for a total of 82 relevant studies (see Table A4
in the Appendix for the summary of the search
results). All 82 studies were retained since they
had an acceptable quality score (see Table A5 in
the Appendix).

This section presents and discusses the re-
sults obtained from review of the 82 primary
studies by providing answers to the mapping
questions (MQ1-8) in the following subsections.
The classification of each of the selected stud-
ies was based on the established classification
criteria (see Table 3, and Tables Al and A2 in
the Appendix) and can be found in Table A6 in
the Appendix.

3.1. Publication years (MQ1)

Figure 2 presents the distribution of SPMP stud-
ies per year, beginning in 2000. Interest in SPMP
increased slowly over the decade from 2003 to
2010, reached a peak in 2012 and in 2017 (10
and 11 studies, respectively) and decreased there-
after while remaining relatively high between
2012 and 2017. Only three studies are shown for
2018 since most of the published studies were
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Table 5. Data extraction form

Data extractor

Data checker

Study identifier

Name of database
Publication year

Author name(s)

URL

Article title

M@Q2: Publication source

MQ3: Research type (see Table 3 and Table Al in the Appendix)
MQ4: Empirical approach type (see Table 3 and Table A2 in the Appendix)

MQ5: Software application type (see Table 3)

MQ6: Datasets (see Table 3)
— Categories of datasets
— Historical datasets: name and number of projects

MQ7: Dependent and independent variables (see Table 3)

— Common types of factors or measures used as independent variables (predictors).

— Common types of factors or measures used as dependent variables.

— Successful predictors of maintainability as reported in the selected primary studies.

— Tools (tool name, description).

MQ8: Techniques (see Table 3)

— Categories of techniques: statistical and machine learning.

RQ1: Prediction accuracy
— Most used accuracy criteria.

— Accuracy prediction of SPMP techniques per most used dependent variable topics (identified in MQ7).

RQ2: SPMP techniques reported to be superior in comparative studies
— Techniques reported to be superior in comparative studies.

— Strengths and weakness of these techniques.

— Techniques having been reported to be superior and not.

RQ3: Accuracy comparison of the SPMP techniques identified in RQ2
— Selection of studies under the same prediction context (e.g., dataset, accuracy criteria, etc.).
— Accuracy comparison of SPMP techniques under this context.

— Selection of the most accurate SPMP techniques.

not yet online at the time the SMS was con-
ducted.

3.2. Publication sources (MQ2)

Table 6 presents the distribution of the selected
primary studies over publication sources. Only
six journals (LJCA, JC, IST, IJSAEM, ESE,
and JSS), six conferences (SIGSOFT, QR2MSE,
ICSM, ICRITO, ICACCI, and CSMR) and

one symposium (HASE) had more than one
selected study. The other publication sources
had only one study and have been grouped
into others.

Figure 3 shows graphically the distribution
of primary studies by source. Of the 82 selected
studies, 41 (50%) were published in journals,
34 (42%) at conferences, four (5%) at a sym-
posium, two (2%) in a workshop, and one (1%)
a chapter.
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Figure 2. Distribution of selected SPMP studies per year
Table 6. Publication sources
Source Type #of studies  Percentage
Information and Software Technology (IST) Journal 4 5%
Journal of Systems & Software (JSS) Journal 4 5%
International Journal Computer Applications (IJCA) Journal 3 4%
Empirical Software Engineering (ESE) Journal 3 4%
Journal of Computing (JC) Journal 2 2%
International Journal of System Assurance Engineering and  Journal 2 2%
Management (IJSAEM)
SIGSOFT Software Engineering Notes (SIGSOFT) Conference 2 2%
International Conference on Quality, Reliability, Risk, Mainte- Conference 2 2%
nance, and Safety Engineering (QR2MSE)
IEEE International Conference on Software Maintenance Conference 2 2%
(ICSM)
European Conference on Software Maintenance and Reengi- Conference 2 2%
neering (CSMR)
International Conference on Reliability, Infocom Technologies Conference 2 2%
and Optimization (ICRITO)
International Conference on Advances in Computing, Commu- Conference 2 2%
nications and Informatics (ICACCI)
International Symposium on High Assurance Systems Engi- Symposium 2 2%
neering (HASE)
Others (conference, symposium, journal, chapter, workshop) 1 each source 63%

3.3. Research types (MQ3)

Two main research types were identified from
the selected studies: solution proposal (SP) and
evaluation research (ER). Figure 4 shows that SP
was the most frequently used (48 studies or 59%)
followed by ER (34 studies or 41%), indicating
that the goal of researchers was to propose new

techniques or adapt old ones (SP), and then eval-
uate and/or compare existing techniques (ER) to
improve SPMP. Furthermore, of the 82 selected
studies, 41 (50%) conducted comparative stud-
ies to identify the most relevant techniques for
predicting software product maintainability of
which 14 (34%) were SP studies and 27 (66%)
were ER studies.
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3.4. Empirical approaches for validating

SPMP techniques (MQ4)

Figure 5 shows the three main empirical ap-
proaches used to validate SPMP techniques,
which are history-based evaluation (HbE), ex-
periment (Ex), and case study (CS). From Fig-
ure 5, HbE and Ex were the most frequently
employed approaches: 48 studies (58%) were em-
pirically validated on previously completed soft-
ware projects (HbE) and 26 studies (32%) were
validated under controlled conditions (Ex).

As shown in Table 7, the number of studies
using these two approaches has increased over
time. Note that only eight out of 82 (10%) of
selected studies investigated an SPMP technique
in a real-life context through a case study (CS).

3.5. Software application types (MQ5)

To validate SPMP techniques, the selected stud-
ies used data from different types of software

u Solution Proposal

B Evaluation Research

Comparative studies

applications. A set of four main types were iden-
tified: object-oriented applications (OOA), pro-
cedure-oriented applications (POA), web-based
applications (WbA), service-oriented applica-
tions (SOA), and component-based applications
(CbA).

Figure 6 shows that OOA were the most fre-
quently used with 65 studies (79%), followed by
POA and SOA with four studies, each (5%), WbA
with two studies (2%), and CbA with one study
(1%). The remaining studies, denoted by NI (Not
Identified), did not specify the type of software ap-
plications studied. The high percentage for OOA
to empirically validate SPMP techniques is due
to the use of historical datasets (MQ6), most of
which involved object-oriented projects. Moreover,
based on the distribution of primary studies using
empirical approaches (MQ4) by software applica-
tion type (MQ5), it can be seen in Figure 6 that
OOA were frequently used in three empirical ap-
proaches: history-based evaluation (HbE) was the
most frequently used, followed by experiment (Ex),
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Table 7. Distribution of SPMP empirical approaches per time period

Empirical approach 20002005 2006-2011 20122018 Total
History-based evaluation (HbE) 10 36 48
Experiment (Ex) 4 17 26
Case Study (CS) 5 2 8

and then case study (CS). Three other software

application types were used less frequently: POA

was only used in HbE and Ex approaches, WbA was
used equally in CS and Ex approaches, SOA was
only used in HbE, while CbA was only used in CS.

Figure 7 shows the frequency of research
types (MQ3), empirical approaches (MQ4) and
software applications types (MQ5). It can be
remarked that:

— OOA were the most frequently studied in
both research types (31 for evaluation re-
search and 34 for solution proposal),

- POA, WbA, SOA, and CbA software appli-
cation types were less used (eight studies for
solution proposal research), and

— the remaining six studies did not clearly iden-
tify the software applications types consid-
ered.

Moreover, almost all evaluation research stud-
ies (31 of 34 studies) used the HbE evaluation
approach while the majority of solution proposal
studies used either Experiment (23 studies) or
HbE evaluation (17 studies) approaches. The
case study approach was less used and only in
solution proposal (eight studies).

3.6. Datasets (MQ6)

A variety of datasets from various sources were
used in the selected the primary studies. Three

main categories of datasets based on their origin

were identified:

—  Software engineering researchers (SER): Pub-
lic datasets used by researchers from the soft-
ware engineering community: UIMS (user in-
terface management system), QUES (qual-
ity evaluation system), VSSPLUGIN (visual
source safe PLUGIN), PeerSim (peer-to-peer
simulator), etc.

— Open source software systems/projects
(OSS): Freely available datasets, such as
JHotdraw, Jtreeview (Java TreeView), JEdit,
Lucene, etc.

—  Private software projects/systems (PSP): Pri-
vate data from large industrial projects, such
as: MIS (medical imaging system), FLM
(file letter monitoring system), EASY (EASY
classes online services collection), SMS (stu-
dent management System), IMS (inventory
management system), APB (angel bill print-
ing), and from academic software projects
developed by students, such as bank informa-
tion system (BIS) and Aggarwal datasets.
Table 8 presents the number and percentage

of studies per dataset sources. The PSP datasets

were the most frequently used with 32 studies

(39%) each, followed by OSS datasets with 27

studies (33%) and SER datasets with 25 studies

(30%). Note that some studies may have used

more than one dataset. For example, S34 used
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Table 8. Number of SPMP studies per dataset sources

# of

Dataset sources Used in . Percent
studies
Private software S1, S3, S4, S7, S10, S11, S12, S13, S15, S17, S18, S20, S22, S24, 32 39%
projects (PSP) S25, S30, S34, S36, S40, S47, S50, S51, S52, S53, S67, S74, S75,
S78, S79, S80, S81, S82
Open sources S5, S8, S16, S27, S28, S34, S36, S39, S41, S46, S48, S49, S59, 27 33%
software projects S60, S61, S62, S63, S64, S65, S66, S68, S70, ST1, S72, S73, S76,
(0SS) STT
Software engineering  S2, S6, S9, S14, S19, S21, S23, S26, S29, S31, S32, S33, S35, 25 30%

researchers (SER)

S37, $38, S42, S43, S44, S45, S54, S55, S57, S56, S58, S69

both PSP and OSS datasets and was counted
twice.

Within these dataset sources, some empirical
studies used historical data to evaluate and/or
compare SPMP techniques with other techniques,
referred to as historical datasets. When researchers
collect data on their own, they can make it avail-
able for future use or not. When the available data
is used by other research workers, it is referred to
as historical datasets. From the set of 82 selected
studies, 48 (which are related to HbE (MQ4))

used historical datasets. Table 9 summarizes the
historical datasets used, the number and percent-
age of the primary studies that used the dataset,
the number of projects or classes and the source
reference of the dataset. Note that one study may
involve more than one dataset and in that case
is counted only once. As can be seen from Table
9, among the 48 HbE empirical approaches, the
most frequently used historical dataset was UIMS
(24 studies) followed by QUES (22 studies), which
amounts to 56% for only two relatively small OOA
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Table 9. Distribution of HbE empirical approaches over historical datasets

Datasets # of studies Percent # of project Source
UIMS 24 29% 1 project (39 classes) [13]
QUES 22 27% 1 project (71 classes) [13]
JEdit 6 ™% 1 project (415 classes) [14]
eBay 4 5% 1 projet (1524 classes) [15]
Lucene 3 4% 1 project (385 classes) [14]
JHotdraw 3 4% 1 project (159 classes) [14]
Art of Tllusion 3 4% 1 project (739 classes) [16]
jTDS 3 4% 1 project (64 classes) [17]
BIS 2 2% 1 project (28 classes) [18]
MIS 2 2% 1 project (4500 modules) [19]
JUnit 2 2% 1 project (251 classes) [20]
Ivy 2 2% 1 project (614 classes) [16]
Camel 2 2% 1 project (422 classes) [16]
Eclipse 2 2% 1 project (10 594 classes) [16]
FLM 2 2% 1 project (55 classes) [21]
EASY 2 2% 1 project (84 classes) [21]

datasets of one project each. While this creates
a limitation in terms of bias in the evaluation of
numerous studies, it permits a basis for comparison
across findings using the same dataset. Datasets
that were used in two to four studies included:
JEdit, eBay, JHotdraw, jtds, Lucene, Art of Illu-
sion, Eclipse, MIS, FLM, BIS, Ivy, Junit, Camel,
and EASY. The remaining datasets were used in
only one study each (not included in Table 9).

Furthermore, all these datasets (4th col-
umn) developed software projects using the
object-oriented paradigm (including classes, meth-
ods, attributes, polymorphism, etc.), except MIS
and Aggarwal datasets which developed software
projects using the procedure-oriented paradigm
(POA) and eBay software applications using the
service-oriented paradigm.

Figure 8 is extracted from Table 9 and in-
cludes only software engineering researchers and
open source datasets from publicly available in-
dustrial or professional datasets, such as: UIMS,
QUES, JEdit, Lucene, JHotdraw (no private or
student datasets were included). For instance,
the two popular datasets published by Li and
Henry [13] (UIMS and QUES), which are fre-
quently used in predicting maintainability, are
OO commercial systems developed using the
Ada programming language. The other datasets
(JEdit, Lucene, JHotdraw, Art of Illusion, jTDS,
JUnit, Ivy, Camel, Eclipse, and eBay) are OO

systems implemented in Java. The public avail-
ability of these datasets allows researchers and
practitioners to conduct verifiable, repeatable,
comparatives studies [22], provided that they
use the same prediction context (e.g., dependent
and independent variables, datasets, accuracy
criteria, and validation method).
FLM (2)

EASY (2)
BIS (2)

Eclipse (2)
Camel (2)
Iy (2)

UIMS (24)
JUnit (2)
MIS (2)
jTDS 3
Art of [llusion (3)

eBay (4)

JHotdraw (3)

Lucene (3)

UES (22)
JEdit(6) A '

Figure 8. Historical datasets used for SPMP studies

3.7. Dependent and independent
variables used in SPMP studies

(MQ7)

This section identifies and discusses the dependent
variables and the measures used to express main-
tainability (predicted output). It then presents the
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Table 10. Classification of the dependent variables

. . . # of
Topic Sub-topic Supported studies studies
S2, 56, S9, S14, S19, S21, S23, S24,
526, S29, S31, S32, S33, S35, S37,
. S38, 542, 543, S44, S45, S47, S48,
Change Changes in LOC S49, S52, S54, S55, S56, S57, S58, 46
S59, S60, S61, S62, S64, S65, S66,
S69, S70, S71, S72, S73, S74, ST7
Change in module S10, S15
Change in class S30
E;i?;; Expert opinion based on ordinal scale g}&: gég: 3(25(7), 825, 827, 528, 536, 10
Maintainability Maint.ainabi.lity .inde'x' . S8, S16, S48, S68, S75
index Relative maintainability index S39, S76 8
Maintainability index satisfaction 5S40
Maintainability Understandabl%l.ty level, modifiability S4, 822, S51, 53, S78, S80, S82 7
level level, analyzability level
Understandability time S3, 512, S78
Maintainability Modifiability time S3, 512, S78
. Completion time of understandability — S80, S82 8
time . . .
Time to repair the design of
S17
a structure
Maintainability expressed in terms of
number of revised lines of code and S46, S63 2
number of revisions
Maintainability efficiency S79 1
Maintainability effectiveness S79 1
Understandability effectiveness S81 1
Modifiability effectiveness S81 1
Understandability efficiency S81 1
Other Modifiability efficiency S81 1
Modifiability completeness S3 1
Modifiability correctness S3 1
Error prone modules S1 1
Detected fault S13 1
Maintainability measured using 934 1
probabilistic quality model
WDbA maintainability S5 1
Perceived maintainability ST 1

factors or measures used as independent variables
(predictors), the tools used to gather them and the
reported successful predictors of software product
maintainability from the 82 primary studies.

3.7.1. Dependent variables

The dependent variable (predicted output), soft-
ware maintainability, was measured differently

in the 82 selected studies. As shown in Table
10 and Figure 9, we identified five main re-
search topics related to maintainability (or its
sub-characteristics). Other less used research top-
ics were also identified, but are not included
in Figure 9. The scope of this review included
the maintainability sub-characteristics as iden-
tified by ISO 9126 [23] or its successor ISO
25010 [24], such as: changeability, modifiabil-
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stability, analysability, testability, modu-

larity, and reusability, or as defined by a par-
ticular study (S4, for example, identified two
sub-characteristics of maintainability: under-
standability and modifiability).

As shown in Table 10:

The topic most frequently referred as the de-

pendent variable is change, 46 studies (56%):

o Changes in LOC studies used the num-
ber of lines of code changed per class by
counting the number of lines in the code
that were changed.

o Changes of modules studies used the
changes made to each module due to
faults discovered during system testing
and maintenance.

o Changes of classes studies used the change
of an attribute, a method or a class af-
fected by decomposition of the system and
its sub-systems.

The second topic referred to studies that pre-
dict SPM based on expert opinion: 10 stud-
ies (12%) expressed maintainability using an
ordinal scale based on expert opinion. The
maintainability was qualified as: poor, aver-
age, very good, or very high, high, medium,
low, or excellent, average, bad, etc.

The third topic referred to studies that used

a maintainability index (MI) to determine the

maintainability of the software product (eight

studies — at 10%). Some studies used the
maintainability index calculated as a factored
formula of average Halstead volume per mod-
ule, average extended cyclomatic complexity,
average lines of code, and average percent

of lines of comments per module measures.
Some studies used relative maintainability
index calculated for each source code element
for which metrics were calculated (e.g. meth-
ods, classes) using the goodness value. Other
studies used the maintainability index sat-
isfaction expressed in terms of maintenance
time satisfaction, maintenance man-hour sat-
isfaction, and maintenance cost satisfaction.
The fourth topic referred to studies that pre-
dict maintainability in terms of understand-
ability, modifiability and analyzability levels,
which are evaluated based on the subject’s
difficulty to: understand the system, carry out
modification tasks, and diagnose the system
(seven studies — 9%).

The fifth topic refers to studies that predict
the maintainability in terms of understand-
ability time, and/or modifiability time spent
by subjects answering the understandability
questions or understanding source code and
carrying out modifications, or the time to re-
pair the design of structure (six studies — 7%).
The other research maintainability topic in-
cluded less used dependent variables such
as: modifiability completeness, modifiability
correctness, number of revised lines of code
and number of revisions, maintainability ef-
ficiency, maintainability effectiveness, under-
standability effectiveness, modifiability effec-
tiveness, understandability efficiency, modifia-
bility efficiency, error prone modules, detected
fault, maintainability measured using a prob-
abilistic quality model, WbA maintainability,
and perceived maintainability.
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3.7.2. Independent variables

In order to predict software product maintain-
ability, the selected primary studies used various
factors or measures as independent variables (or
predictors) i.e., different inputs to the SPMP tech-
niques. This subsection presents the independent
variables used, those most used as predictors and
the tools used to collect them. For the remainder
of this paper, the terms independent variables
and predictors will be used interchangeably. Table

A7 in the Appendix provides the full list of the

predictors used, the corresponding total number

of frequencies, supported studies and percentage.

For the 82 primary studies, Chidamber and
Kemerer (C&K) measures were the most used
(50 studies — 61%), followed by
— Li and Henry (L&H) measures (33 studies —

10%),

— Class diagram measures (24 studies — 29%),
which included measures related to method,
attribute, class, or relationships (associa-
tions, aggregations, generalization and de-
pendency),

—  Source code size measures using different lines
of code (LOC) measures (20 studies — 24%),

—  McCabe cyclomatic complexity (17 studies —
21%), and

— Software quality attributes (such as stability,
changeability and analyzability, readability of
source code, document quality, understand-
ability of software, simplicity, accessibility,
etc.) (eight studies — 10%).

The least used predictors included measures
such as: factors, Lorenz and Kidd (L&K) mea-
sures, coding rule measures, maintainability in-
dex (MI), web-based application (WbA), se-
quence diagram measures (scenarios, messages
and conditions), Martin’s measures, QMOOD
measures, Fault, database measures, Halstead
measures, and Brito e Abreu and Carapuca
(BA&C), etc.

Figure 10 shows the number of studies for
the most frequently used predictors. Note that
one study may involve more than one type of
predictor. Figure 10 is extracted from Table A7,
while the least used predictors were discarded.

Furthermore, it was observed that object-ori-
ented measures were the most used predic-
tors. This is mainly due to the wide use of
object-oriented software applications (OOAs) in
SPMP empirical studies, i.e., 65 out of the 82
selected studies (see Section 3.5 Figure 6 and 7).

As shown in Figure 11, the frequently used
OO measures were RFC (response for a class)
and LCOM (lack of cohesion in methods), fol-
lowed by WMC (weighted methods per class),
DIT (depth of inheritance tree), NOC (num-
ber of children), LOC (lines of code or sizel),
MPC (message passing coupling), NOM (num-
ber of local methods), DAC (data abstraction
coupling), Size2 (number of properties), and
CBO (coupling between object). Such types of
measures were collected at the design or source
code levels.

Table 11 presents the list and description
of the tools used to compute these measures,
as well as the primary studies that used them.
Note that only 46 out of the 82 studies provided
information on the data collection tools used.
The Classic-Ada metrics analyzer was the most
commonly used (24 studies), followed by Chi-
damber and Kemerer Java Metric (CKJM) tool
(eight studies), Intellij IDEA tool (four studies),
LocMetrics tool (three studies), Krakatau Pro-
fessional tool and Understand tool (two studies
each), and one study each for Columbus tool, web
application reverse engineering (WARE) tool,
Analyst4j standalone tool, COIN tool, Objec-
tAid UML Explorer, JHawk tool, JDepend tool,
Classycle tool, SourceMeter static code analysis
tool, Customized tool, and C and C+-+ code
counter (CCCC) tool. Four other studies used
their own private tools.

Regarding successful predictors of SPM, 25
(30%) of the 82 selected studies explicitly re-
ported useful measures for software product
maintainability based on empirical evaluation
— see Table 12:

— Chidamber & Kemerer and Li & Henry mea-
sures (DIT, NOC, WMC, RFC, CBO, LCOM,
MPC, DAC, NOM, SIZE1, and SIZE2) re-
ported good correlation with maintainability
in 14 studies (17%).
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Table 11. Tools used to collect measures

Name

Description

ID

Classic-Ada
metrics
analyzer

CKJM

Intellij
IDEA

LocMetrics

Krakatau
Professional

Classic-Ada was implemented in LEX and YACC UNIX environ-
ments and was designed on the Mach operating system running on
a NeXTstation using a GNU C compiler. The system was ported to
an Ultrix system running on a VAX station [13].

Chidamber and Kemerer Java Metric extraction tool is freely available.
It calculates C&K metrics by processing the bytecode of Java files
[25].

Intellij IDEA is a free and open source Java IDE developed by Jet-
Brains and available as Apache 2 licensed and community edition
[26].

LocMetrics' counts total lines of code, blank lines of code, comment
lines of code, lines with both code and comments, logical source lines
of code, McCabe VG complexity, and number of comment words

Krakatau Professional was developed by Power Software Inc. It is
a fully-featured software metrics tool designed for source code quality
and software measurement specialists [27].

S2, S6, S9, S14, S19,
S21, $23, $26, $29, S31,
S32, $33, S35, S37, $38,
S42, $43, S44, S45, S54,
S57, 56, S58, S69

S48, S49, S55, S59, S61,
S66, S71, S72

S48, S49, S62, S64

S66, S71, S72

S8, S41
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Table 11 continued

Name Description 1D

Understand? is very efficient at collecting metrics about the code and
providing different ways for you to view it. There is a substantial

Understand collection of standard metrics available as well as options for writing 873, 817
custom metrics.

Columbus  Columbus is a framework that supports project handling, data S39
extraction, data representation, data storage and filtering [28].

WARE WARE is an integrated tool that automatically extracts information S5

from the application and allows more abstract representations to be
reconstructed [29].

COIN Cohesion Inheritance (COIN) is a tool for evaluating cohesion, S68
inheritance and size metrics of class hierarchies in Java projects [30].

Analystdj Analyst4j is based on the Eclipse platform. It features search, metrics,

standalone . . . S28

tool analyzing quality, and report generation for Java programs [31].

ObjectAid ObjectAid UML Explorer® has been used to extract the UML diagrams

UML S63
from the Java source code.

Explorer

JHawk JHawk* is a general-purpose metrics collection tool that calculates S63

a variety of metrics from OO systems.

JDepend JDepend® has been used to generate design quality metrics for each S63
package in the system and verify the relations between the packages.

Classycle Classycle’s Analyser tool® analyzes the static class and package S63
dependencies in Java applications.

SourceMeter SourceMeter” is an innovative tool built for precise static source code S76
analysis of C/C++, Java, C#, Python, and RPG projects. This tool
makes it possible to find the weak spots of a system under
development from the source code only, without the need to simulate
live conditions.

CCCC?8 is a free software tool by Tim Littlefair for measurement of

ceee source code related metrics. 852
. Customized tools have been implemented to integrate and analyze
Customized . L )
data from previous tools and to compute the new coupling, instability S63
tools . .
and abstractness metrics for every package in the system [32].
Private Tools constructed and developed for each study according to the S4, S5, S46, S52
context to automatically collect metrics.
"http://www.locmetrics.com Shttp://clarkware.com /software/JDepend.html
2http://www.scitools.com Shttp://classycle.sourceforge.net/
3http:/ /www.scitools.com "http://www.sourcemeter.com/
“http://www.virtualmachinery.com /fhawkprod.htm 8http://cccc.sourceforge.net/
— Class diagram measures (NA, NM, NC, NAgg, — The other measures were reported useful in
NGenH, NAssoc, NDep, MaxDIT, NGen, and two or one study each.
NAggH) were found to be useful in predicting The remaining 36 studies did not report use-

maintainability in five studies (6%). ful measures, since most were interested in com-
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Table 12. Successful predictors of SPM in 25 of the SPMP studies

Successful predictors

Supported by

DIT, NOC, WMC, RFC, CBO, LCOM, MPC, DAC, NOM, SIZEI,

SIZE2

NA, NM, NC, NAgg, NAggH, NGen, NGenH, NAssoc, NDep,

S6, S8, S9, S14, S21, $32, S46, S47
S48, S49, S52, S58, S60, S66

S3, 512, 522, S51, S68

MaxDIT

MI, CC, NODBC, SCCR S52, S68
TWP, TLOC, WO, SS, CIS, TL, TCC, TWPR, TWPDC S5, S68
Coding effort, RDCRatio ST
Average fan-out, data flow, average McCabe S1
ACLOC, AMLOC, AVPATHS, CDENS, COF, n, N, PPPC S8
NPAVGC, OSAVG, CSA, SWMC, POF S16
LLOC, McCabe, rule violations S39
NOA, Coh, CAMC, LCC, LSCC, SCOM, PCCC, OL2, CBO__U, 946. S63
CBO_1IUB, OCMEC, TCC ’

B, CLOC, Command, CONS, CSA, CSO, Cyclic, Dcy, NAA, OCmax, 948
OSmax, SLoc, STAT, V, Query

B, CLOC, Command, Inner*, Dcy* S49
NclienP, NAggR, NAssoc, NservP, NwebP S53
LCOMS3, LOC, Ce S60
NPM, Ca, DAM, MOA S66
MIF, AIF, DCi, Coh, DCd S68

paring the accuracy of their proposed or evalu-
ated SPMP techniques rather than in identifying
successful predictors. See Table A8 in the Ap-
pendix for the acronyms of the successful predic-
tors.

3.7.3. Summary

Table 13 presents the predictors (independent
variable) used by each maintainability research
topic.

— Studies focusing on predicting maintainabil-
ity in terms of change used mainly C&K and
L&H measures, and in particular, change ex-
pressed in terms of number of LOC changed
in a class. This was because the datasets used
(e.g., UIMS, QUES, FLM, EASY, and Lucene,
etc.) focused on OO software applications.

— Studies on maintainability based on expert
opinion using an ordinal scale used quality
attributes, such as readability of source code,
document quality, stability, changeability, an-
alyzability as dependent variable, or measures
related to source code size, McCabe, C&K,
class and coding rules.

— Studies on maintainability index or relative
maintainability index used C&K, source code
size, Halstead, class, Lorenz and Kidd, Brito e
Abreu and Carapuga, and McCabe measures,
while the maintainability index satisfaction
used satisfaction attributes.

— Studies on maintainability level in terms of
sub-characteristics (understandability, modifi-
ability and analysability) used class diagram
as well as sequence diagram measures and
factors.

— Studies on maintainability time used class
diagram measures for understandability time
and modifiability time, while some used soft-
ware quality attributes.

—  Most of the remaining topics used class dia-
gram, source code size, as well as factors and
McCabe measures.

Furthermore, some studies, including S6 and
S8, reported that C&K and L&H measures
(which are related to OO design attributes such
as coupling, cohesion and inheritance) were statis-
tically significant and highly correlated to main-
tainability. Note also, that C&K and L&H mea-
sures as predictors were most often used to pre-
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Table 13. Type of independent variable by dependent variable topic

Topic (dependent
variable)

Predictor measures (independent variables)

Change

Expert opinion based on
ordinal scale
Maintainability index

rules

C&K, L&H, McCabe, maintainability index, database, class, Halstead, source
code size, Jensen, effort
Quality attributes, source code size, McCabe, coupling, C&K, class, coding

C&K, source code size, Halstead, class, Lorenz and Kidd, Brito e Abreu and

Carapuga, McCabe, quality attributes

Maintainability level
Maintainability time

Modifiability correctness  Class diagram, factors

Modifiability Class diagram, factors
completeness

Maintainability efficiency factors
Maintainability factors

effectiveness

Understandability factors

effectiveness

Modifiability factors

effectiveness

Understandability factors

efficiency

Modifiability efficiency factors

Error prone modules McCabe, module level
Detected fault fault

Class diagram, sequence diagram class
Class diagram, quality attributes

dict maintainability expressed in terms of change
as predicted output.

3.8. Techniques used in SPMP studies
(MQ8)

From the 82 selected primary studies we iden-
tified two major categories of techniques that
have been applied to predict software product
maintainability: machine learning (ML) and sta-
tistical techniques. Figure 12 shows that ML
techniques were the most frequently used, being
adopted by 70% (57 studies) compared to statis-
tical techniques with 51% (42 studies). Note that
we include all studies using single techniques in
the review results section. Note, too, that a study
may use techniques from the two categories (more
details in Table A6 in the Appendix).

The statistical techniques include regression
analysis (RA), probability density function (PD),
gaussian mixture model (GMM), discriminant
analysis (DA), weighted functions (WF) and
stochastic model (SM):

— RA were the most frequently used statisti-
cal techniques with 35%. This category in-
cludes: Linear Regression (LR), Multiple Lin-
ear Regression (MLR), Logistic Regression
(LgR), Backward Elimination (BE), Stepwise
Selection (SS), Multiple Adaptive Regres-
sion Splines (MARS), Projection Pursuit Re-
gression (PPR), polynomial regression (PR),
Least Median of Squares Regression (LMSR),
Pace Regression (PaceR), Isotonic Regres-
sion (IR), Regression by Discretization (Reg-
ByDisc), Additive Regression (AR), Gaus-
sian Process Regression (GPR), and Least
Absolute Shrinkage and Selection Operator
(Lasso), followed by

~ PD with 4%, SM, GMM, DA and WF
with 1% each.

The ML techniques were categorized accord-
ing to [33, 34] as follows: Artificial Neural Network
(ANN), Fuzzy & Neuro Fuzzy (FNF), Regres-
sion & Decision Trees (DT), Ensemble Methods
(EM), Case-Based Reasoning (CBR), Bayesian
Networks (BN), Evolutionary Algorithm (EA),
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Figure 12. Techniques used in SPMP studies

Support Vector Machine & Regression (SVM/R),
Inductive Rule Based (IRB), and Clustering Meth-
ods (CM).

ANN were the most used techniques with
38%. It includes Multilayer Perceptron (MLP),
Radial Basis Function Network (RBF), Proba-
bilistic Neural Network (PNN), Group Method
of Data Handling (GMDH), General Regres-
sion Neural Network (GRNN), Feed For-
ward Neural Network (FFNN), Back Propaga-
tion Neural Network (BPNN), Kohonen Net-
work (KN), Ward Neural Network (WNN),
Feed Forward 3-Layer Back Propagation Net-
work (FF3LBPN), Extreme Learning Ma-
chines (ELM), Sensitivity Based Linear Learn-
ing Method (SBLLM), Neuro-Genetic Algo-
rithm (Neuro-GA), Functional Link Artifi-
cial Neural Network (FLAAN) with Genetic
Algorithm (FGA), Adaptive FLANN-Ge-
netic (AFGA), FLANN-Particle Swarm
Optimization (FPSO), Modified-FLANN
Particle Swarm Optimization (MFPSO),

FLANN-Clonal Selection Algorithm (FCSA),
ELM with Linear (ELM-LIN), ELM with Poly-
nomial (ELM-PLY), ELM with Radial Basis
Function Kernels (ELM-RBF), ANN with Lev-
enberg Marquardt Method (NLM), GRNN
with Genetic Adaptive Learning (GGAL),
Jordan Elman Recurrent Network (JERN),
ANN with Normally Gradient Descent Method
(NGD), ANN with Gradient Descent With Mo-
mentum (NGDM), ANN with Gradient De-
scent With Adaptive Learning Rate (NGDA)
and ANN with Quasi-Newton Method (NNM).
SVM/R with 24%, includes Support Vec-
tor Machine (SVM), Support Vector Regres-
sion (SVR), Sequential Minimal Optimiza-
tion (SMO), SVM with Radial Basis Func-
tion Kernel (SVM-RBF), SVM with Linear
Kernel (SVM-LIN), SVM with Sigmoid Ker-
nel (SVM-SIG), Least Square Support Vec-
tor Machine (LSSVM) with Linear Kernel
(LSSVM-LIN), LSSVM with Radial Basis
Function Kernel (LSSVM-RBF), SVM with
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Polynomial Kernel (SVM-PLY), LSSVM with
Sigmoid Kernel (LSSVM-SIG) and LSSVM
with Polynomial Kernel (LSSVM-PLY).

— FNF with 20%, includes Fuzzy Logic (FL),
Adaptive Neuro-Fuzzy Inference Systems
(ANFIS), Fuzzy Inference Systems (FIS),
Type-2 Fuzzy Logic System (T2FLS), Mam-
dani-based Fuzzy Logic (MFL), Fuzzy En-
tropy Theory (FET), Fuzzy Subtractive Clus-
tering (FSC), Fuzzy Integral Theory (FIT),
and Neuro-Fuzzy.

— DT with 18%, includes Regression Tree (RT),
M5 For Inducing Trees of Regression Models
(M5P), Decision Stump (DS), Reduced Error
Pruned Tree (REPTree), Decision Tree Forest
(DFT), C4.5, OneR, J48, and Cubist.

- EM with 15%, includes Ensemble Se-
lection (ES), Average-based Ensemble
(AVG), Weighted-based Ensemble (WT),
Best-in-Training-based Ensemble (BTE), Ma-
jority-Voting Ensemble (MV), Non-Linear
Ensemble (NL), Nonlinear Ensemble Decision
Tree Forest (NDTF), Adaptive Boosting (Ad-
aboost), Bagging, Boosting, Ensemble, Ran-
dom Forest (RF), TreeNet, and LogitBoost.

— BN with 7%, includes Naive-Bayes (NB)
and Aggregating One-Dependence Estimators
(AODE).

- CBR with 6%, includes Kstar (K*), Lo-
cally Weighted Learning (LWL), K Nearest
Neighbor (IBK or KNN), and Nearest-Neigh-
bor-Like algorithm that uses Non-Nested gen-
eralized exemplars (NNge).

—  EA with 6%, includes Genetic Expression Pro-
gramming (GEP), Genetic Algorithm (GA)
and Greedy Algorithm (GdA).

— IRB with 4%, includes Decision Table
(Dtable), Conjunctive Rule Learner (CR), and
M5 Rules (M5R).

— CM with 2%, includes K-Means Clustering
(KMC) and x-Means Clustering algorithm
(XMC).

4. Review Results

This section presents and discusses the results
of this review by providing answers to the three

research questions (RQ1-3) in Table 2. Through
these questions, the following subsections analyze
the SPMP techniques from three perspectives:
prediction accuracy, techniques reported superior
in comparative studies and accuracy compari-
son of the techniques. Note that only studies
with consistent results about accuracy have been
taken into account, thereby excluding S56.

4.1. Prediction accuracy (RQ1)

From the results of MQ7, change, expert opin-
ion, maintainability index, maintainability level,
and maintainability time were the most used
dependent variable topics (i.e., measures used
to express maintainability, the predicted out-
put) from a set of 74 selected SPMP studies.
Table A9 in the Appendix shows the details
of the SPMP techniques, the accuracy criteria
used, and the mapping to the corresponding stud-
ies, grouped by the most addressed dependent
variable topics. As can be seen, different accu-
racy criteria were used such as: mean magni-
tude of relative error (MMRE), percentage rel-
ative error deviation (Pred(25) and Pred(30)),
coefficient of correlation R, Coefficient of deter-
mination (R-squared), root mean square error
(RMSE), normalized RMSE (NRMSE), mean
absolute error (MAE), mean absolute relative er-
ror (MARE), magnitude of relative error (MRE),
accuracy, precision, weighted average precision
(WAP), recall, F-measure, specificity, etc., where
MMRE, Pred(25) and Pred(30) were the most
dominant. MMRE measures the mean of the
difference between the actual and the predicted
value based on the actual value, while Pred mea-
sures the percentage of predicted values that have
an MRE less than or equal to 0.25 or 0.30 [3].
Note that we included studies that used
MMRE and/or Pred to evaluate prediction accu-
racy in this research question. Topics for which
there was no MMRE or Pred were discarded.
Note too, that low MMRE or high Pred(25) or
Pred(30) values indicated good prediction accu-
racy [35, 36].
Change: Selected studies on the change topic
(including changes of lines in the code, or changes
made to each module, or changes of an attribute,
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a method or a class to predict the maintainabil-
ity of a software) used MMRE, Pred(25), and
Pred(30) in 16 out of 44 studies as accuracy
criteria. We also looked into the average perfor-
mance of the different prediction techniques. As
shown in Figure 13, FNF had the lower value in
terms of MMRE and the highest value in terms
of Pred(30), ANN had the highest value in terms
of Pred(25). Moreover, FNF provided greater ac-
curacy in terms of MMRE and Pred(30). The re-
maining studies (24 out of 44) used different accu-
racy criteria such as R-squared, R, MAE, MARE;,
RMSE, NRMSE, precision, recall, F-measure,
specificity, accuracy, etc., while four studies did
not provide the accuracy criteria used (see Table
A9 in the Appendix for more details).

Maintainability index: Eight studies used the
maintainability index for prediction accuracy.
Most studies under this topic used various accu-
racy criteria such as: coefficient of correlation,
R-squared, adjusted R-squared, standard error
of the estimate and Spearman’s coefficient of cor-
relation (Rs), etc. Only study S68 used MMRE,
and Pred(30), while study S16 used MMRE as
accuracy criteria. Note that a set of 105 experi-
ments were performed in S68 and S16.

The distribution of prediction performance of
these two studies is shown in Figure 14 in terms
of MMRE and Pred(30). The MMRE ranged
from 1% to 100%, while the Pred(30) varied
from 40% to 100%.

Maintainability time: All studies (8) under
this topic predicted maintainability in terms of
understandability time, and /or modifiability time

while performing tasks related to maintainability.
Accuracy was evaluated using various accuracy
criteria such as: R-squared and gqMRE, etc. One
study (S3) used MMRE and Pred(30) as accuracy
criteria in three experiments and the RA (MLR)
technique to predict maintainability time.

Table 14 shows its prediction accuracy as well
as prediction context. The average MMRE was
70% and the average Pred(30) was 38%. The
result shows that the experiment using Spain
data had the highest accuracy.

4.2. SPMP techniques reported to be
superior in comparative studies

(RQ2)

From the results of MQ3, comparative studies
about SPMP techniques presenting better perfor-
mance were identified. Table 15 shows the details
of these studies in terms of compared techniques
and the results of the comparison; that is the tech-
niques reported to be superior. The comparative
studies proposed and/or evaluated SPMP tech-
niques, and then compared them together or with
other published studies such as: S2, S6, S9, S23,
S26, S32, S37, and S38 (Table 15, second column).

As can be seen from Table 15 (third column),
the MLP technique was reported superior in six
studies, SVM was reported superior in four studies,
GMDH, BN and ELM were reported to be supe-
rior in three studies, DT, MARS, BN, Neuro-GA,
GEP, GA, and LSSVM techniques were reported
to be superior in two studies each, and the rest
of the techniques were reported only once.

Table 15. Summary of SPMP techniques reported to be superior

ID  Compared techniques

Techniques reported

superior

S2 GRNN, WNN GRNN
S6 BN, RT, BE, SS BN

S9 MARS, MLR, ANN, SVR, RT MARS
S10 GMM, SVM-RBF, DT GMM
S15 AODE, SVM-LIN, NB, BN, KNN, C4.5, OneR, RBF AODE
S19 PPR, ANN, MARS PPR
S23 ANFIS, FFNN, FIS, RBF, GRNN ANFIS
S26 ELM, RT, BE, SS, BN (S6) ELM
S29 MLP, WNN, GRNN (S2) MLP
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Table 15 continued

ID  Compared techniques

Techniques reported
superior

933 (99), GRNN, ANFIS (S23)

GMDH, GA, PNN, BN, RT, BE, SS (S6), MARS, MLR, ANN, RT, SVR

GMDH, GA, PNN

S35 MLP, WNN (S2) MLP

S36 DT, LR, ANN DT

$38 MLP, SVM, RBF, M5P MLP, SVM
S41 DT, BPNN, SVM BPNN

S42 MFL, ANFIS, SVM, PNN, RBF, BN (S6), MARS (S9) MFL

S43 SBLLM, ELM, RT, BE, SS, BN (S6) SBLLM, ELM

K*, FSC, PR, KNN, MLR, LMSR, PPR, IR, RegByDisc, GPR, MLP, RBF,
S44 GRNN, GMDH, SVR, M5R, AR, ANFIS, DS, M5P, REPTree, LWL, CR, K*, FSC

DTable, MARS (S9)
S45  XMC, KMC
S47 GMDH, GRNN, FF3LBPN
S48 SS, BE, Oman & Hagemeister model [37]
S49 NB, BN, LgR, MLP
$52 KN, MLR, BPNN, FFNN, GRNN
MLP, RBF, SVM, M5P
S54  MLP, RBF, SVM, DT
MLP, SVM, LgR, KMC, GEP

XMC

GMDH

SS, BE

BN, MLP

KN

MLP, SVM
DT, RBF, SVM
GEP, SVM

S55  Neuro-GA, ANN, BN, RT, BE, SS (S6),MARS, MLR, ANN, RT, SVR (S9) Neuro-GA
S57 Neuro-GA, BN, RT, BE, SS (S6), MARS, MLR, ANN, RT, SVR (S9) Neuro-GA

FGA, AFGA, FPSO, MFPSO, FCSA, BN, RT, BE, SS (S6),MARS, MLR,
S58 ANN, RT, SVR (S9), FIS (S32), SVM-RBF (S37), MLP, RBF, SVM, M5P

(S38)
S59 GA, Dtable, RBF, BN, SMO

FGA, AFGA, FPSO,
MFPSO, FCSA

GA

S60 GGAL, GMDH, LR, M5R, DT, SVM, K*, JERN, BPNN, KN, PNN, GRNN GGAL, GMDH

S61 SVM-SIG, SVM-RBF, SVM-LIN
S62 GEP, DFT, SVM, LR, MLP, RBF

SVM-SIG
GEP

S65 ELM-PLY, LR, NB, ELM-LIN, ELM-RBF, SVM-SIG, SVM-LIN, SVM-RBF ELM-PLY

S66  Cubist, LR, Lasso, Elastic Net
S68 M5P, MLR, MLP, SVR

Cubist
M5P

Neuro Fuzzy, BN, RT, BE, SS (S6), MARS, MLR, ANN, RT, SVR (S9), FL
S69  (S32), SVM, RBF (S37), MLP, RBF, SVM (S38), ANN, Neuro-GA (S55), Neuro Fuzzy

Neuro-GA (S57)
S70 SVM-RBF, SVM-LIN, SVM-SIG
S71  MARS, MLR, SVM
S72  LSSVM-LIN, LSSVM-RBF, LSSVM-SIG
S73 BN, MLP, LgR, NB, J48, NNge

SVM-RBF
MARS
LSSVM-LIN
BN, MLP

LSSVM-RBF, LR, PR, LgR, DT, SVM-LIN, SVM-PLY, SVM-RBF,
S77  ELM-LIN, ELM-PLY, ELM-RBF, LSSVM-LIN, LSSVM-PLY, NGD, LSSVM-RBF

NGDM, NGDA, NNM

Table 16 provides a description of the tech-
niques reported to be superior in more than two
studies with their strengths and weaknesses as
provided by the authors.

Some of the SPMP techniques identified in
comparative studies have been reported to be
superior in some studies and not in others. Note
that Figure 15 includes techniques that were

reported superior and not, at least one time each.

For example, we note that:

— MLP technique was reported to be superior
in six studies (529, S35, S38, S54, S73), while
not in six (S44, S54, S58, S62, S68, S69).

—  SVM technique was reported superior in four
studies (S38, S5H4, S61, S70) and not in eight
(510, S15, S42, S58, S60, S62, S65, S69).
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Figure 14. Performance distribution of maintainability index (S16 and S68)

GMDH was reported superior in three studies
(S33, S47, S60) and not in one (S44).
MARS was reported superior in two studies
(S9, S71) and not in eight (S19, S33, S42, S44,
S55, S57, S58, S69).

DT was reported superior in two studies (S36,
S54) and not in four (S10, S41, S60, S77).
BN was reported superior in three studies
(S6, S49, S73) and not in eight (S15, S42,
S43, S55, S57, S58, S59, S69).

Neuro-GA was reported superior in two stud-
ies (S55, S57) and not in one (S69).

RBF was reported superior in one study (S54)
and not in 10 (S15, S23, S38, S42, S44, S54,
S58, S59, S62, S69).

M5P was reported superior in one study (S68)
and not in four (S38, S44, S54, S58).
GRNN was reported superior in one study
(S2) and not in seven (S23, S29, S33, S44,
S47, S52, S60).

ELM was reported superior in three studies
(S26, S43, S65) and not in one (S77).

From Figure 15, we note that no technique

is definitively better than any other. There-
fore, the choice of the best technique to pre-
dict maintainability is not obvious since every
technique has advantages and drawbacks. More-
over, since the prediction context (e.g., dataset,
accuracy criteria, etc.) is different among the
studies, the literature results on the most accu-
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Table 14. Prediction performance for maintainability time

Prediction context

ID MMRE Pred(30) Dataset Software Dependent Prediction
type devdopement variable technique
project

S3 58.30 46.00 Spain data  Object-oriented Understandability time RA

S3 67.60 38.50 Italy data  Object-oriented Understandability time RA

S3  85.00 30.00 All data Object-oriented  Understandability time RA

Table 16. Strengths and weaknesses of the most accurate SPMP techniques
T.ech— Description Strength Weakness
nique
Multi-  “MLP are feed forward networks that — “Minimizes the prediction error
layer consist of an input layer, one or more of the output variables” (529, S35).
percep- hidden layers of nonlinearly activating — “Uses back propagation algorithm as
tron nodes and an output layer. Each node the standard learning algorithm for
(MLP) in one layer connects with a certain any supervised learning” (S38, S54).
weight to every other node in the fol-
lowing layer” [38].

Sup- “SVM are a group of supervised learn- — “Minimizes the empirical error and
port ing methods that can be applied to maximizes the geometric margin”
vector  classification or regression problems” (S38, S54).
ma- [39].
chine
(SVM)
Group “GMDH was introduced by — “Ideal for complex, unstructured sys- — “Heuristic in
method Ivakhnenko and Ivakhnenko & tems where the investigator is only nature and not
of data Koppa for constructing an extremely interested in obtaining a high or- based on a solid
han- high order regression type model and der input-output relationship” (S33). foundation as is
dling is based on forward multi-layer neural — “Predicts the outcome even with regression anal-
(GMDH) network structure where learning smaller training sets” (S33). — “Com- ysis” (S33).

procedure is self-organized” [40, 41].

putational burden is reduced with
GMDH?” (833). — “Can automatically
filter out input properties that pro-
vide little information about location
and shape of hyper surface” (S47).

rate techniques are not sufficient to generalize

the results.

4.3. Accuracy comparison of SPMP

techniques reported to be superior

in comparative studies (RQ3)

For a meaningful comparison, techniques are
compared based on the same prediction context.
From our investigation, we found that most of

diction context:

the comparative studies used the following pre-

— UIMS and QUES datasets (see MQ6),

— L&H and C&K metrics (see MQT7),

— Change dependent variable (see MQT),

— MMRE and/or Pred(0.25), and /or Pred(0.30)
accuracy criteria (RQ1), and

— Object-oriented
paradigm (see MQ5).

software

development

The purpose of this section is to compare the
techniques reported to be superior (see Table 15,
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Figure 15. Techniques reported to be superior and not per study (bars above zero line indicate that
techniques in horizontal axis are more accurate, whereas bars below zero line indicate that techniques in
horizontal axis are not accurate)

third column), and which have this prediction con-
text. Table 17 depicts the corresponding values
of MMRE, and/or Pred(0.25), and/or Pred(0.30)
for each technique per dataset. From comparative
studies, 12 studies (20 experiments) were selected
for UIMS and QUES datasets, and two studies

(four experiments) for both datasets (i.e., the two

datasets were merged). Note that one study may

include more than one experiment.

Using MMRE and Pred as accuracy crite-
ria for comparison, it is important to note that
“to have a prediction model to be considered
accurate, either MMRE < 0.25 and/or either
Pred(0.25) > 0.75 or Pred(0.30) > 0.70, needed
to be achieved” [35, 36]. That is, a low MMRE
value or a high Pred(25) or Pred(30) value indi-
cates good prediction accuracy. Table 17 shows
that:

— For UIMS dataset, FGA, AFGA, and MF-
PSO achieved a significantly better predic-
tion accuracy than the other techniques. They
are near in terms of MMRE (MMRE = 0.24
for FGA, MMRE = 0.25 for AFGA and MF-
PSO). Besides, BN and ELM provide better
accuracy than the other techniques in terms
of Pred (Pred(0.25) = 0.44 and Pred(0.30) =
0.46 for BN followed by Pred(0.25) = 0.39
and Pred(0.30) = 0.45 for ELM).

— For QUES dataset, MFL and K* achieved
the same MMRE value of 0.27. Moreover,
they are near equal in terms of Pred:
(Pred(0.25) = 0.52 and Pred(0.30) = 0.62
for MFL, while Pred(0.25) = 0.56 and
Pred(0.30) = 0.66 for K*). Thus, the MFL
and K* techniques provide better accuracy
prediction compared to the remaining tech-
niques.

— The GMDH, GA, and PNN techniques out-
performed the MFL in both datasets (UIMS
and QUES) with MMRE values of 0.21,
0.22 and 0.23, respectively, Pred(0.25) val-
ues of 0.69, 0.66 and 0.68, respectively, and
Pred(0.30) values of 0.72, 0.72 and 0.75, re-
spectively. Therefore, the GMDH was more
accurate compared to the other techniques.
Here also, as stated in the previous section,

no conclusion can be drawn about the most suit-

able technique for software product maintain-
ability. Indeed, a technique can be more accu-
rate in one study and less accurate in another.

In addition, the accuracy of SPMP techniques is

highly dependent on the prediction context (e.g.,

datasets used, accuracy criteria, etc.). Therefore,

further studies are needed to reach a consensus
on the most accurate technique for predicting
maintainability of a software product.
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Table 17. Prediction accuracy for UIMS, QUES, and BOTH datasets

Pred Pred

Pred Pred

ID Technique MMRE (0.25) (0.30) Dataset ID Technique MMRE (0.25) (0.30) Dataset
S6 BN 0.97 044 046 UIMS S6 BN 0.45 0.39 043 QUES
S9 MARS 1.86 0.28 028 UIMS S9 MARS 0.32 048 0.59 QUES
S26 ELM 0.96 0.39 045 UIMS S38 MLP 0.71 - 0.40 QUES
S38 MLP 1.39 - 0.23 UIMS S38 SVM 0.44 - 0.51 QUES
S38 SVM 1.67 - 0.23 UIMS S26 ELM 0.35 0.36 0.38 QUES
S42 MFL 0.53 0.30 035 UIMS S42 MFL 0.27 0.52 0.62 QUES
S43 SBLLM 1.96 0.17 025 UIMS S43 ELM 0.35 0.36 038 QUES
S43 ELM 0.96 0.17 0.25 UIMS S43 SBLLM 0.34 0.50 0.56 QUES
S44 FSC 0.65 0.33 041 UIMS S44 FSC 0.37 0.54 0.61 QUES
S44 K* 0.56 0.36 0.41 UIMS S44 K* 0.27 0.56 0.66 QUES
S54 MLP 1.39 - 0.23 UIMS S54 MLP 0.71 - 040 QUES
S54 SVM 1.64 - 0.23 UIMS S54 SVM 0.44 - 0.56 QUES
S55 Neuro-GA 0.53 - - UIMS  S55 Neuro-GA 0.41 - - QUES
S57 Neuro-GA 0.31 - - UIMS  S57 Neuro-GA 0.37 - - QUES
S58 FGA 0.24 - - UIMS S58 FGA 0.32 - - QUES
S58 AFGA 0.25 - - UIMS S58 AFGA 0.32 - - QUES
558 FPSO 0.27 - - UIMS S58 FPSO 0.29 - - QUES
S58 MEFPSO  0.25 - - UIMS S58 MFPSO  0.32 - - QUES
S58 FCSA 0.27 - - UIMS  S58 FCSA 0.37 - - QUES
S60 Newo g9 - - UIMS 569 NCWO 033 - - QUES
Fuzzy Fuzzy
S33 GMDH 0.21 0.69 0.72 BOTH S33 PNN 0.23 0.68 0.75 BOTH
S33 GA 0.22 0.66 0.72 BOTH S42 MFL 0.45 0.34 040 BOTH

5. Threats to validity

Three kinds of threats [10, 12] to the validity of
this study are discussed as follows:

Construct validity: Construct threats to valid-
ity are related to the exhaustiveness and relevance
of the primary studies. As previously noted, al-
though maintainability and maintenance are
different, they are often confounded and some
studies do not make a clear distinction between
them. Therefore, the search query was tailored
to extract all available studies related to SPMP.
Even though 82 primary studies were identified
based on our search terms using keywords related
to SPMP techniques, such a list may not be
complete and a suitable study may have been left
out. To ensure selection of the maximum number
of studies, the search process was performed
automatically on nine digital libraries and then
manually by examining the reference section of the
set of candidate studies to identify further studies.
To identify additional studies, we established a set
of inclusion and exclusion criteria.

Internal validity: Internal validity deals with
data extraction and analysis. This threat is re-
lated to the reliability of the extracted data for
the review, which can also be problematic. To
accomplish this, two authors carried out the data
extraction independently, keeping in mind the
mapping and research questions, and their results
compared. A third author reviewed the final re-
sults. When a disagreement arose, a discussion
took place until an agreement was reached. If
both authors extracted the same information
for a specific paper, the extracted information
was adopted. If the extracted information by the
two authors was different for a specific paper,
a meeting was held in which the full text of the
paper was investigated.

External validity: External validity, which is
very important for generalization of the results,
is related to the context and conclusions drawn
based on the data extracted. The results of this
review were based only on the SPMP studies in-
cluded in this paper. From each SPMP study, we
extracted the dataset(s) used, and the dependent
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and independent variables validated empirically
using experiments, surveys or case studies. Since
we refrained from deriving or adjusting any data,
the comparison between SPMP studies was im-
partial.

6. Conclusion and future guidelines

Industry and practitioners continue to search
for effective ways to increase the maintainabil-
ity of software products and reduce costs. In
this paper, we reported on a follow-up system-
atic mapping and review to provide and sum-
marize evidence on published empirical SPMP
studies. After a thorough search of nine digi-
tal libraries and analysis of the relevance and
quality of candidate studies, 82 primary stud-
ies were selected from 2000 to 2018. This study
classified the SPMP studies according to pub-
lication year, publication source, research type,
empirical approach, software application type,
datasets, independent variables, dependent vari-
ables, and techniques used. The SPMP tech-
niques were investigated from the following per-
spectives: prediction accuracy, techniques re-
ported to be superior in comparative studies,
and accuracy comparison. The main findings

(Sections 3 and 4), how they differ from pre-

vious studies and new findings from this sys-

tematic mapping and review are summarized as
follows:

—  What are the research types used in SPMP
studies? Empirical studies were broadly cat-
egorized into two categories: evaluation re-
search and solution proposal. The most fre-
quent SPMP studies were solution proposals,
followed by evaluation research.

—  What empirical approaches were used? The
most frequently used empirical approach was
history-based evaluation, followed by experi-
ment and case study.

—  What datasets were used? Historical datasets
freely available to the public, such as those
provided by software engineering researchers
(SER) and private datasets, such as those
used in academic or industrial (PSP) contexts

were frequently used, followed by Software

engineering researcher (SER) datasets.

What types of software applications were

used? Many types of software applications

were used in these empirical studies, those
used most frequently were object-oriented
software applications.

What dependent and independent variables

were used?

o Maintainability in terms of the depen-
dent variable to be predicted was most
frequently expressed in terms of the num-
ber of changes made to the source code,
followed by expert opinion based on an or-
dinal scale. This finding confirms, to some
extent, the result of [4], but in reverse or-
der, where it was reported that the most
common dependent variable employed an
ordinal scale based on expert judgment,
followed by change measurements.

o For the independent variables (predic-
tors), the most frequent predictors of soft-
ware maintainability were those provided
by Chidamber and Kemerer (C&K), Li
and Henry (L&H), class diagram, source
code size measures and McCabe complex-
ity, which were gathered at the design
and source code levels. This finding con-
firms, in reverse order, the result of [4].
Moreover, C&K and L&H measures, as
predictors, were most often used to predict
the maintainability expressed in terms of
changes as a predicted output.

o The researchers used very few of the same
data collection tools, thereby potentially
leading to unknown error of measurement
results since the measuring tools used
have not been compared on similar bench-
marks.

What techniques were used in SPMP? The

machine learning techniques were the most

widely used in the literature. This finding is
inconsistent with the results of [4] where the
authors found that the commonly used main-
tainability prediction models were based on
statistical techniques. This can be explained
by the switch to machine learning techniques
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that have gained the interest of researchers
since 2008.
What is the overall prediction accuracy of
SPMP techniques? Several accuracy crite-
ria were used to evaluate SPMP techniques.
MMRE and Pred accuracy criteria were the
most frequently used in the selected primary
studies. Based on these criteria, FNF was
the most accurate technique for predicting
maintainability expressed in terms of changes
based on MMRE and Pred(30), while ANN
was the most accurate technique based on
Pred(25).
Which SPMP techniques were reported supe-
rior in comparative studies? We found that
MLP, SVM, GMDH, and ELM were the most
accurate techniques among selected compar-
ative studies. Even if these techniques had
better accuracy prediction in some studies,
this was not the case in other studies. There-
fore, no technique was definitively better than
any other.
Which of the SPMP techniques reported to
be superior in comparative studies also pro-
vided greater accuracy? Accuracy comparison
of techniques reported superior from compar-
ative studies was carried out based on the
same prediction context, in other words, the
same datasets (UIMS or QUES or BOTH),
the same metrics (L&H and C&K), the same
dependent variable (Change), the same ac-
curacy criteria (MMRE and/or Pred(0.25)
and/or Pred(0.30), and the same software de-
velopment paradigm (object-oriented). The
results show that:

o FGA, AFGA, and MFPSO achieved a sig-
nificantly better prediction accuracy in
terms of MMRE for the UIMS dataset,

o MFL and K* were the most accurate for
the QUES dataset, and

o GMDH was the most accurate for both
datasets.

From this analysis we cannot conclude which

is the most suitable technique for all cases as it

is highly dependent on the prediction context

(e.g., datasets used, accuracy criteria, etc.).

These findings may be useful to industry for
comparing available SPMP models to improve
the maintainability of software projects, and to
researchers conducting further research into new
SPMP techniques more performant than exist-
ing ones. Moreover, practitioners can choose the
techniques used for predicting maintainability
based on their prediction contexts as a solution
in their practice.

In addition to the above findings, the follow-
ing research gaps were identified:

— More free datasets should be made avail-
able to conduct empirical studies. In con-
trast to private datasets, public ones allow
researchers to compare results in order to
obtain generalizable results. Additional pub-
licly available datasets can be used, such
as the International Software Benchmarking
Standard Group (ISBSG! repository of 8,261
completed software projects with more than
100 data fields, and PROMISE repository
which is a collection of publicly available
datasets grouped into one repository (http:
//promise.site.uottawa.ca/SERepository/).

— Most of the studies dealt with small datasets,
such as UIMS and QUES with a single project
each and related to projects developed us-
ing the Ada programming language. Large
datasets based on the most frequently used
programming languages in the industry are
needed. This represents a serious challenge for
the study of SPMP techniques. For instance,
within the ISBSG, the most used program-
ming languages include Java, COBOL, Oracle
and .Net which represent 30%, 23%, 22% and
20%, respectively. It would be beneficial to
SPMP research community to address this
limitation.

— Moreover, dataset properties, such as type
of data (categorical or numerical), missing
values, outliers, etc., were not addressed by
the research community.

— The majority of studies used data from OO
software projects. As a result, there is a need
for studies that examine maintainability for
other types of applications such as web, mo-

ISBSG, Development and Enhancement repository, February 2018, (http://www.isbsg.org).
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bile, model-driven, and cloud computing ap-

plications.

—  SPMP studies are needed that focus on main-
tainability before delivery of the software
product in order to detect problems and qual-
ity failures early, while the source code is not
available. Such studies should be based on the
‘requirements’ and accordingly researchers
must determine what ‘independent variables’
or ‘predictors’ can be collected based on the
requirements.

—  Few studies address maintainability from the
process level. More studies are needed to in-
vestigate how software development factors
as well as software process management fac-
tors (such as project planning, requirement
analysis, architectural design, development
team, etc.) affect software maintainability.

— Few studies use ensemble techniques. More
studies are needed using ensemble techniques
since they use various single techniques to
obtain a more accurate result.

Researchers interested in carrying out future
research on SPMP, including empirical studies
and benchmarking studies, would do well to inves-
tigate these research gaps and suggested research
avenues.
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Table Al. Research approaches

Research What is it [42]
approaches
ER Empirical studies that evaluate and/or compare existing SPMP techniques.
SP Empirical studies in which an SPMP technique is proposed, either as a new technique or as
a significant adaptation of an existing one, or propose a solution to a defined problem.
Table A2. Empirical types
Empirical o i it [43
types
HbE Studies evaluating SPMP techniques of previously completed software projects.
Ex An empirical method applied under controlled conditions to evaluate an SPMP technique.
CS An empirical study that investigates an SPMP technique in a real-life context, e.g. in-depth
study of the prediction processes of one, or a very small number, of software projects.
Table A3. QA score of selected primary studies
ID  Author QA1 QA2 QA3 QA4 QA5 QA6 QA7 Score
S1  S. Muthanna et al. 1 1 1 1 1 0 1 6
S2  M.M.T Thwin et al. 1 1 1 1 0.5 1 1 6.6
S3 M. Genero et al. 1 1 1 1 0.5 1 1 6.6
S4 M. Kiewkayna et al. 1 1 0.5 1 0.5 0 1 5
S5  G.A.D. Lucca et al. 1 1 0.5 1 0.5 0.5 1 5.5
S6  C.V. Koten et al. 1 1 1 1 1 1 1 7
S7  J.H. Hayes et al. 1 0.5 1 1 0.5 0.5 1 5.5
S8  S.C. Misra 1 1 1 1 0.5 1 1 6.6
S9 Y. Zhou et al. 1 1 1 1 1 1 1 7
S10  X. Jin et al. 1 1 1 1 1 1 1 7
S11  S.S. Dahiya et al. 1 0.5 0.5 1 0.5 0.5 1 5
S12 M. Genero et al. 1 1 0.5 1 1 0.5 1 6
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Table A3 continued

ID  Author QA1 QA2 QA3 QA4 QA5 QA6 QA7 Score
S64 S. Tarwani et al. 1 1 1 1 0.5 0.5 1 6
S65 L. Kumar et al. 1 1 1 1 1 1 1 7
S66 K. Gupta et al. 1 1 1 1 1 1 1 7
S67 S. Kundu et al. 1 1 0.5 1 1 0 1 5.5
S68 B.R. Reddy et al. 1 1 1 1 1 1 1 7
S69 L. Kumar et al. 1 1 1 1 1 1 1 7
S70 L. Kumar et al. 1 1 1 1 1 1 1 7
S71 L. Kumar et al. 1 1 1 1 1 1 1 7
S72 L. Kumar et al. 1 1 1 1 1 1 1 7
S73  R. Malhotra et al. 1 1 1 1 1 1 1 7
S74  G. Szoke et al. 1 1 1 1 0.5 0 1 5.5
S75 Y. Gokul et al. 1 1 0.5 1 0.5 0 1 5
S76  P. Hegedis et al. 1 1 1 1 1 0 1 6
S77 L. Kumar et al. 1 1 1 1 1 1 1 7
S78  G. Scanniello et al. 1 1 1 0.5 0.5 0 1 5
S79  A.M. Fernandez-Séez et al. 1 1 1 0.5 0.5 0 1 5
S80 @G. Scanniello et al. 1 1 1 0.5 0.5 0 1 5
S81  A.M. Fernandez-Saez et al. 1 1 1 0.5 0.5 0 1 5
S82  G. Scanniello et al. 1 1 1 0.5 0.5 0 1 5

Table A4. Search results for each of the nine databases

Database name

# of search  # of duplicate

# of candidate

# of relevant

results studies studies studies
IEEE Explore 1678 15 100 28
Science Direct 5938 20 30 9
Springer Link 8715 45 71 18
Ebsco 1601 16 6 1
ACM Digital Library 530 14 10 5
Google Scholar 22090 30 7 10
dblp 120 80 20 2
Scopus 270 17 23 0
Jstore 399 26 4 2
Total 41341 263 341 75
Table A5. List of the 82 selected studies
ID  Author Ref. Title
S1 S. Muthanna [44]  S. Muthanna, K. Kontogiannis, K. Ponnambalam, and B. Stacey, “A main-
et al. tainability model for industrial software systems using design level met-
rics,” in Proceedings Seventh Working Conference on Reverse Engineering.
IEEE, 2000, pp. 248-256
S2  M.M.T Thwin [45] M. Thwin and T. Quah, “Application of neural networks for estimating
et al. software maintainability using object-oriented metrics,” in International

Conference on Software Engineering and Knowledge Engineering, 2003,
pp. 69-73
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M. Genero, M. Piattini, E. Manso, and G. Cantone, “Building UML class
diagram maintainability prediction models based on early metrics,” in
5th International Workshop on Enterprise Networking and Computing in
Healthcare Industry. IEEE, 2003, pp. 263-275

M. Kiewkanya, N. Jindasawat, and P. Muenchaisri, “A methodology for
constructing maintainability model of object-oriented design,” in Fourth
International Conference on Quality Software. IEEE, 2004, pp. 206-213
G.A. Di Lucca, A.R. Fasolino, P. Tramontana, and C.A. Visaggio, “To-
wards the definition of a maintainability model for web applications,” in
Eighth European Conference on Software Maintenance and Reengineering.
IEEE, 2004, pp. 279-287

C. Van Koten and A. Gray, “An application of Bayesian network for
predicting object-oriented software maintainability,” Information and
Software Technology, Vol. 48, No. 1, 2006, pp. 59-67

J.H. Hayes and L. Zhao, “Maintainability prediction: A regression analysis
of measures of evolving systems,” in 21st International Conference on
Software Maintenance (ICSM’05). IEEE, 2005, pp. 601-604

S.C. Misra, “Modeling design/coding factors that drive maintainability
of software systems,” Software Quality Journal, Vol. 13, No. 3, 2005, pp.
297-320

Y. Zhou and H. Leung, “Predicting object-oriented software maintainabil-
ity using multivariate adaptive regression splines,” Journal of Systems
and Software, Vol. 80, No. 8, 2007, pp. 1349-1361

X. Jin, Y. Liu, J. Ren, A. Xu, and R. Bie, “Locality preserving projec-
tion on source code metrics for improved software maintainability,” in
Australasian Joint Conference on Artificial Intelligence. Springer, 2006,
pp. 877-886

S.S. Dahiya, J.K. Chhabra, and S. Kumar, “Use of genetic algorithm
for software maintainability metrics’ conditioning,” in 15th International
Conference on Advanced Computing and Communications. IEEE, 2007,
pp. 87-92

M. Genero, E. Manso, A. Visaggio, G. Canfora, and M. Piattini, “Building
measure-based prediction models for UML class diagram maintainability,”
Empirical Software Engineering, Vol. 12, No. 5, 2007, pp. 517-549

K. Shibata, K. Rinsaka, T. Dohi, and H. Okamura, “Quantifying software
maintainability based on a fault-detection/correction model,” in 13th
Pacific Rim International Symposium on Dependable Computing. IEEE,
2007, pp. 3542

K. Aggarwal, Y. Singh, A. Kaur, and R. Malhotra, “Application of
artificial neural network for predicting maintainability using object-ori-
ented metrics,” World Academy of Science, Engineering and Technology,
International Journal of Computer, Electrical, Automation, Control and
Information Engineering, Vol. 2, No. 10, 2008, pp. 3552-3556

Y. Tian, C. Chen, and C. Zhang, “AODE for source code metrics for
improved software maintainability,” in Fourth International Conference
on Semantics, Knowledge and Grid. IEEE, 2008, pp. 330-335

Y. Zhou and B. Xu, “Predicting the maintainability of open source
software using design metrics,” Wuhan University Journal of Natural
Sciences, Vol. 13, No. 1, 2008, pp. 14-20




Empirical Studies on Software Product Maintainability Prediction: A Systematic Mapping and Review

183

Table A5 continued

1D

Author

Title

S17

S18

S19

520

S21

S22

523

524

S25

526

S27

528

529

S30

S31

YU, Haiquan
et al.

A. Sharma et al.

W. Li-jin et al.

H. Mittal et al.

M.O. Elish et al.

S. Rizvi et al.

A Kaur et al.

C. Jin et al.

L. CAI et al.

S.0. Olatunji
et al.

P. Dhankhar
et al.

S.K. Dubey
et al.

S.K. Dubey
et al.

N. Tagoug et al.

S. Sharawat
et al.

H. Yu, G. Peng, and W. Liu, “An application of case based reasoning
to predict structure maintainability,” in International Conference on
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ponent-based systems by using fuzzy logic,” in International Conference
on Contemporary Computing. Springer, 2009, pp. 581-591

L. Wang, X. Hu, Z. Ning, and W. Ke, “Predicting object-oriented software
maintainability using projection pursuit regression,” in First International
Conference on Information Science and Engineering. IEEE, 2009, pp.
3827-3830

H. Mittal and P. Bhatia, “Software maintainability assessment based
on fuzzy logic technique,” ACM SIGSOFT Software Engineering Notes,
Vol. 34, No. 3, 2009, pp. 1-5

M.O. Elish and K.O. Elish, “Application of treenet in predicting ob-
ject-oriented software maintainability: A comparative study,” in 13th
European Conference on Software Maintenance and Reengineering. IEEE,
2009, pp. 69-78

S. Rizvi and R.A. Khan, “Maintainability estimation model for ob-
ject-oriented software in design phase (MEMOOD),” arXiv preprint
arXiv:1004.4447, 2010

A. Kaur, K. Kaur, and R. Malhotra, “Soft computing approaches for
prediction of software maintenance effort,” International Journal of Com-
puter Applications, Vol. 1, No. 16, 2010, pp. 69-75

C. Jin and J.A. Liu, “Applications of support vector mathine and un-
supervised learning for predicting maintainability using object-oriented
metrics,” in Second International Conference on Multimedia and Infor-
mation Technology, Vol. 1. IEEE, 2010, pp. 24-27

L. Cai, Z. Liu, J. Zhang, W. Tong, and G. Yang, “Evaluating software
maintainability using fuzzy entropy theory,” in 9th International Confer-
ence on Computer and Information Science. IEEE, 2010, pp. 737-742
S.0. Olatunji, Z. Rasheed, K. Sattar, A. Al-Mana, M. Alshayeb, and
E. El-Sebakhy, “Extreme learning machine as maintainability prediction
model for object-oriented software systems,” Journal of Computing, Vol. 2,
No. 8, 2010, pp. 49-56

P. Dhankhar, H. Mittal, and A. Mittal, “Maintainability prediction for ob-
ject oriented software,” International Journal of Advances in Engineering
Sciences, Vol. 1, No. 1, 2011, pp. 8-11

S.K. Dubey and A. Rana, “A fuzzy approach for evaluation of main-
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Computer Applications, Vol. 49, No. 21, 2012

S.K. Dubey, A. Rana, and Y. Dash, “Maintainability prediction of ob-
ject-oriented software system by multilayer perceptron model,” ACM
SIGSOFT Software Engineering Notes, Vol. 37, No. 5, 2012, pp. 1-4

N. Tagoug, “Maintainability assessment in object-oriented system design,”
in International Conference on Information Technology and e-Services.
IEEE, 2012, pp. 1-5

S. Sharawat, “Software maintainability prediction using neural networks,”
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Table A7. Distribution of predictors used as independent variables

Predictors

Supported studies

# of

studies
(percent)

Chidamber and Kemerer (C&K) measures, such as: cou-
pling between object (CBO), depth of inheritance tree (DIT),
number of children (NOC), weighted methods per Class (WMC),
response for a class (RFC), lack of cohesion in methods (LCOM)

Li and Henry (L&H) measures, such as: message passing
coupling (MPC), data abstraction coupling (DAC), number of
local methods (NOM), SIZE1 (LOC calculated by counting the
number of semicolons in a class), SIZE2 (Number of properties
including the attributes and methods defined in a class)

Class diagram measures, such as measures related to: —
method level such as: number of methods, average number of
methods per class, number of foreign methods accessed, num-
ber of local methods accessed, number of constructors, etc. —
attribute level such as: number of attributes, average number
of attributes per class, number of attributes added, etc. — class
level such as: number of classes, classes changed, classes added,
etc. — relationships such as: number of generalisations, number of
associations, number of aggregations, number of dependencies.

Source code size measures, different lines of code (LOC)
measures, such as: source lines of code, logical lines of code, total
lines of code, etc.

McCabe complexity measure (McCabe)

Software quality attributes, such as: understandability, doc-
umentation quality, readability of source code, testability, etc.

Martin’s measures, such as: abstractness (A), the distance
from the main sequence (D), and the normalized distance from
the main sequence (Dn), etc.

Halstead measures, such as: number of distinct operators,
number of distinct operands, total number of occurrences of
operators, total number of occurrences of operands, length (N)
of a program, program volume (V), etc.

Brito e Abreu and Carapuca (BA&C) measures, such as:
method hiding factor, polymorphism factor, etc.

S2, S6, S8, S9, S14, S16,
S19, 521, $23, $24, $26, S28,
29, 831, S32, 34, $33, S35,
37, 938, S41, S42, S43, S44,
S45, S46, S47, S48, S49, S52,
S54, S55, S56, S57, S58, S59,
S60, S61, S62, S64, S65, S66,
S68, S69, S70, S71, S72, S73,
S75, S77

S2, S6, S9, S14, S19, S21,
23, S24, $26, $29, S31, S32,
33, S35, S37, S38, S42, 43,
S44, S45, S46, S47, S48, S49,
S54, S56, S57, S58, S61, S65,
S69, S70, S71

S3, S4, S7, S8, S12, S16,
S22, 527, S36, S39, S41, S46,
S48, 549, S51, S59, S62, S65,
S66, S68, S72, S73, S74, ST7

S7, S8, S10, S15, S20, S34,
36, S39, S41, S46, S48, S49,
S62, S65, S66, S68, S73, ST4,
S76, S77

S1, 20, S27, S34, S36, S39,
S48, 549, S50, S52, S61, S70,
S71, S72, S73, S74, S76

S11, S17, S18, $25, S40, S50,
S63, S67

S48, $49, S59, S60, S63, S66

S8, S10, S15, S48, S49

S8, 16, S62, S64, S68

50 (61%)

33 (40%)

24 (29%)

20 (24%)

17 (21%)

8 (10%)

6 (7%)

5 (6%)

5 (6%)
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Table A7 continued

Predictors

Factors such as: origin of UML diagrams, level of detail of UML
diagrams, method (analysis models and source code, and source
code alone), models (software models plus source code without
comment), ability, and source code without comments.

Coding rule measures, such as: number of serious coding rule
violations, number of suspicious coding rule violations, number
of coding style issues, etc.

QMOOD measures, such as: data access metric (DAM), mea-
sure of aggression (MOA), method of functional abstraction
(MFA), etc.

Maintainability index (MI) measure

Web-based application (WbA) measures, such as: total
web page, server script, web page control structure, client page,
web control coupling, server page, etc. class diagram measures

Jensen measures

Effort measures, such as: coding effort, design effort, require-
ment effort, effort integration, ratio of requirement effort and
design effort to coding effort (RDCRatio), etc.

Module level measures, such as: percentage of modules
changed, module level information flow, etc.

Sequence diagram measures, such as measures related to:
scenarios (number of scenarios), — messages (average number of
return messages, weighted messages between objects, average
number of the directly dispatched messages, etc. — conditions
(average number of condition messages)

Lorenz and Kidd (L&K) measures, such as: average method
size and coupling factor, etc.

Fault measures, such as: number of detected faults and number
of corrected faults, etc.

Database measures, such as: number of data base connections
and the schema complexity to comment ratio, etc.

# of
Supported studies studies

(percent)
S78, S79, S80, S81, S82 5 (6%)
S34, S36, S74 3 (4%)
S59, S60, S66 3 (4%)
S7, S52 2 (2%)
S5, S53 2(2%)
S10, S15 2 (2%)
S7, S30 2 (2%)
S1, S7 2 (2%)
S4 1 (1%)
S8 1 (1%)
S13 1 (1%)
S52 1 (1%)

Table A8. Acronyms of successful predictors

Acronym Description Acronym Description

ACLOC Average class lines of code NAssoc Number of associations

ATF Attribute inheritance factor NC Number of classes

AMLOC Average method lines of code NClienP Number of client pages

AVPATHS  Average depth of paths NHD Normalized Hamming distance

B Number of bugs (Halstead) NEWLCOMS3 New lack of cohesion in methods 3
Ca Afferent coupling NPM Number of Public methods
CAMC Cohesion among methods in a class  NDep Number of dependencies
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Table A8 continued

Acronym Description Acronym Description
CBO_IUB Coupling between object (CBO) —Is  NGen Number of generalisation
used by attributes or methods of
class
CBO_U CBO - Using by the methods of NGenH Number of generalisation hierarchies
class
CC Cyclomatic complexity NM Number of methods
CDENS Control DENSity NOC Number of children
Ce Efferent coupling NODBC Number of data base connections
CLOC Comments lines of code NOM Number of local methods
CIS Client scripts NPAVGC Average number of parameters per
method
COF Coupling factor NServP Number of server pages
Coh Cohesion NWebP Number of web pages
Command  Number of commands OCmax Maximum operation complexity
CONS Number of constructors OCMEC Other class method export coupling
CSA Average number of attributes per OL2 The average strength of the
class attribute
CSO Average number of methods per OSAVG Average complexity per method
class
Cyclic Number of cyclic dependencies OSmax Maximum operation size
DAC Data abstraction coupling PCCC Path connectivity class cohesion
DAM Data access metric POF Polymorphism factor
DCd Degree of cohesion-direct PPPC Percentage public/protected
members
DCi Degree of cohesion-indirect Query Number of query
Dcy Number of dependencies RFC Response for a class
Dcy* Number of transitive dependencies RDCRatio Ratio of Requirement Effort and
Design Effort to Coding Effort
DIT Depth of inheritance tree SCCR Schema complexity to comment
Ratio
Inner* Number of inner classes SCOM Class cohesion metric
LCC Loose class cohesion SIZE1/LOC Line of code
LCOM Lack of cohesion in methods SIZE2 Number of Properties
LLOC Logical lines of code SLoc Source lines of code
LSCC Low-level design similarity-based SS Server scripts
class cohesion
MaxDIT Maximum depth of inheritance tree ~ STAT Number of STATements
MI Maintainability index SWMC Average weighted methods per class
MIF Method inheritance factor TCC Total cyclomatic complexity
MOA Measure of aggregation TCC Tight class cohesion
MPC Message passing coupling TL Total languages
n Vocabulary size (Halstead) TLOC Total LOC
N Program length (Halstead) TWP Total web page
NA/NOA  Number of attributes TWPDC Total web page data coupling
NAA Number of attributes added TWPR Total web page relationships
NAgg Number of aggregations \% Program volume (Halstead)
NAggH Number of aggregations hierarchies =~ WMC Weighted methods per Class
NAggR Number of aggregation relationships WO WebObject
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Table A9. Prediction techniques and accuracy criteria per dependent variable topics

Prediction technique

Topic 1D per category Accuracy criteria
R-squared, R, MSE, MAE,
52 ANN MinAE, MaxAE
MaxMRE, MMRE, Pred(25),
S6 BN, DT, RA Pred(30), sum Ab. Res,
med. Ab. Res, Std. Ab. Res
MaxMRE, MMRE, Pred(25),
S9 RA, ANN, DR, SVM/R Pred(30), sum ARE, Med. ARE,
Std. ARE
S10 GMM, SVM/R, DT WAP, recall
S14 ANN MARE, R, MRE
S15 ANN, SVM/R, DT, BN, CBR WAP, WARec
S19 ANN, RA RMSE
S23 ANN, FNF MARE, MRE, R
S24 SVM/R MARE, MRE, R
MaxMRE, MMRE, Pred(25),
526 ANN Pred(30), Sum Ab. Res,
Med. Ab. Res, Std. Ab. Res
399 ANN R-squared, R, MAE, minAE,
maxAE
S30 RA -
S31 ANN -
S32 FNF RMSE, NRMSE, MMRE
MaxMRE, MMRE, MARE,
533 ANN, EA Pred(25), Pred(30), Pred(75)
Change S35 ANN R, MAE
S37 SVM/R MARE, MRE, R
S38 ANN, SVM/R, DT, EM MMRE, Std. MRE, Pred(30)
NRMSE, MMRE, Pred(25),
S42 FNF, ANN, SVM/R Pred(30).
MaxMRE, MMRE, Pred(25),
S43 ANN Pred(30), Sum Ab. Res.,
Med. Ab. Res., Std. Ab. Res.
MaxMRE, MMRE, Pred(25),
S44 2§i{AII\£\];’SVM/R’ DT, FNF, Pred(30), Sum ARE, Med. ARE,
’ Std. ARE, RMSE
S45 CM Qout, Nit, cut-off
Sur ANN MMRE, Pred(25), Pred(30),
% under, % over
S48 RA R-squared, R
S49 RA, ANN, BN Recall, Precision, ROC area
S52 RA, ANN MaxMRE, MMRE, Pred(25)
MMRE, Std. MRE, Pred(30),
SH4 RA, ANN, SVM/R, DT, EA, CM CCR, AUC
MMRE, MARE, MAE, RMSE;,
S55 ANN SEM
MAE, MARE, RMSE, SEM,
S57 ANN MMEE, o, &
S58 ANN MAE, R, MMRE, e, é
S59 ANN, SVM/R, BN, EA, IRB MAE, RMSE
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TableA9 continued

Prediction technique

Topic 1D Accuracy criteria
per category
RA, ANN, SVM/R, DT, FNF,
S60 CBR, IRB MAE, RMSE, Pred(25), Pred(75)
Precision, Recall, F-measure,
S61 SVM/R Specificity, Accuracy, AUC
S62 RA, ANN, SVM/R, DT, EA MAE, RMSE
S64 EA -
S65 RA, ANN, SVM/R, EM, BN Accuracy, AUC
Change S66 RA MAE, RMSE, Accuracy
S69 FNF Performance index
S70 SVM/R F-measure, Accuracy
S71 RA, SVM/R Accuracy, Recall, Precision
S72 SVM/R F-measure, Accuracy
973 RA, ANN, DT, BN, CBR Sensitivity, Specificity, ROC,
cutoff
S74 PD -
ST7 RA, ANN, SVM/R, DT Accuracy, F-measure
S11, S18, S20,
$25, S27, 28, FNF -
. S50, S67
Expert opinion S36 RA, ANN, DT MAE
TPR, FPR, Precision, Recall,
S41 ANN, DT, SVM/R F1 score, AUC
R-squared, R, adjusted
S8 RA R-squared, Std. EE
S16 RA R-squared, MARE, MMRE
S39 PF R
Maintainability 940 FNF B
index S48 RA R-squared, R
S68 RA, ANN, DT, SVM/R AOC, StdMRE, MMRE, Pred(30)
S75 FNF -
S76 Statistical Rs
S4 DA Accuracy
g R-squared, R, adjusted
i\/lallntalnablhty S22 RA R-squared, Std.EE,
eve S51,853  RA Rs
S78, S80, S82  Statistical -
S3 RA MMRE, gMRE, Pred(30)
S5 WF, DA -
Maintainability S7 RA R-squared
time S12 RA —
S17 CBR -
S78, S80, S82  Statistical -

Accuracy criteria acronyms: Magnitude of Relative Error (MRE), Mean MRE (MMRE), quartiles of
MRE distribution (qMRE), Standard Deviation of MRE (Std.MRE), Coefficient of correlation R, Coefficient
of determination (R-squared), Percentage Relative Error Deviation (Pred(0.25), Pred(0.30), Pred(0.75)),
Mean Absolute Error (MAE), Minimum AE (MinAE), Maximum AE (MaxAE), Coefficient of correlation (R),
Root Mean Square Error (RMSE), Normalized RMSE (NRMSE), Standard Error of the Estimate (Std.EE),
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Weighted Average Precision (WAP), Area Under Curve (AUC), True Positive Rate (TPR), False Positive
Rate (FPR), Weighted Average Recall (WARec), Spearman’s coefficient of correlation (Rs), Cut-off factors
(cut-off), Mean Square Error (MSE), Mean Absolute Relative Error (MARE), Roc Area (ROC), Sum of
Absolute Residual (Sum Ab. Res), Standard Deviation of Absolute Residual (Std. Ab. Res), Median of
Absolute Residual (Med. Ab. Res), Standard Error of the Mean (SEM). Area Over Curve (AOC).
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