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HYBRID CORRELATED DATA IN RISK ASSESSMENT 

A method for evaluating the risks in a situation has been presented where parameters in the cal-
culation are expressed in the form of dependent fuzzy numbers and probability distributions. The pro-
cedure of risk estimation combines stochastic simulation with the execution of arithmetic operations 
on interactive fuzzy numbers. In order to define operations on such numbers, non-linear programming 
is used. Relations between the parameters presented in the form of fuzzy numbers and probability dis-
tributions are expressed by means of interval regression. The results of computations indicate that the 
relations between parameters have a significant impact on the ratios characterizing risk. 
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1. Introduction 

At present, methods for risk assessment are a fundamental tool for supporting de-
cision-making in an enterprise. Parameters affecting decision-making processes are 
usually burdened with uncertainty. For many years, the only tool that enabled express-
ing uncertainty in a mathematical language was the calculus of probability and it still 
remains the most commonly used tool in practice. Indeed, the probabilistic approach 
prevails in the literature concerning risk in business activity. In order to estimate this 
risk, most often a stochastic simulation is used. However, the huge workload of data 
preparation significantly limits its use in risk assessment. Difficulties also arise in 
determining the probability distributions of economic parameters. For this reason, 
apart from quantitative methods, qualitative methods are used in developing forecasts 
of the aforementioned parameters. In such a case, expert opinions and subjective prob-
ability distributions are used to model uncertainty. 

 _________________________  

1AGH University of Science and Technology, Faculty of Management, Gramatyka 10, 30-067 Cracow, 
Poland, e-mail address: brebiasz@zarz.agh.edu.pl 



B. RĘBIASZ 82

In numerous decision-making situations, the nature of the uncertainty regarding 
economic parameters does not satisfy the assumptions of the probability theory. 
Namely, this happens when uncertainty stems mainly from insufficient information on 
these parameters and is of the epistemological nature [24]. Gupta acknowledges that 
uncertainty regarding the forecasted values of economic parameters is often of proba-
bilistic nature; however the available information is fuzzy [11]. In practice, we often 
face situations where it is not possible to estimate the probability distribution. For 
example, when there are no data and/or there will not be a sufficient volume of data to 
enable statistical tests to be performed. On the other hand, the assumption that there 
are “no data available at all” is also not true. In general, we do have some information 
available. Most commonly, estimates of unknown values made by experts. 

Most real-world problems of risk analysis involve a mixture of quantitative and 
qualitative data. This is why the conventional probabilistic approach appears to be 
insufficient to model some decision-making problems (e.g., problems related to risk 
assessment). To cope with this, many researchers have applied alternative ways of 
describing uncertainty in the process of risk assessment, among which fuzzy numbers 
deserve particular attention. 

Ward [35] was the first to utilize fuzzy numbers in financial analysis. He present-
ed cash flows by means of trapezoidal fuzzy numbers. Buckley [2, 3] computed net 
present values of investment projects using fuzzy numbers. Calzi [4] presented princi-
ples for describing financial mathematics using fuzzy numbers. Choobineh and Beh-
rens [6] presented the use of possibility distributions in economic analysis. Chiu and 
Park [5] calculated the efficiency of investment projects by means of fuzzy numbers. 
They introduced methods that allow one project to be selected from a set of mutually 
preclusive projects. Esogbue and Hearnes [8] utilized fuzzy numbers in problems con-
cerning the replacement of fixed assets. They aimed to describe the economic life-
cycle of fixed assets. Kahraman et al. [17] presented methods for computing the effec-
tiveness ratios of a selected investment project assuming that certain parameters are 
presented in the form of fuzzy numbers. Kuchta [21] presented the use of fuzzy num-
bers in capital budgeting. A comparison of the results of evaluating the profitability 
and the risk of investment projects in the case when the uncertainty of parameters is 
presented both in the form of probability distributions and fuzzy numbers was present-
ed in [26]. The factors described above caused that at present, apart from probabilistic 
description of the uncertainty of economic parameters, description based on possibility 
distributions is being more and more frequently used. 

The usefulness of fuzzy and probabilistic approaches in decision-making analysis 
is viewed in different ways. The majority of authors voice the opinion that fuzzy and 
probabilistic approaches are supplementary to each other and in every single case one 
needs to decide which approach will be the most appropriate. The selection of the 
approach should be conditioned mostly by the degree of subjectivity in the available 
information. On the other hand, Gupta [11] and Smets [28] claim that in decision- 
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-making, a probabilistic description of uncertainty is more effective than a possibilistic 
one. They emphasize the purposefulness of transforming a possibility distribution into 
a probability distribution by stating that the decision-maker is not interested in “what 
is possible”, but rather in “what is probable”. According to [21], selection of the 
method of representing uncertainty depends mainly on the experience and habits of the 
decision-maker. Choobineh and Behrens [6] claim that maintaining a probabilistic 
approach stems more from tradition than from conscious selection. 

These two methods for describing the uncertainty of economic parameters (proba-
bility distributions, fuzzy numbers) are usually used as alternatives. In practice, most 
commonly some parameters are specified with probability distributions, while others 
are given in the form of fuzzy numbers. In economic calculus, the available data are 
usually heterogeneous, i.e., both uncertain and imprecise, and usually come from vari-
ous sources. These could be both statistical data, as well as subjective assessments of 
phenomena provided by experts. 

To sum up, one may repeat after Baudrit et al. [1] that randomness and imprecise 
or missing information are two sources of uncertainty, which impact on risk in busi-
ness activity. Therefore, in the process of risk assessment it is necessary to take into 
account both ways of describing uncertainty. 

The majority of authors use probability or possibility distributions as alternatives 
in the process of risk assessment. There are few studies which describe the use of hy-
brid data, i.e., data partially described by probability distributions, and partially by 
possibility distributions [1, 7, 9, 10, 12]. The use of such data allows us to reflect more 
properly our knowledge on economic parameters. As suggested Ferson and Ginzburg 
[9], distinct methods are needed to adequately represent random variability (often 
referred to as “objective uncertainty”) and imprecision (often referred to as “subjective 
uncertainty”). In risk assessment, no distinction is traditionally made between these 
two types of uncertainty, both being represented by means of a single probability dis-
tribution [1]. In the case of partial ignorance, the use of a single probability measure 
introduces information that is in fact not available. This may seriously bias the out-
come of risk analysis in a non-conservative manner [9]. 

Kaufman and Gupta [18] introduce hybrid numbers which simultaneously express 
inaccurateness and randomness. Guyonnet et al. [12] propose a method which facili-
tates the estimation of risk in the case when both probability and possibility distribu-
tions are involved. This method resulted from the modification of a method proposed 
by Cooper et al. [7]. Methods for processing hybrid data combine stochastic simula-
tion with the arithmetic of fuzzy numbers. The result of processing such data is de-
fined as two cumulative distribution functions: optimistic and pessimistic [12]. Simi-
larly, Baudrit et al. [1] use probability and possibility distributions in risk analyses. 
They use a procedure for data processing, which also combines stochastic simulation 
with the arithmetic of fuzzy numbers. As a result of processing such data, they obtain 
a random fuzzy variable which characterizes the examined phenomenon. 
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In the process of data processing, the above-mentioned methods of risk assessment 
do not account for relations between the parameters described by means of fuzzy 
numbers and probability distributions. In the case of analyzing risk in business activi-
ty, consideration of the relations between parameters of economic calculus is crucial. 
The prices of an enterprise’s products are naturally correlated with the price of the raw 
materials required for their production. Often, the sales volumes of particular products 
are also correlated. 

Assessment of business activity risk requires the following actions [1]: 
 acquisition and preparation of data regarding the parameters of economic calculus, 
 selection of the method for representing uncertainty regarding particular parame-

ters in the calculus, 
 developing a method for processing hybrid data, 
 defining a synthetic coefficient assessing risk in business activity. 
In the paper, a new method for processing hybrid data has been proposed. The 

method takes into account the correlation between parameters expressed in the form of 
fuzzy numbers and probability distributions. Risk is expressed by means of optimistic 
and pessimistic cumulative distributions describing the examined financial ratio, ac-
cording to the methodology presented in the study [1] and, alternatively, by means of 
fuzzy variance, according to the method proposed by Liu and Liu [23]. The results of 
computations obtained with and without taking into account the correlation between 
the parameters of calculus are compared. In the latter case, a combination of stochastic 
simulation and Zadeh’s extension principle is used to process data, according to the 
procedure presented in [1]. 

2. Preliminaries 

2.1. Arithmetic operations on fuzzy numbers 

The effective processing of data expressed in the form of fuzzy numbers requires 
effective methods for performing arithmetic operations on such numbers. Operations 
can be defined on fuzzy numbers of arbitrary type, in line with Zadeh’s extension 
principle, using operations on -levels of these numbers [19]. Given two fuzzy num-

bers A  and B  and their -levels A and ,B  an arithmetic operation *  (+, –, , / ) 

on these numbers can be defined in accordance with the following dependence [20]: 

   (0, 1]A B A B        (1) 
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This definition implicitly assumes that all combinations of values belonging to the 
respective interval numbers (α-levels of the respective fuzzy numbers) are possible 
[19]. However, this assumption is not always true. For example, high prices for hot 
rolled sheets will generally result in high prices for cold rolled sheets. Combinations 
where one of these products has a low price and the other has a high price are unlikely 
to occur, as these quantities are positively correlated. 

As mentioned above, variables that describe various economic phenomena are 
usually dependent. Often one speaks about variables that are correlated. In such a situ-
ation, the selection of schemes for performing arithmetic operations on so-called inter-
active fuzzy numbers often causes a problem. Undoubtedly, one should apply 
a scheme that enables these dependences to be taken into account. In this study, non-
linear programming methods were used to carry out arithmetic operations on fuzzy 
numbers. In order to take into account the relation between fuzzy numbers, interval 
regression was used. 

2.2. Fuzzy and interval regression 

Fuzzy regression involves expressing the parameters of a regression equation in 
the form of fuzzy numbers. Interval regression is a specific case of fuzzy regression. 
The parameters of a regression equation are in this case expressed in the form of 
bounded intervals [29–32]. Interval and fuzzy regressions are used to solve numerous 
practical problems [13]. 

Several methods have been developed to estimate the parameters of the interval 
regression equation. The best known method uses linear programming for this purpose 
[22, 31, 32]. However, this approach has many faults.  

 It is often the case that some of the estimated regression parameters tend to be 
crisp; it even happens that the method produces only a few unexpectedly wide interval 
parameters, while others are crisp (a drawback called unbalancedness). This problem 
is generally considered to be the most serious and the most restrictive drawback that 
limits the usefulness of this method [14, 30, 31, 34]. 

 The method might produce interval regression parameters with centers that only 
poorly fit the data with respect to traditional goodness-of-fit measures (such as  
R-squared). In the literature, this problem is referred to as the non-centrality property 
[22, 29, 30]. 

 The method is highly sensitive to outliers [22, 28]. 
Many authors presented solutions eliminating these faults. Quadratic program-

ming methods are often combined with the least squares method [14, 30, 31, 34]. Oth-
er methods of interval regression are based on the Minkowski distance [15] or multi-
criteria programming [34]. 
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These modified methods provide more balanced intervals representing the coeffi-
cients of interval regression equations, however they require longer computation time. 
Moreover, the estimates of weight coefficients are made by experts, thus these meth-
ods are heuristic [13]. 

Another method for estimating the parameters of interval regression equations was 
developed by Hladik and Černy [13]. It seems to be very promising. Below, a variant 
of this method, which covers the case when input data (dependent and independent 
variables) are presented as determined numbers (crisp input-crisp output), is described. 
The proposed method is based on sensitivity analysis for linear systems. It consists of 
two stages: 

 The estimation of the centers of the interval parameters using standard estimators. 
 The estimation of the radii of the interval parameters. 
Suppose that p observations are given: 
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where: X – input matrix, ŷ – output vector. 

The problem is to determine interval regression parameters â  
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comprising all the possibilities determined by the model and data. Formally, â  must 
satisfy (see [13]): 

 1 1 2 2 ... , 1, ...,j j j jn ny x a x a x a j p       (4) 

It is natural to try and obtain interval estimates which possess several desirable 
properties. They should be as tight as possible, they should be balanced and they 
should respect the central tendency. Robustness with respect to outliers is also an ad-
vantage. 

Hladik and Černy [13] present interval regression coefficients in the form of inter-

vals ˆ ˆˆ ˆ ˆ, .a b c b c      The vector b̂ is estimated by means of the least squares meth-
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od. The width of the intervals defined by the vector ĉ  is expressed in the form: 
ˆ ˆ ,Δc δc  where ˆΔc  is a non-negative vector of sensitivity coefficients and 0δ   is an 

unknown value. Owing to the introduction of sensitivity coefficients, the width of the 
intervals representing regression coefficients may be controlled. 

Estimating the interval regression parameters reduces to the problem of finding 

the minimum value 0,δ   such that for the vector ˆ ˆˆ ˆ ˆ,Δ Δa b δc b δc     , the follow-

ing is met: 

   *
ˆ ˆˆ ˆ ˆ ˆ1, ..., , : j jj p a b c b c y X a             (5) 

Hladik and Černy [13] present a simple formula to calculate . Namely, when 

there exists  1, ...,j p  such that 
*

ˆ 0
j

X c   and simultaneously ˆ
j j*y X b, then 

there does not exist any , which would satisfy condition (4). In any other case,  may 
be calculated based on the formula: 
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  (6) 

The value *δ  thus defined is the minimum value of  . This relation constitutes an 
effective method for solving the problem of interval regression. It eliminates the issue 
of significant imbalance between intervals representing particular regression coeffi-
cients and the problem of non-centric location of the estimated intervals. 

The sensitivity coefficients are most often assumed to satisfy 1ic   or i icc b   

for i = 1, ..., n. The former case is one of the most natural choices, since it minimizes 
the sum of the radii of the interval estimators. The latter case is called the relative tol-
erance approach. In this case, the minimum value of  ( *δ ) gives the following infor-
mation to a user: it is sufficient to perturb the regression parameters by no more than 
100 *% in order to cover all the observations. Hence, it is an alternative measure of 
goodness-of-fit. 

2.3. Fuzzy random variables 

Liu and Liu [23] define fuzzy random variables in the following manner. Let us 
assume that Z is a set of fuzzy variables. Each element z  of the set Z  is characterized 
by a membership function .μz  Let us assume that  , ,    is a probability space. 
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A fuzzy random variable is then defined as a map :ξ Ω Z such that for each closed 

subset C of the space ,  

          * Pos sup
x C

C C x     


    (7) 

is a measurable function , where  ξ ωμ  is the possibility distribution of the fuzzy 

variable  .ξ ω  

In order to effectively use fuzzy random variables in risk assessment, it is neces-
sary to define the expected value and the variance of such variables. The aforesaid 
authors define the expected value of such variables in various ways. Most frequently, 
it is defined in the form of a fuzzy set [25]. However, in decision-making problems, it 
is desirable that the expected value is expressed in the form of a scalar [23]. This facil-
itates the interpretation of results. Methods using such values are readily accepted by 
practitioners. 

Liu and Liu [23] proposed a new method for calculating the expected value and 
the variance of a fuzzy random variable. They express these values in the form of 
a scalar. The expected value  E ξ  of a normal fuzzy variable ξ  defined in the proba-

bility space  , ,    is given by the following formula: 

          
0 0

E Cr x dx Cr x dx P d


     
  

    
 
    (8) 

where   Cr    is the credibility distribution of . 

Further, the above authors define the variance of a fuzzy random variable accord-
ing to the formula: 

     2
Dev ξ E E   

 
 (9) 

Based on a fuzzy random variable, upper and lower distribution functions may be 
estimated. These functions characterize uncertainty as to future realizations of the ana-
lyzed variable. It is known that each fuzzy variable Z  with possibility distribution  in-
duces a random set [27]. Let the -levels of this variable be denoted by .  The focal 

elements of a random set generated by the fuzzy variable Z  are -levels   1, ,
,

j q  

where 0 1 2 11 ... 0.q q            The values  1 1, ...,j j j j q
v    
   constitute 
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the probability mass of the random set generated. If there are n fuzzy variables 

 
1, 2, ...,i i n

X


  with corresponding probabilities 1, 2, ...,( ) ,i i np   then   1, ..., ; 1, 2, ...,j q i n  
 are 

focal elements of a random set, while the values ijp  ( 1;( )ij i ji j ip p      ) constitute 

the probability mass of a random set. Based on such a random set, one may determine 
the upper ( )F x  and lower ( )F x  distribution function according to the formulas: 

    Pl [ , ]F x X x    (10) 

    Bel [ , ]F x X x    (11) 

where Pl and Bel are the Belief and Plausibility functions, respectively. 

3. The hybrid propagation method 

In order to solve the stated problem, one needs to determine the value of ˆ( ),f X

where  1 2
ˆ , , ..., mX X XX  is a vector of variables burdened with uncertainty. It is 

assumed that k variables (k < m) are random variables [X1, X2, ..., Xk] and m – k varia-
bles are fuzzy variables [Xk+1, Xk+2, ..., Xm]. Additionally, it is assumed that there may 
be defined subsets KX  of correlated variables Xi;  , ,K

iX i KX    K  Ks. In such 

a case, K is a subset of the indices of the correlated variables, and Ks is the set of the 
indices of the selected subsets of correlated variables.. 

The proposed procedure for determining the value of ˆ( )f X  involves two stages. It 

combines a stochastic simulation procedure with the execution of arithmetic operations on 
dependent fuzzy numbers. In order to execute such arithmetic operations, non-linear pro-
gramming is used. In this case, the computational procedure is as follows: The realizations 
[x1, x2, ..., xk] of the random variables are drawn using a procedure which accounts for the 
correlation of variables. These realizations and the fuzzy variables [Xk+1,  Xk+2, …, Xm] 
allow us to determine 1 2 1 2( , ,  ...,  ,  ,  , ...,  )k k k mf x x x X X X   as a fuzzy number. This 

can be achieved using the concept of -levels. The upper bound (sup) and lower 
bound (inf) of an -level of a fuzzy number 1 2 1 2( , ,  ...,  ,  ,  , ...,  )k k k mf x x x X X X   

may be determined by solving the following non-linear programming tasks. 
When searching for sup, find: 

 1 2 1 2( , ,  ...,  ,  ,  , ...,  ) maxk k k mf x x x X X X    (12) 



B. RĘBIASZ 90

When searching for inf, find: 

 1 2 1 2( , ,  ...,  ,  ,  , ,  ) mink k k mf x x x X X X     (13) 

subject to the following constraints: 

   for 1inf sup( ) , 2, ,i i iX x i mX 
      (14) 

    1 2 for inf inf , ; ; , ,iz iz
i z sx a x a i K z K i z i k z k K K          (15) 

    1 for sup sup      , ; ; , ,iz iz
i z z sx a x a i K z K i z i k z k K K          (16) 

    1 2inf inf      for , ; , ;iz iz
i z sx a x a i K z K i k z k K K         (17) 

    1 2sup sup for , ; , ;iz iz
i z sx a x a i K z K i k z k K K         (18) 

The values 1 ,iza 2
iza  are the coefficients of the interval regression equations deter-

mining the relation between the variables Xi and Xz. These coefficients are calculated 
based on historical data. Historical data concerning the appropriate variables (e.g. the 
prices of products and raw materials, sales volumes) are available and expressed in the 
form of determined volumes. In order to obtain the values of the coefficients, one may 
use the method developed by Hladik and Černy described above [13]. 

Drawing values [x1, x2, ..., xk] and determining 1 2 1 2( , , ..., ,  ,  , ...,  )k k k mf x x x X X X   

is repeated n  times. As a result n  fuzzy sets characterized by membership functions 

1( , ..., )f f
nμ μ are obtained. In this case, the value ˆ( )f X  is represented by a random 

fuzzy variable. The above hybrid procedure may be described by the following algo-
rithm. 

 
START 
Step1. Define 0, , n =1 

Step 2. Randomly generate a vector [x1, x2, ..., xk] taking into account the correlation of 
variables. 
Step 3. = 0 

Step 4. Define -levels (Xi) for i = 1, 2, ,k k m    

Step 5. Define (sup) and (inf) for -levels of the fuzzy numbers defining ˆ( )f X  

Find 1 1 1 2( max, , ... , , , , ..., )k k k mf x x x x x x    
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and 1 1 1 2( min, , ... , , , , ..., )k k k mf x x x x x x   with the problem constraints specified by 

inequalities (14)–(18) 
Step 6.     

Step 7. If 1   go to step 4 
Step 8. n = n + 1 
Step 9. If n n   go to step 2 

Step10. Define the set of fuzzy numbers ( 1 , ...,f f
nμ μ ) 

STOP 

4. Numerical examples 

In order to illustrate the effectiveness of the proposed method, the results of calcu-
lations made for a simple model are presented below. The method was tested based on 
the example of calculating the operating profit for a metallurgical industrial enterprise. 

The calculation was performed for the production system presented in Fig. 1. 

 

Fig. 1. Flow diagram of the production system analyzed 

The operating profit can be expressed by the formulas (19)–(33):  

 

bg bg bz bz bo bo bp bp sp sp

su su st st bg bg bz bz bo bo

bp bp zł zł gr gr ru ru

ZO c G c G c G c G k Pr

k Pr k Pr k Pr k Pr k Pr

k Pr Zu c Zu c Zu c kf

    

    

    

 (19) 

 sp su spPr Pr m  (20) 
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 su st suPr Pr m  (21) 

 st bg płPr Pr m  (22) 

 bg bz bg bgPr Pr m G   (23) 

 bz bo bz bzPr Pr m G   (24) 

 bo bp bo boPr Pr m G   (25) 

 bp bpPr G  (26) 

 bg bg bgG JZ u  (27) 

 bz bz bzG JZ Zu  (28) 

 bo bo boG JZ Zu  (29) 

 bp bp bpG JZ Zu  (30) 

 zł st złZu Pr m  (31) 

 gr su grZu Pr m  (32) 

 ru sp ruZu Pr m  (33) 

where: 
,bgG ,bzG ,boG bpG  are the sales of hot rolled strip, cold rolled sheets, hot dip gal-

vanized strip and sheets, organic coated sheets, respectively. 
,bgJZ ,bzJZ ,boJZ bpJZ are the apparent consumption of hot rolled strip, cold rolled 

sheets, hot dip galvanized strip and sheets, organic coated sheets, respectively. 
,bgu ,bzu ,bou bpu are the market shares of hot rolled strip, cold rolled sheets, hot dip 

galvanized strip and sheets, organic coated sheets, respectively. 
,ruc ,grc ,złc ,bgc ,bzc boc , bpc  are the prices of iron ore, pellets, steel scrap, hot 

rolled strip, cold rolled sheets, hot dip galvanized strip and sheets, organic coated 
sheets, respectively. 
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,spm  ,sum  ,płm  ,bgm ,bzm bom  are sinter consumption per tonne of pig iron, pig 

iron consumption per tonne of continuous casting stands, continuous casting stand 
consumption per tonne of hot rolled sheets, hot rolled sheet consumption per tonne of 
cold rolled sheets, cold rolled sheet consumption per tonne of galvanized sheets, gal-
vanized sheet consumption per tonne of organic coated sheets, respectively. 

,złm ,grm  rum  are scrap consumption per tonne of steel, pellet consumption per 

tonne of pig-iron, iron ore consumption per tonne of sinter, respectively. 
,spPr  ,suPr  ,stPr  ,bgPr  ,bzPr  ,boPr  bpPr are the production levels of sinter, pig 

iron, continuous casting stands, hot rolled strip, cold rolled sheets, hot dip galvanized 
strip and sheets, organic coated sheets, respectively. 

,spk  ,suk  ,stk  ,bgk  ,bzk  ,bok  bpk are the appropriately adjusted unit variable costs 

of sinter, pig iron, continuous casting stands, hot rolled strip, cold rolled sheets, hot 
dip galvanized strip and sheets, organic coated sheets, respectively. This cost does not 
account for the values of steel products manufactured in previous stages of the cycle 
or the value of raw materials used; corrections are made in order to avoid multiple 
calculation of the same cost components during the calculation of profit, according to 
formula (19). 

kf  are the company’s fixed costs. 
,złZu  ,grZu  ruZu  are scrap, pellet and iron ore consumption, respectively. 

 

Fig. 2. Prices of metallurgical products manufactured by the company analyzed 
 and the prices of iron ore, pellets and steel scrap in 1992–2011 

Figure 2 shows the prices of metallurgical products manufactured by the company 
analyzed and the prices of iron ore, pellets and steel scrap in 1992–2011. Figure 3 
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shows the apparent consumption of metallurgical products manufactured by the  com-
pany analyzed. 

Table 1 describes the trapezoidal fuzzy numbers and parameters of the normal 
probability density function (average value – m and standard deviation –  ) specifying 
the forecast of parameters for calculating the operating profit for the company ana-
lyzed. 

Table 1. Trapezoidal fuzzy numbers representing forecasts of the prices of products  
and raw materials, material consumption rates and parameters of the normal  

probability density function characterizing the apparent consumption of metallurgical products 

Price Trapezoidal fuzzy numbers [USD/t] 

Iron ore (111.7; 120.0; 133.3; 141.7) 
Pellets (125.0; 133.3; 146.7; 156.7) 
Steel strap (313.3; 320.0; 336.7; 345.0) 
Hot rolled strip (666.7; 680.0; 711.7; 728.3) 
Cold rolled sheets (715.0; 730.0; 763.3; 781.7) 
Hot dip galvanized strip and sheets (805.0; 821.7; 860.0; 880.0) 
Organic coated sheets (1080.0; 1101.7; 1153.3; 1175.0) 

Material consumption rates Trapezoidal fuzzy numbers [t/t] 

Iron ore – sinter (0.918; 0.920; 0.920; 0.922) 
Sinter – pig iron (1.352; 1.354; 1.359; 1.362) 
Pellets – pig iron (0.338; 0.339; 0.340; 0.341) 
Scrap – continuous casting stands (0.269; 0.276; 0.279; 0.288) 
Pig iron – continuous casting stands (0.855; 0.860; 0.870; 0.875) 
Continuous casting stands – hot rolled strip (1.058; 1.064; 1.075; 1.078) 
Hot rolled strip – cold rolled sheets (1.105; 1.111; 1.124; 1.130) 
Cold rolled sheets – hot dip galvanized strip and sheets (1.010; 1.020; 1.026; 1.031) 
Hot dip galvanized strip and sheets – organic coated sheets (0.998; 0.999; 1.000; 1.001) 

Apparent consumption (Average; standard deviation) [103 t] 

Hot rolled strip (2704.0; 117.5) 
Cold rolled sheets (1162.3; 51.4) 
Hot dip galvanized strip and sheets (1147.9; 52.4) 
Organic coated sheets (708.4; 30.8) 

 
The relations between the prices of the ranges of steel products analyzed, prices of 

iron ore, pellets and scrap, as well as the apparent consumption of particular product 
ranges were expressed by means of an interval regression model. The coefficients of 
the regression equation were estimated using the method described in Section 2. 
Table 2 presents the coefficients of the interval regression equations characterizing the 
relations between the prices of the products manufactured by the producer analyzed 
and the prices of iron ore, pellets and scrap. Table 3 presents the correlation matrix for 
the apparent consumption of particular product ranges manufactured by the producer. 
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Fig. 3. Apparent consumption of metallurgical products manufactured by the company analyzed 

Table 3. Correlation matrix for the apparent consumption  
of metallurgical products manufactured by company analyzed 

Material 
Hot rolled 

strip 
Cold rolled

sheets 

Hot dip 
galvanized 

strip and sheets

Organic  
coated sheets 

Hot rolled strip 1.000 0.878 0.911 0.863 
Cold rolled sheets 0.878 1.000 0.915 0.888 
Hot dip galvanized strip and sheets 0.911 0.915 1.000 0.966 
Organic coated sheets 0.863 0.888 0.966 1.000 

 
The value of the fixed costs was assumed to be USD 315 090 thousand/year. The 

adjusted unit variable processing costs for particular product ranges were also adopted 
at the levels given in Table 4. The market shares of particular product ranges adopted 
in the calculations are given in Table 5. 

Table 4. Adjusted unit variable processing costs for particular product ranges 

Product Sinter Pig iron
Continuous

casting 
stands 

Hot rolled
strip 

Cold rolled
 sheets 

Hot dip 
 galvanized 

strip 
 and sheets 

Organic 
coated 
 sheets 

Cost, USD/t 16.6 153.8 25.4 28.4 28.0 116.7 175.3 

Table 5. Market shares of the particular product ranges 

Hot rolled strip Cold rolled sheets
Hot dip galvanized

strip and sheets 
Organic coated sheets 

42.5% 40.0% 46.0% 45.0% 
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Fig. 4. Example of fuzzy numbers depicting the operating profit  
calculated in selected iterations of the computer simulation 

 

Fig. 5. Credibility distribution functions depicting the operating profit  
calculated in selected iterations of the computer simulation 

Figures 4 and 5 depict illustrative results of the calculations of the operating profit 
for the manufacturer analyzed. Figure 4 presents four fuzzy numbers characterizing 
the operating profit calculated in selected iterations of the computer simulation and 
Fig. 5 presents the corresponding credibility distribution functions. The average value 
of the operating profit was USD 361 333.6 thousand. and the standard deviation USD 
102 303.6 thousand. Figure 6 depicts pessimistic and optimistic cumulative distribu-
tion functions resulting from these computations. 
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Fig. 6. Upper and lower distribution functions depicting the operating profit 

 

Fig. 7. Upper and lower distribution functions depicting the operating profit 
obtained by ignoring the correlation of parameters in the economic calculation 

Additionally, calculations were carried out without considering the correlation of 
economic parameters. In this case, the average operating profit obtained was 
315 488.9 and the standard deviation was 308 475.5. Figure 7 presents the resulting 
optimistic and pessimistic cumulative distribution functions. These figures indicate 
that accounting for the correlation of the variables has a considerable impact on esti-
mating the operating profit. 

0.00

0.20

0.40

0.60

0.80

1.00

0 200 000 400 000 600 000 800 000

P
ro

ba
bi

lit
y

Profit, 103 USD

The lower  cumulative distribution function

The upper  cumulative distribution function

0.00

0.20

0.40

0.60

0.80

1.00

-400000 -150000 100000 350000 600000 850000 1100000 1350000

P
ro

ba
bi

lit
y

Profit, 103 USD

The lower  cumulative distribution function

The upper  cumulative distribution function



Hybrid correlated data in risk assessment 99

5. Conclusion 

In the literature devoted to the issues of risk, approaches based on probability the-
ory are dominant. Nevertheless, numerous publications indicate the possibility of us-
ing other methods to describe economic parameters. Fuzzy numbers are used most 
frequently. Recent publications present methods which allow us to assess risk in situa-
tions when hybrid data are involved, i.e., when some parameters are described by 
probability distributions and some by fuzzy numbers. 

This study considers a proposed method of risk assessment which facilitates the 
processing of hybrid data, taking into account the correlation between economic pa-
rameters. The procedure for processing such data combines stochastic simulation with 
Zadeh’s extension principle (a method for the execution of arithmetic operations on 
fuzzy numbers). Non-linear programming was used in the execution of arithmetic 
operations on interactive fuzzy numbers. The relations between economic parameters 
were expressed in the form of interval regression. The proposed method may be used 
in the case of fuzzy numbers with arbitrary membership functions, because arithmetic 
operations are executed on -levels. This method is a universal and flexible tool for 
processing hybrid data, which enables existing correlations to be taken into account. 

As a result of processing such data, a solution in the form of a random fuzzy set 
was obtained. Each element of this set results from one replication of a stochastic sim-
ulation. Assessment of the level of risk is obtained by computing the standard devia-
tion or by estimating the upper and lower cumulative distribution functions of the op-
erating profit. 

The results of the computations presented indicate that the correlation of economic 
parameters has a considerable impact on the estimates of the operating profit. Risk 
assessment without consideration of these interrelations is subject to a considerable, 
systematic error. 
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