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Artificial neural networks have been shown to be able to approximate any continuous nonlinear
functions and have been used to build data based empirical models for nonlinear processes. This
work studies primarily the performance of neural networks as a tool for predicting the emission
spectra of fluorescent materials from their absorbance, and further, tends to the determination of
the optimal topology of the neural network for this purpose. In order to do this, spectral data were
initially analyzed by a principal component analysis technique. The first four principal components
were used as input nodes of neural networks with various training algorithms – namely cascade-
and feed-forward algorithms – and also, various numbers of hidden layers and nodes. The obtained
results indicate that the RMS error in a testing data set decreased with increasing the number of
neurons and the minimal network architecture for a data prediction problem consists of two hidden
layers, respectively with 9 and 1 nodes for both neural networks. Additionally, a better performance
was obtained with the cascade-forward neural network, especially in a small number of nodes.
The obtained results indicate that the neural networks can be used to provide a relationship between
the absorbance as an input and the emission as a target.
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1. Introduction
Fluorescence typically occurs from aromatic molecules. Fluorescent chromophores
have been generally known to have planar and rigid π-conjugation systems, and many
fluorescent chromophores have rigid ring systems including stilbene, coumarin,
naphthalimide, perylene, rhodamine and other structures [1–6]. Fluorophores are also
denoted as chromophores, historically speaking the part or moiety of a molecule re-
sponsible for its color. Most known stable and bright fluorophores absorb and emit in
the wavelength range between 300 and 700 nm [7]. The most dramatic aspect of flu-
orescence is its occurrence at wavelengths longer than those at which absorption occurs.
Fluorescence spectral data are generally presented as emission spectra. A fluorescence
emission spectrum is a plot of the fluorescence intensity versus wavelength (nm) or
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wave number (cm–1). Emission spectra vary widely and are dependent upon the chem-
ical structure of the fluorophore and the solvent in which it is dissolved [8]. 

Over the recent years, the development of fluorescent molecules has been prog-
ressing remarkably due to their potential applications and many fluorophores have
been synthesized and utilized in fields as diverse as fluorescent dyes, sensors and solar
cells. Fluorescent proteins also are now a critical tool in all areas of biomedical research
and play the central role in fluorescence spectroscopy [9–15].

Principal component analysis (PCA) technique has been an important and useful
mathematical tool in color science and technology. In color technology, PCA is mainly
used for data compression, dimensionality reduction and also to define the principal
directions that a set of data orients. As dominant sample variations are along several
significant directions, data reduction could be accomplished by neglecting the unim-
portant directions. The number of these directions approximates the dimensionality of
the sample set. Each reconstructed reflectance spectrum Rc can be represented through
the sum of the small number m of basic functions PCj as shown in the following equa-
tion:

(1)

where Cj is the weight of the j-th basis function and R0 shows the mean spectral re-
flectance of the data set. 

Neural networks have been successfully developed to solve problems in textile
industry in a variety of applied fields from environment to textile defects and color
constancy [16–21]. 

Although neural networks are an established tool, their optimization remains a mat-
ter of active research. Several researches have been dealt with determination of the
optimal topology of a neural network for specific applications [22–24].

Artificial neural networks may be constructed in a variety of sizes and with different
levels of complexity. In predicting the appropriate structure, a suitable choice of the
number of hidden layers and the number of nodes in each layer, together with the type
of activation function and training algorithm, is very important. Many methods have
been proposed to determine suitable values for these purposes, ranging from indirect
methods based on trial and error to those that use empirical or statistical information [25]. 

The ideal network, at the first place, balances the performance against the size.
A network with too many neurons is prone to overfitting in which the learning algo-
rithm fits the training set so well that noise and the abnormalities of the training data
are memorized. As a result of this, the learning algorithm’s performance drops when
it is examined in an unknown dataset. On the other hand, a network with too few neu-
rons will be unable to learn all the relationships in the data, so its predictions will be
unreliable [26].

In the next place, training in a back propagation algorithm is performed by forward
and backward operation. Back-propagation is typically done on feed-forward neural
networks and is able to generalize well on a wide variety of problems. The network

Rc R0 Cj PCjj 1=
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produces its actual outputs for a certain input pattern using current connection weights.
Subsequently, the backward operation is carried out to alter the weights to decrease
the error between the actual and desired outputs [27].

Lastly, the input value is passed through the neural network again with updated
new weights, and the errors, if any, are calculated again. This technique is iterated until
the error is acceptable (maximum 1000 epochs in this study). This method is continued
for all the data in the training data. Finally, the test data are used to verify the nonlinear
relationship between the input and output data sets.

A fact that fluorescent materials present difficulties for match prediction due to
their variable excitation and emission characteristics caused that a few approaches have
been investigated [28]. This work attempted to approximate the emission spectra of
fluorescent materials from their absorbance using the principal component analysis
technique and artificial neural networks. The performance of variety structure and
topology of the network was evaluated by calculating root mean square (RMS) error.

2. Materials and methods
The emission spectra of fluorescent materials were reconstructed by using their ab-
sorbance spectra as follows:

– The absorbance and emission spectra of 34 fluorescent materials were measured
at 20 nm intervals from 300 to 800 nm, and were available from [29].

– Principal component eigenvectors of absorbance and emission spectral data
were calculated and divided into training (25 samples) and testing (9 samples) data set.

– Neural networks of different algorithms, namely cascade- and feed-forward
networks, were applied to train the neural networks in order to predict the principal
component eigenvectors of emission spectra. In this section, the effect of the neural
networks parameters such as the number of hidden layers and the number of neurons
per each layer on reconstruction accuracy was evaluated.

– Emission spectra of fluorescent materials were calculated using their predicted
principal component eigenvectors.

– The performance of neural networks with various topologies and structures was
evaluated using RMS error.

3. Principal component analysis
The PCA technique was applied to the absorption and emission spectra of 34 fluores-
cent materials. The output of a PCA consists of a series of eigenvalues and eigenvectors
(each eigenvalue corresponding to an eigenvector). 

Figure 1 represents the principal component eigenvalues of absorption and emission
spectra. Eigenvalues can be thought of as quantitative assessment of how much a com-
ponent represents the data. The higher the eigenvalues of a component, the more repre-
sentative it is of the data. The optimal number of eigenvectors depends on the application
and accuracy requirement. It is clear that the total variance of reflectance spectra could
be explained by first four principal components whereas the rest are insignificant.
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Fig. 1. Principal components eigenvalues of absorption and emission samples. 
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Fig. 2. The first four eigenvectors of principal components of absorption.
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Fig. 3. The first four eigenvectors of principal components of emission.
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Eigenvectors, on the other hand, can be thought of as “preferential directions” of
a data set, or in other words, main patterns in the data. The first four eigenvectors of
absorption and emission spectra are illustrated in Figs. 3 and 4, respectively. Each
eigenvector corresponds to one of the eigenvalues and associated principal components
and is used to form linear combinations of the variables.

4. Neural network predictive model

The feed- and cascade-forward neural networks consisting of two and three hidden
layers were utilized to make the relationship between first four principal components
of absorbance, which served as inputs to the network, and first four principal compo-
nents of emission that were designated as outputs of the network. 

Feed-forward networks (Fig. 4a) often have one or more hidden layers. The hidden
layer consisted of sigmoid activation functions 

(2)

where a is the slope parameter of the sigmoid activation function. The output layers
consisted of neurons with linear activation functions

(3)
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Fig. 4. A two-layer feed-forward (a) and cascade-forward (b) neural network structure of sigmoid neurons
followed by an output layer of linear neurons.
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Multiple layers of neurons with nonlinear transfer functions allow the network to
learn nonlinear and linear relationships between input and output vectors.

Cascade-forward networks consist of n hidden layers (Fig. 4b), the first layer has
weights coming from the input. Each subsequent layer has weights coming from the
input and all previous layers. All layers have biases and the last layer is the network
output.

The precision and predictive abilities of training and testing data sets were com-
pared by means of RMS error, defined as

(4)

where ΔRλ is the difference between the actual and reconstructed reflectance spectra
at a certain wavelength λ and n represents the number of wavelengths in which mea-
surements have been carried out.
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Fig. 5. Spectrophotometric accuracy of reconstructed training data set of emission spectra with (9 1)
network structure, based on RMS error. 
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Fig. 6. Spectrophotometric accuracy of reconstructed testing data set of emission spectra with (9 1)
network structure, based on RMS error. 
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Figures 5and 6 summarize the RMS error calculated for neural networks with two
hidden layers and different numbers of neurons for training and testing data sets, re-
spectively. Comparison of the results presented in Figs. 5 and 6 reveals that, increasing
the number of neurons from 3 to 10, results in substantial reduction in RMS error and
then the charts reach a plateau. As can be seen in Figs. 5 and 6, in feed-forward net-
works by growing the number of neurons from 3 to 10, RMS error in a training data
set decreases from 0.104 to 0.079, and from 0.122 to 0.090 in a testing data set. Turning
to cascade-forward networks, the same increase in the number of neurons results in
declining of RMS error from 0.089 to 0.079 in a training data set and from 0.105 to
0.090 in a testing data set. Additionally, a further increase in the number of neurons
has a marginal effect on network performance.

Same trend can be seen from the networks with three hidden layers. Regarding
Figs. 7 and 8, with increasing the number of neurons from 3 to 10, RMS error represents
a downward trend from 0.141 to 0.083 for reconstructed data obtained from feed-for-
ward networks in a training data set (Fig. 7), and from 0.165 to 0.094 in a testing data
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Fig. 7. Spectrophotometric accuracy of reconstructed training data set of emission spectra with (4 5 1)
network structure, based on RMS error. 
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Fig. 8. Spectrophotometric accuracy of reconstructed testing data set of emission spectra with (4 5 1)
network structure, based on RMS error.
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set (Fig. 8). Likewise, in cascade-forward networks, RMS error falls from 0.091 to 0.090
in a training data set and from 0.106 to 0.093 in a testing data set. 

To sum up Figs. 5 to 8, in most cases it can be deduced that cascade-forward neural
networks exhibit better performance in comparison with feed-forward neural networks
in both training and testing data sets, especially in small numbers of neurons. Further-
more, increasing the number of hidden layers from two hidden layers to three hidden
layers leads to an increase in RMS error and also results in some degree of network
instability.

In this study, the maximum and minimum RMS errors were 0.1646 and 0.08993
for feed- and cascade-forward neural networks with three hidden layers, respectively. 

The neural network with two hidden layers and ten neurons has been selected as
an optimum structure for both cascade- and feed-forward neural networks. Figures 9
and 10 represent typical reconstructed spectra using neural networks with 3 and 10 neu-
rons and two hidden layers, respectively, in comparison with actual spectra. It is seen
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Fig. 9. Actual and predicted emission spectra of sample with (2 1) network structure.

10 neuronsActual data
Feed-forward neural

Cascade-forward

1.2

1.0

0.8

0.6

0.4

0.2

0.0

–0.2
300 400 500 600 700 800

E
m

is
si

on

Wavelength [nm]

network

neural network

Fig. 10. Actual and predicted emission spectra of sample with (9 1) network structure. 
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in the figure that increasing the number of neurons from 3 to 10 improved the perfor-
mance of both networks. 

A fluorophore absorbs energy of a specific wavelength λmax-ex and then re-remits
the energy at a different but equally specific wavelength λmax-em, therefore λmax-ex and
λmax-em are two characteristics of fluorescent spectra. Figures 11 and 12 show the cor-
relation between the actual λmax-em and those obtained from the cascade- and feed-for-
ward networks with two hidden layers, respectively. The least-square regression lines
are given by the average prediction vector λp(i ) equal to 0.989x and 0.987x for
(2H, 10N) cascade- and feed-forward neural networks, respectively. On the other hand,
with respect to Figs. 13 and 14, those which correspond to (3H, 10N) cascade- and
feed-forward neural networks are equal to 0.986x and 0.985x, respectively. This indi-
cates a strong agreement between the actual data and the predicted results.

An important aspect of correlation is how strong it is. The strength of a correlation
is measured by the correlation coefficient r or the Pearson product moment correlation
coefficient. The correlation coefficients between the actual λmax-em and the predicted
results λp are given by

(5)

where  is the mean of the actual λmax-em vector and N is the size of the available
dataset [30].

With respect to Figs. 11–14, the correlation coefficients of all four neural network
architectures were more than 0.97, which indicates that these variables can be consid-
ered as highly correlated. Moreover, cascade-forward back-propagation neural net-
works with two hidden layers had the highest correlation coefficient among the others.
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Fig. 11. Correlation between actual data and predicted maximum emission wavelength λmax obtained
from cascade-forward (9 1) network structure.
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Fig. 12. Correlation between actual data and predicted maximum emission wavelength λmax obtained
from feed-forward (9 1) network structure.
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Fig. 13. Correlation between actual data and predicted maximum emission wavelength λmax obtained
from cascade-forward (4 5 1) network structure. 

Fig. 14. Correlation between actual data and predicted maximum emission wavelength λmax obtained
from feed-forward (4 5 1) network structure. 
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Table 1 represents the deviation of the outputs obtained from networks with se-
lected structures from the actual λmax-em values. With respect to Table 1, the mean de-
viation from the actual values varies from 10 to 12.4 for cascade-forward networks
with (9 1) structures and feed-forward networks with (4 5 1) structures, respectively,
which confirms preceding results.

5. Conclusion

Because of simplicity and the ability to carry out detailed analysis, neural networks
based on the back-propagation algorithm with different topologies were used to dis-
tinguish the first four principal components of emission from those of absorbance.

The analysis of the relationship between the predicted results of the designed
artificial neural network model and the experimental data was also conducted.
According to obtained results from all the structures, RMS error was situated at the
0.1646–0.0899 interval. In addition, neural networks with two hidden layers and
10 neurons have been selected as optimum structure for both cascade- and feed-for-
ward neural networks. As well, the simulated results showed high correlation between
the actual and predicted maximum absorption wavelength. According to obtained re-
sults, correlation coefficients of all architectures were more than 0.97, which indicates
that these variables can be considered as highly correlated.

Depending on these observations, the neural network approach can be considered
as a promising tool for predicting the emission spectra of fluorescent materials.
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