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A SO(3) transformer of a three-plate polarizer is adopted to rapidly achieve the transformation of
the polarized state. The polarization coding based on Stokes components S2 and S3 is analyzed and
demonstrated. Tabu search algorithm is used to accelerate the transformation of the polarized state
by utilizing Mueller matrix roots decomposition to decompose the SO(3) matrix, and substituting
first order Taylor series approximations for the trigonometric functions in the SO(3) matrix.
The results show that bias voltage is less than 120 V in the coding zone. The search speed of our
algorithm is faster than the one without first order Taylor series approximations by 4 times. 
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1. Introduction
Continuous variable quantum communication (CVQC) [1] is a promising scheme uti-
lizing the quantum nature of light to guarantee the security in communication. There
are two main types of CVQC: one is using squeezed states [2] or entangled states [3]
and the other is using quantum coherent states [4]. Continuous variable coherent
schemes are more attractive due to their high efficiency and compatibility [5]. They
usually take the amplitude and phase of light as modulation parameters [6–11]. In our
system, we use a new approach, a single-mode spatial signal transmission scheme [12],
to simplify the setup of CVQC. The signal is a weak branch of polarized coherent light,
and the local oscillator (LO) is a strong branch. One of the Stokes parameters S2 and
S3 is randomly selected as a signal, and the other as a LO. Therefore, the single spatial
beam including the signal and LO propagates in the free space, and the Stokes param-
eters are obtained by measuring the intensity of polarized lights [13].

In a single-mode spatial optical system, it is necessary to adopt a polarization con-
troller with high speed and precision to efficiently carry information [14]. A SO(3) trans-
former based on LiNbO3 crystal [15] has a high speed of polarization transformation,
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so it is suitable to integrate as a polarization encoder. In this paper, we perform
the transformation between two polarized states (PSs) based on a tabu search (TS) al-
gorithm [16]. Considering that the electro-optic (EO) crystal can be equivalent to the
plate capacitor, the bias voltage on it cannot be changed dramatically. Therefore, it is
necessary to decompose the SO(3) matrix by dividing a large voltage into several small
voltages with the Mueller matrix roots decomposition (MMRD) [17, 18] technique.
Meanwhile, we apply the first order Taylor series approximations (FOTSA) [19] to
replace the trigonometric function of the SO(3) matrix.

2. Polarization coding with SO(3) transformer

2.1. Design of SO(3) transformer

When polarized light passes through the EO-crystal, there is a phase retardance between
the input polarized state (PS) and the output PS due to the effect of a refraction index
ellipsoid [20], and it will cause the changes of the PS. The above principle can be defined
as a SO(3) transformation of the PS. So different PSs can be generated by controlling
the refraction index ellipsoid. We choose the SO(3) transformer based on LiNbO3 crys-
tals as a control device, as shown in Fig. 1. 

The polarization transformation can be represented as a sub-matrix of Mueller’s
matrix, called the SO(3) matrix. To keep intuitional, we map the function of a SO(3)
transformer in Fig. 1 to the Poincaré sphere. The first and third crystals make the PS
rotate around the OS1 axis on the sphere. The second crystal makes the PS rotate around
the OS2 axis. The radian represents the phase retardance introduced by LiNbO3 crystal.
The relationship between the phase retardance δ  and the bias voltage V of the SO(3)
transformer [13] is: δ = 0.006542V + 1.571 at θ = 0° and δ = 0.0049V at θ = 45°,
where θ  is the angle between the crystal axis and the horizontal direction. For a given
angle θ , the relationship between the SO(3) matrix M and δ  is as follows:

(1)

0° 45° 0° Fig. 1. The basic structure of SO(3) transformer. 
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The transformation of the PS is MSO(3) = M3(0°, δ3)M2(45°, δ2)M1(0°, δ1). So we
can deduce the transformational relationship from Eq. (1): [Sout1, Sout2, Sout3]T =
= MSO(3)[Sin1, Sin2, Sin3]T, where (MSO(3))11 = cosδ2, (MSO(3))12 = sinδ1sinδ2, (MSO(3))13 =
= –cosδ1sinδ2, …, (MSO(3))33 = (cosδ1cosδ2cosδ3 – sinδ1sinδ3). Therefore, we can
use the transformational relationship to realize polarization coding by applying the cor-
responding bias voltages to the SO(3) transformer.

2.2. Polarization coding system

Considering the optical system in Fig. 2a, the encoder is a SO(3) transformer, and
the decoder is a set of SO(3) + HWP. The encoding process is as follows: if an input
is a random code am, it would be converted to a control signal CA, m and drives the con-
trol circuit to transform the input PS pin to a new PS po1. Similarly, the decoding

process is that the control system outputs a corresponding control signal CB, m acting
on the decoder to transform po1 to the output PS po2. The procedure of polarization
coding is the following: let Te be the transformation of am to CA, m, represented as:
CA, m = Te{am, bm}, where bm is the selection of the coding object; am follows Gaussian
distribution for its maximum entropy of a mean value and variance among all known
probability distributions [21]. We present the relationship between CA, m and the SO(3)
matrix MPE as MPE = M{CA, m}. Then pin would be transformed to po1 as 

po1 = MPE pin (2)

During the decoding process, let Td represent the transformation of cm to CB, m =
= Td{cm}, where cm is the randomly selection of measurement bases. We define the trans-
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Fig. 2. Schematic of an optical system (a). Functional diagram of the optical system (b).
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formation between CB, m and the SO(3) matrix MPD as MPD = M{CB, m}. For a given pin,
the output PS of our system is 

po2 = MPD MPE pin (3)

2.3. Selection of measurement bases

For the security of CVQC, a single-mode light beam should meet the following three
requirements: 

1) The signal should be weak enough (about hundreds of photons) to ensure quan-
tum natures [22]. 

2) The intensity of LO, which operates as an amplifier, should be much greater
than the signal. 

3) Components of the signal can be selected randomly as measurement bases to en-
sure that the communication process is in conformity with BB84 or B92 protocol [23]. 

In the single-mode spatial signal transmission scheme, considering that S2 and S3 are
a pair of non-commutative components, Alice can select randomly one of S2 and S3 as
a signal. Both the signal and the LO can then be transmitted in the same light path. 

In terms of our transmission scheme, a threshold T (from 0.95 to 0.98) is set. If we
choose S3 as a signal, it requires S2 ≥ T; and if S2 is the signal, it requires S3 ≥ T. It
means that the polarization transformation is limited to two small zones of the Poincaré
sphere. In Figure 3, S2/S3 is very small in the zone 1 or zone 4 while S3 is much smaller
than S2 in the zone 2 or zone 3. Here we choose the zone 1 and zone 2 as coding zones.

3. TS algorithm with MMRD and FOTSA approximations

In this section, we present an algorithm to search the target PS rapidly and precisely
with the small bias voltage. Since the definitions of Stokes parameters are:
S1 = S0cos(2β )cos(2α ), S2 = S0cos(2β )sin(2α ) and S3 = S0sin(2β ), as shown in Fig. 3,

S1

S2

S3

1

23

4

2α
2β

Fig. 3. Stokes parameters and the Poincaré sphere.
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for a given initial PS [Sin1, Sin2, Sin3]T and a given target Stokes parameter Sout2 or Sout3,
there are multiple search paths. Our algorithm uses the TS procedure to find the best
search path. The tabu list [24] and neighborhood structure are two key roles in TS.
The former has two main purposes: to prevent the return to the most recent visited so-
lutions in order to avoid cycling; to drive the search towards regions of the solution
space not yet explored and with high potential of containing good solutions. The latter
determines the extent and quality of the solution space explored.

For any candidate solution Scan = [Scan1, Scan2, Scan3]T (T denotes transpose), the ob-
jective function f (Scan, i), which is defined as follows: 

i = 2, 3 (4)

where the subscript i represents the i-th crystal. Considering that the EO-crystal can
be equivalent to the plate capacitor, and the bias voltage on it cannot be changed dra-
matically, so the SO(3) matrix N(δ ) (the first or third crystal) of polarization transfor-
mation should be divided into k infinitesimal slices. The decomposition is as follows:

(5)

which is equivalent to dividing large voltage into several small voltages, and then they
are applied to the crystal incrementally. Due to the difficulty in realizing the digitiza-
tion of the trigonometric function, we substitute the FOTSA for the trigonometric func-
tion of the SO(3) matrix. If Δδi << 1,

i = 1, 3 (6)

It shows a linear relation between the phase retardance Δδ  and N (Δδ ). The second
crystal is in the similar method. As the recurrence process Ni(δi, k+1) =
= Ni(δi, k)Ni(Δδi, k+1), combining with Eqs. (5) and (6), we can derive the following lin-
ear relation:

i = 1, 3 (7)

The recursion formula can be written as 

k = 1, 2, 3, …, K (8)
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where K is the iteration, μ and ν are fitting coefficients. The phase retardance of the cur-
rent PS is denoted by δi, k in our algorithm, then its neighborhood is shown as: 

(9)

where n = 1, 2, …, N (N – the number of neighborhoods). We obtain the neighborhood
of the bias voltage from Eq. (9). The possible variation of the crystal bias is +ΔVij, 0 V
or –ΔVij. Then, the number N of the current PS can be expressed as  

i = 1, 2, 3, j = 1, 2, …, 26 (10)

A

B C

D E F G

H I J K L M N O

Fig. 4. Structure of the binary tree.

(1)

(2) (3)

δi k 1+,
n δi k, Δδi k,

n+=

T a b l e 1. Pseudo-code of the tabu search algorithm. 

Initialization
while f > 1×10–3

{ /* Set neighborhood st */
if f > 0.8 | Sb < 0.9, st = 0.5 /* Sb = S2 or S3 
elseif 0.5 ≤ f ≤ 0.8 | 0.9 ≤ Sb < 0.95, st = 0.2.

else st = 0.1.
Temp = Fitness(OA); /* OA denotes node A */
while tsign == 0

{ OR → Child; /* OR ∈ {OB, OC, …, OO} */
Calculate the solution of Child in the corresponding neighborhood;
if Fitness(Child) < Temp

{ Temp = Fitness(Child);
tsign = 1;
Save the corresponding solution; } }

Let the optimal f * = Temp. /* Compare f * with f1 in the tabu list */
if f * < f1 
{ Reset tabu list and substitute current solution for the first solution in the Solution_list. 
Reorder fi in tabu list in descending order. }
Take current solution (Vout1, Vout2, Vout3) as initial solution (Vin1, Vin2, Vin3) in the next search process.
if |Vin1| ≥ 150 | or |Vin2| ≥ 150 or |Vin3| ≥ 150
{ Reset parameters of SO(3) matrix g1, l1, g2, l2, g3, l3. }
Increase counter Iteration. }

C3
1C3

1C3
1 1– 26,=

Vij' Vij ΔVij,+=
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We use the binary tree structure to search the optimal neighborhood. The binary
tree traversal is first from the top down, then from left to right [25, 26], as shown in
Fig. 4. The 26 elements of neighborhood sets fall into 14 children and are stored in
the respective node, where the corresponding PS of the node A is not changed.
The result of this preorder traversal is A-B-D-H-I-E-J-K-C-F-L-M-G-N-O. According
to the priority, we arrange the 14 children as: +ΔVij → 0 V → –ΔVij. For example,
the neighborhood sets [+ΔVij, +ΔVij, +ΔVij] and [–ΔVij, –ΔVij, –ΔVij] are in the node B
and node O, respectively.

In the current neighborhood, according to Eq. (3), the PS is searched successively
for each node of the binary tree until the value of the objective function f * is no longer
improved. The result at this time can be used as the candidate solution. Then f * is com-
pared with the maximum value f1 in the tabu list. If f * is smaller, f1 is replaced by f *

and the values in the tabu list are reordered in a descending order. The depth of the
tabu list is 16. The iteration is repeated until the optimal value is below 10–3. 

To satisfy the speed and accuracy requirement, we adopt the variable step-size.
The search process includes three parts: if f (Scan, i) > 0.8 or Sb < 0.9 (if i = 2, Sb = S3),
the search step is 0.5 V; if 0.5 ≤ f (Scan, i) ≤ 0.8 or 0.9 ≤ Sb < 0.95, it is 0.2 V; if
f (Scan) < 0.5, it is 0.1 V. The pseudo code of the above algorithm is shown in Table 1.

4. Simulation and coding verification

4.1. Performance of TS algorithm

To investigate the FOTSA, the simulation is carried out through 107 iterations on “Cal-
culate the solution of Child in the corresponding neighborhood” in Table 1. Since it
consumes most of time, we hope to reduce the run time by FOTSA. The results

Fig. 5. The search path of polarization transformation;  – algorithm with FOTSA, and × – algorithm
without FOTSA.
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show that the speed of our algorithm is 4 times faster than the one without FOTSA.
The former takes 0.17213 s and the latter is 0.911603 s (ratio 1/4). 

The search path from the input PS [0 –1 0]T to the target Stokes parameter
Sout2 = 0.187 at Sout3 ≥ 0.95 is simulated. The optimal search path is shown in Fig. 5.
Each dot on the Poincaré sphere represents the current solution of the k-iteration during
the search process. Considering the birefringence in the first and third crystals, the in-
itial PS can be approximated to [0 1 0]T. In the search process, PS changes continuously
with the variation in the bias voltage. After a polarization transformation, the current
solution is a new initial solution in the next transformation. Finally, if f (Scan, i) is less
than 10–3, we think that the current solution is agreed with the target PS (real dot).
The deviation between the former and the target PS is larger than the latter. By simu-
lation and optimization repeatedly, under the same condition, the final f (Scan, i) of
the former is higher than the latter about two orders of magnitude.

In order to verify the feasibility of the algorithm, the 50 random PSs are simulated.
The solid line in Fig. 6a is the distribution curve of Stokes parameters. The result shows
that search values are agreed well with target values. Figure 6b shows the bias changes
in the three crystals. When V1 and V3 range from –120 to 0 V, and V2 ranges from –50
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Fig. 6. The change of Stokes parameters (a) and the applied voltage on the crystal (b). * – search values. 
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to 0 V, all the PSs (S3 ≥ 0.95 or S2 ≥ 0.95) can be generated and the encoding of S2 or
S3 can be implemented. HAO has built a polarization generator system based on a PZT
squeezed fiber polarization controller, and its driving voltage is about 200 V [27].
However, the polarization generator of Hao’s system is not an integrated device. On
the contrary, SO(3) transformer is an integrated device, which is suitable for polariza-
tion coding in the free-space coherent optical communication. It must be emphasized
that the maximum voltage of our control circuit is 150 V. Therefore, the requirement
of our power supply circuit is lowered.

4.2. Coding verification

Octal random coding is simulated for verifying the function of the Stokes polarization
coding. The input PS is Pin = [0, –1, 0]T. Let {am} = {0, ..., 7}, {bm} ={ 0, 1}, which
represents S3 or S2 selected as a signal. For example, assuming the LO is S2 ≥ 0.95,
the Gaussian random code {am} is generated with the Box-Muller method [28]. We
take a transformation Te to obtain CA, m = {V1, V2, V3}. As described in Section 2.2,
CA, m corresponds to the intervals {Ii}. To ensure that the LO is much greater than
the signal, the coding signal is set within [βl , βμ], if Δ is the mean deviation between
the search results and the expected values. To eliminate the code obfuscation caused
by Δ, we partition coding zones as I1 = [βl, βl + D], I2 = [βl + D + Δ, βl + 2D + Δ],
I3 = [βl + 2D + 2Δ, βl + 3D + 2Δ], …, and I8 = [βμ – D, βμ]. Here, βl = 0.045,
βμ = 0.195, D = 0.01, Δ = 0.01, as shown in Table 2. According to Eq. (2), po1 is ob-
tained, as shown in Fig. 7. The values of S2 are in the top half of Fig. 7, and the cor-

T a b l e 2. Zones of code values.

Code 0 1 2 3 4 5 6 7
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Fig. 7. Output of octal random encoding.
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responding code values of S3 are in the bottom half; S2 oscillates near 0.952, but it
does not affect the final result; S3 is agreed well with the corresponding range of {Ii},
and the codes can distinguish each other.

We compare the experimental values with the theoretical values of S2 and S3, re-
spectively, as shown in Fig. 8. The result shows that the deviation is less than 0.01,
therefore, Δ = 0.01 is reasonable.

5. Conclusions
In this paper, we studied polarization search and the principle of coding by a SO(3)
transformer. The transformer can be applied for both quantum and classical optical
communication schemes, which depends on the characteristics of the signal. The two
small zones on the Poincaré sphere were selected as coding zones. The Stokes param-
eters S2 and S3 were suitable as not only a pair of a signal and LO but also as a pair of
measurement bases in the single-mode spatial signal transmission system. TS algo-
rithm was applied to control the polarization coding. Also, MMRD and FOTSA were
used to decompose the SO(3) matrix and replace the trigonometric function of the ma-
trix, respectively. Moreover, octal random coding of the Stokes parameters was sim-
ulated. Results showed that the Stokes parameters were suitable for multilevel
polarization coding, and the bias voltage was less than 120 V, which lowered the re-
quirement of a power supply circuit.
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