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PREFACE AND GOALS

Noncovalent interactions, being an essence of molecular recognition between re-
ceptor and ligand molecules, determine a great variety of chemical and biological
phenomena of contemporary interest [1]. Whether it is enzymatic transformation,
signal transduction, molecular motors, or substance transport, the nature and
strength of protein-ligand interactions controls an entire repertoire of processes
essential for biological systems [2].

Due to possible application as drugs, herbicides or pesticides, enzyme inhibitors
have received much attention [3, 4]. With the goal of achieving high binding affinity
and selectivity, structure-based inhibitor design usually aims at ensuring substan-
tial complementarity between a ligand and an enzyme binding site [5]. To meet
the challenge of quantitative assessment of a protein-ligand fit, the methods allow-
ing for reliable yet rapid ligand affinity prediction have been sought [6, 7]. However,
this is done mainly by empirical force field based methods [2] which prevents deeper
analysis of the interactions involved. When similar ligands are considered, the rel-
ative interaction energy emerges as the decisive factor in the discrimination of
particular guest molecules, whereas entropic and solvation contributions could of-
ten be neglected [8]. Consequently, studies based on the comparison of interaction
energies have proven their utility in the prediction of binding affinity [9–15].

The exceptional enhancement of reaction rates arising from enzymes action has
been a matter of the utmost interest for over a century. Both fundamental and
practical importance of unravelling the principal driving force in enzymatic catal-
ysis has fuelled a longstanding debate about the origin of enzyme proficiency [16].
While several proposals have recently been put forward including desolvation,
ground-state destabilization, and dynamic effects [17], it has been argued that what
really contributes to the activation barrier lowering is the preferential transition
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state binding relative to reactants [18–20]. In other words, the impact of an en-
zyme environment consists in its improved complementarity toward the transition
state which is bound more tightly than the substrates. Thus, enzymatic catalysis
exploits molecular recognition at the highest level of refinement [21], and, as such,
could be investigated in terms of the theory of intermolecular interactions.

The understanding of enzymes catalysis and inhibition holds the key to the ra-
tional design of man-made catalysts as well as to the development of novel and
more potent inhibitors. That the successful design of artificial enzymes is within
the computational and conceptual limits, has recently been demonstrated by David
Baker and coworkers [22, 23]. While impressive results were achieved in the cited
contributions, there is still much room for improvement, as obtained rate enhance-
ment only slightly exceeds the one provided by catalytic antibodies [24, 25].

The research described in this thesis was aimed at application of the anal-
ysis of intermolecular interactions to the study of enzymatic inhibition
and catalytic activity. This is one of the first such undertakings in the lit-
erature. The availability of theoretically rigorous yet computationally tractable
hybrid variation-perturbation scheme of interaction energy partitioning [26] al-
lowed for both the study of the nature of receptor-ligand interactions and
for the systematic derivation of simplified models of inhibitory and cat-
alytic activity by the gradual neglect of the active site residues and
stabilization energy components of minor importance.

In the case of enzymatic inhibition (Chapter 2) the attained goals included
obtaining reliable models of inhibitory activity as well as determina-
tion of the binding contribution arising from particular receptor site
residues. The results were validated by comparison with experimental inhibitor
potency to establish the practical yet sufficiently accurate level of approxima-
tion that could be employed in the prediction of binding affinity. In
contrast to QSAR methodology, inhibitory activity models obtained herein were
derived solely from the first principles of quantum mechanics, as no empirical
quantities were employed. Three enzymes were examined including phenylala-
nine ammonia-lyase (PAL) from Solanum tuberosum (6 inhibitors [27, 28]), PAL
from Petroselinum crispum (11 inhibitors [29]; see section 2.1), and urokinase-type
plasminogen activator (uPA) (5 inhibitors [30]; section 2.2). The structures of
enzyme-inhibitor complexes of Solanum tuberosum PAL and uPA were prepared
by Dr. Jolanta Grembecka and Renata Grzywa, respectively. The majority of
the inhibitors studied herein were synthesized and studied at the Wroc law Univer-
sity of Technology by Dr. Jerzy Zoń (parsley PAL inhibitors [29]) and Dr. Marcin
Sieńczyk (uPA inhibitors [30]). The docking of 11 parsley PAL inhibitors
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followed by description of their mode of binding constituted an additional goal
fulfilled here.

Enzymatic activity was the subject of Chapter 3. Differential Transition State
Stabilization (DTSS) analysis [31, 32] applied to the phosphoryl transfer reaction
catalyzed by 4-methyl-5-β-hydroxyethylthiazole kinase (ThiK) (section 3.1.1) and
cAMP-dependent protein kinase (PKA) (section 3.1.2) allowed for assessment of
the catalytic contribution of active site residues and their possible role
in a molecular mechanism of catalysis. By examining the physical nature of
interactions taking place in an enzyme active site, the reasonable level of approx-
imation was established that could further be employed in prediction of
the influence of a mutation. In particular, the dominant electrostatic contri-
bution justified application of catalytic fields representing the optimal electrostatic
characteristics of a molecular environment acting as a catalyst. Due to the lack
of structural data concerning ThiK complexes with substrate, transition state and
product, additional step performed here featured modeling of ThiK-catalyzed
reaction. Analogous geometries for PKA-catalyzed process were obtained cour-
tesy of Prof. J. Andrew McCammon [33]. DTSS analysis of PKA reaction was
performed in collaboration with Dr. Pawe l Szarek [34].

Due to the importance of phosphotriesterase (PTE) in biodegradation of toxic
organophosphorus compounds and remarkable flexibility of PTE allowing for tai-
loring enzyme properties [35], PTE catalytic mechanism constituted another
goal attempted here (section 3.2). Once fully understood, the molecular mecha-
nism of PTE-catalyzed reaction can be of tremendous help in the rational control
and design of a desired enzyme activity. In addition to the modeling of gas phase
alkaline hydrolysis of several PTE substrates, this preliminary study provided a de-
scription of the substrate and reaction intermediate binding. Possible catalytic role
of a zinc ion and a particular aspartate residue was also suggested on the basis of
the catalytic fields approach.

Finally, a controversial hypothesis of Zhang and Houk [36] regarding possible
covalent or partially covalent binding of enzymatic transition state and/or interme-
diate inspired detailed analysis of the nature of binding occurring in the active site
of triosephosphate isomerase (TIM). The structure of TIM-reaction intermediate
complex was kindly provided by Dr. Caterina Ghio [37], allowing for the study
of possible covalent characteristics of intermediate binding (section 3.3).
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CHAPTER 1

Computational Enzymology

Enzymes are complex proteins that act as catalysts by accelerating a great variety
of chemical processes in comparison with the related reactions in solution. Most
of chemical reactions occurring within living cells would be to slow to sustain life
in the absence of enzymes. The crucial role of these amazing and sophisticated
molecules is undeniable since a malfunction of even a single enzyme in a living
organism can lead to a lethal illness. Although the effects of enzymes action are
well described, the way they are achieved in most cases remains unclear.

For complete understanding of the factors that govern not only the binding of
ligands in protein cavities, but most of all facilitate the subsequent reaction, it
is essential to analyze the interactions within the enzyme active site. Although
noncovalent intermolecular forces play a key role in a great diversity of molecu-
lar phenomena including the enzyme catalytic activity or the activity of enzyme
inhibitors, their physical nature is not as thoroughly established as in the case
of a well-understood chemical bond [38]. Theoretical methods of analysis are
usually based on an extensive approximation of interactions employing empirical
intermolecular potentials and, thus, do not allow for rigorous representation of
physically well defined interaction energy contributions. However, accurate energy
partitioning based on rigorous ab initio calculations was limited until recently by
the size of investigated models [39], owing to the high cost of calculations which
could scale (in the case of SAPT(MP)) as N7 (N is the number of orbitals) [40].
Fortunately, recent developments in hybrid variation-perturbation interaction en-
ergy partitioning scheme [26] allowed for the investigation of considerably larger
molecular complexes of the size of an inhibitor bound within an enzyme active
site [13, 14, 31, 41]. Since application of sophisticated but computationally de-
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Chapter 1. Computational Enzymology 2

manding tools for many biomolecular structures and related problems is still hardly
feasible, it is tempting to employ some reasonable approximations. To do that,
however, one should first compare the accuracy of results obtained at different lev-
els of simplification. The energy decomposition scheme mentioned above defines
a hierarchy of gradually simplified theoretical models and so provides an oppor-
tunity for testing hypotheses regarding the importance of particular interaction
energy contribution and establishing the most appropriate level of theory for suf-
ficiently correct description of a given phenomenon.

The following introduction provides general theory regarding enzyme inhibi-
tion and catalysis as well as molecular recognition. Special emphasis is given to
the contribution of computational chemistry and molecular modeling techniques
to the atomic-level understanding of basic principles underlying enzymes action.
While more or less accurate data obtained via experimental methods refer to re-
alistic systems, their interpretation is rarely straightforward as careful dissection
of factors contributing to the final outcome is required in most cases. Noticeably,
there is no single technique, neither experimental nor computational, that would
be capable of providing full and precise knowledge concerning both structural and
kinetic features of enzymes action [42]. Therefore, the multidisciplinary approach
combining experimental and computational enzymology is essential for gaining
a comprehensive and detailed insight into the enzyme-related phenomena.

1.1 Enzyme Inhibition

Inhibitors interact specifically with enzymes decreasing or even blocking their cat-
alytic activity. The way it happens is by altering enzyme ability to bind substrate
and/or hampering enzymatic activity [43]. Most therapeutic drugs act as en-
zyme inhibitors—the examples range from long known aspirin and penicillin to
recently developed drugs exploited in cancer chemotherapy or treating HIV infec-
tion [44]. Many naturally occurring toxins (e.g., snake venom peptides) as well
as chemical warfare agents (e.g., sarin) are also enzyme inhibitors [45]. Finally,
some artificial inhibitors have been used as insecticides (e.g., parathion) or herbi-
cides (e.g., glyphosate [46]). A variety of applications resulted in a great interest
in the discovery and design of enzyme inhibitors. Since common experimental
approaches involving trial and error screening of large libraries of drug-like com-
pounds are time-consuming and expensive, rational inhibitor design taking advan-
tage of structure-based information has recently become a standard method [47].
However, despite the vigorous development of numerous computational techniques
for predicting the receptor-ligand structure and/or affinity, unsatisfactory results



3 1.1. Enzyme Inhibition

have been obtained implying that some important aspects of specific ligand binding
are still missing [48].

1.1.1 Thermodynamics of binding

The affinity between a ligand and a protein is commonly described in terms of
the inhibition constant, i.e., the quantity expressing the equilibrium of enzyme-
inhibitor complex dissociation (square brackets denote molar concentrations):

EI −−⇀↽−− E + I (1.1)

Ki =
[E] · [I]

[EI]
(1.2)

Since Ki corresponds to such a concentration of an inhibitor, [I], at which the con-
centration of an enzyme-inhibitor complex, [EI], equals the concentration of free
enzyme, [E], the smaller is the value of an inhibition constant, the larger inhibitory
activity is observed. In the case of inhibitors considered as potential drugs, Ki value
in the nanomolar range is regarded as sufficient for further development [44]. One
of the most potent noncovalent protein-ligand interactions occurs in the avidin-
biotin complex, as the corresponding inhibition constant equals 10−15 M [49].

The following formula relates the equilibrium constant defined in Eq. 1.2 and
the standard Gibbs free energy change:

∆G◦ = −RT lnKi (1.3)

In the above equation, R and T refer to the gas constant and the absolute temper-
ature, respectively. The Gibbs free energy of binding results from enthalpic (∆H◦)
and entropic (T∆S◦) contributions:

∆G◦ = ∆H◦ − T∆S◦ (1.4)

Therefore, the propensity of two monomers to associate with each other is driven
by two opposing fundamental effects—a tendency to lower the energy of the system
(e.g., by formation of noncovalent bonds associated with negative ∆H) compen-
sated by a tendency of thermal motions to disrupt the dimer structure (positive
∆S). When the binding occurs in a solution, the overall description of the as-
sociation process gets more complicated, as solvent molecules interacting with
both monomers have to be replaced upon complexation. Accordingly, ∆H reflects
the strength of the binding between interacting partners relative to the analogous
interactions with solvent molecules and ∆S includes both the change in solvation
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entropy (the increase in entropy of solvent molecules released upon complex for-
mation) and the decrease in conformational entropy accompanying the partial loss
of dimer conformational freedom.

Complete knowledge of the factors underlying molecular recognition requires
both enthalpic and entropic contributions to be assessed. A common way of bind-
ing affinity measurement is via indirect methods employing the changes in a physi-
cal property recording the influence of ligand concentration on the enzyme kinetics
(e.g., absorption or fluorescence of one of the reaction partners) [2]. The binding
enthalpy could be further obtained using van’t Hoff plots of temperature depen-
dence of the binding affinity. Direct experimental determination of ∆H and ∆S
can be accomplished by microcalorimetric measurements (e.g., isothermal titration
calorimetry [50]), however, such results are still scarce [8]. While of utmost interest
for the detailed understanding of binding principles, experimental methods pro-
viding thermodynamic binding parameters are impractical for routine testing of
vast libraries of compounds. To allow for rapid in silico determination of putative
binding characteristics of a hypothetical ligand, theoretical methods of predicting
molecular recognition have been developed [51] (see the next section).

Binding affinity (or inhibitory activity) is used in reference to both inhibition
constant, Ki and binding free enthalpy, ∆G (as these two quantities are related
via Eq. 1.3). In certain cases, half maximal inhibitory concentration (IC50) quan-
tity is also employed as an experimental measure of the inhibitory activity. By
definition, IC50 corresponds to the inhibitor concentration decreasing an enzyme
activity by half. In contrast to Ki, IC50 values are dependent on conditions under
which they are measured including the concentration of an enzyme. In the case
of a competitive inhibition (i.e., inhibition occurring via the ligand binding within
an enzyme active site), the concentration of an enzyme substrate (if present) also
affects the IC50 value. In such a case, IC50 quantity could be related to inhibition
constant by the equation [52]:

Ki =
IC50

1 +
[S]

KM

(1.5)

where [S] andKM denote, respectively, the substrate concentration and the Michaelis
constant (see Eq. 1.7 in section 1.2). Irrespectively of the type of inhibition, IC50

values for a set of inhibitors measured under identical conditions provide a descrip-
tion of relative binding affinity analogous to that given by inhibition constant.
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1.1.2 Prediction of binding affinity

Theoretical approaches employed in binding affinity prediction encompass two
general categories of methods differing in the requirement for the known three-
dimensional structure of a receptor. In the absence of an enzyme structure, the pre-
diction of binding affinity is performed under the assumption that ligands with
similar physico-chemical properties trigger similar biological response [53]. A cor-
relation between biological properties and certain physico-chemical and structural
ligand parameters employed in the quantitative structure-activity relationship
(QSAR) methods allows for quantitative predictions regarding the binding affin-
ity [54]. In particular, the comparative molecular field analysis (CoMFA) method,
taking advantage of the three-dimensional structure of ligand molecules, has gained
considerable popularity due to improved precision of forecasts [55]. However,
the quality of the CoMFA results depends heavily on the accurate superposition of
the ligands, which usually cannot be verified due to the absence of receptor struc-
ture [53]. Other limitations arise from the use of force field parameters as well as
the inherent inability of providing the outcome interpretable in terms of physico-
chemical factors underlying ligand-protein interactions, i.e., the results yielded by
CoMFA have only statistical meaning [56].

Assessment of ligand binding thermodynamics through the approaches relying
on the knowledge of a target protein structure fall into the following categories [57]:

1. molecular simulation based methods

2. empirical/force field/additivity techniques

3. knowledge based approaches

4. hybrid protocols

Molecular simulation based methods The approaches belonging to this cat-
egory aim at the direct calculation of relative binding free energies via rigorous free
energy perturbation (FEP) or thermodynamic integration (TI) protocols derived
from statistical mechanics [58, 59]. The binding free energy is calculated from
the ensemble average of an energy function describing a given system. Configu-
rational space is sampled during molecular dynamics (MD) or Monte Carlo (MC)
simulation, usually with explicit consideration of solvent. In principle, only the dif-
ferences in binding affinities are predicted, however, calculation of the absolute
receptor-ligand binding free energy is also possible [60]. Due to the exact treatment
of essentially all aspects of protein-ligand binding, the FEP and TI methods have
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provided valuable insight into individual contributions to free energy on an atomic
level. However, a basic requirement here is the availability of reliable force field pa-
rameters, as the system under study is described at the molecular mechanics level.
Since the structures of most inhibitor candidates usually lack valid parameters,
an additional effort that needs to be undertaken encompasses the development
and testing of the missing force field parameters. Finally, conventional molecular
mechanics description of the system is not capable of capturing some fundamen-
tal phenomena of quantum nature (e.g., polarization). While first applications of
semiempirical quantum mechanics based FEP simulation have already been re-
ported [61], complexity and low throughput of these methods severely limits their
application.

Additivity based approaches The basic assumption behind these methods is
the partitioning of the free energy of ligand-receptor binding into a sum of in-
dividual contributions [62]. In particular, the free-energy contributions are no
longer associated with the ensemble average values, but derived from model struc-
tures/calculations. The force field scoring functions (e.g., AutoDock [63]) approx-
imate the binding free energy by a sum of van der Waals, electrostatic and other
contributions. For a series of related compounds, in which the entropic term can
be assumed to remain constant, considering the enthalpic contribution only (i.e.,
electrostatic and van der Waals interactions), appears to be sufficient to obtain cor-
relation with experimental data [2]. Nevertheless, most scoring functions depend
on some sort of empirical estimates of binding entropy and solvation. The em-
pirical scoring functions (e.g., FlexX [64], Gold [65, 66]) rely on determination
of the individual contributions of the separate terms by means of multiple linear
regression, partial least-squares regression or a neural network approach, employ-
ing a training set of protein-ligand complexes with known structures and binding
affinities [2]. Apparently, the predictive ability of such models depends significantly
on the compilation of the training set. In contrast to the FEP/TI methods capa-
ble of providing near-quantitative description of binding trends, scoring functions
usually provide qualitative results only.

Knowledge based approaches Prediction of the binding affinity via knowl-
edge base approaches stems from the statistical analysis of a large number of
protein-ligand complexes deposited in the structural databases [67]. According to
the concept of the “inverse Boltzmann law” [68], interatomic interactions analyzed
in terms of their frequency distributions derived from experimental structures are
converted into the knowledge based potentials (e.g., BLEEP [69]). The perfor-
mance of these approaches is comparable to that of empirical scoring functions.
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Hybrid approaches Due to the intrinsic limitations of the methods discussed
above, i.e., vast computational expense of FEP/TI protocols and insufficient ac-
curacy of scoring functions, another approach has been tested employing a combi-
nation of molecular simulation and additivity approximation. Hybrid approaches
aiming at a quick but reasonably precise binding affinity estimation include linear
interaction energy (LIE) [70], MMPBSA and MMGBSA [71]. Binding energetics
within these methods is predicted using the configurations of a protein, a ligand,
and a protein-ligand complex obtained from the molecular dynamics in the associ-
ated and dissociated states (in FEP/TI methods the gradual conversion between
these states is also considered). Despite a potential of yielding accurate results [72],
hybrid approaches also suffer from the necessity of using molecular mechanics level
of theory.

While the entropy term remains an important part of absolute free energy of
binding, various entropic contributions have been reported depending on a some-
what arbitrary ways of entropy partitioning into different components [73–75].
When applied to a series of related ligands, inhibitory activity analysis could be
performed on the basis of relative interaction energies only [2, 8]. Apparently,
the differences in electronic binding energy within a set of similar inhibitors be-
come a dominant contribution to the relative binding affinity. As a consequence,
strong relationship concerning interaction energy, ∆E, and lnKi (or logKi) is
observed [9–15]. Noticeably, electronic interaction energy (at the semiempirical
level of theory) has been shown to provide a better correlation with experimental
binding affinity (within a set of ligands interacting with a common protein target)
than the full parametrized scoring function including, in addition to this electronic
interaction energy, a variety of terms estimating, for instance, the binding entropy
and solvation [76].

Large scale full ab initio computation of the interaction energy could, in princi-
ple, be performed with the fragment-based methods, e.g., molecular fractionation
with conjugate caps (MFCC) [77] or fragment molecular orbital (FMO) [78] ap-
proaches. The examples include MFCC-based binding energy calculation within
the complexes of streptavidin-biotin [79], β-trypsin/benzamidine [80], and human
immunodeficiency virus (HIV)-1 protease inhibitors [81] or FMO determination of
the interactions involving human estrogen receptor and its ligands [15, 82]. Ap-
parent advantages of these approaches encompass the potential of employing ac-
curate ab initio methods and the ability of analysing global interaction patterns,
as binding of all the enzyme residue-ligand pairs is considered. Nevertheless, lit-
tle knowledge is gained in terms of the physical nature of interactions. While
pair interaction energy decomposition analysis (PIEDA) scheme [83, 84] devel-
oped recently within the framework of FMO approach is capable, in general, of
providing such an information, the Kitaura and Morokuma energy decomposition
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method [85] implemented in PIEDA does not introduce a well defined hierarchy
of the interaction energy terms [86], and, thus, systematic derivation of approxi-
mate models cannot be attained. Moreover, components of the interaction energy
derived from Kitaura and Morokuma scheme are contaminated by basis set super-
position error (BSSE). On the other hand, variation-perturbation partitioning [26]
employed in this work is free of the BSSE and defines a set of models allowing for
the rational construction of approximate, first principles based models of inhibitory
activity [13, 14].

An example of a simple, yet instructive model is the electrostatic lock-and-key
analogy proposed by Náray-Szabó [11]. The approximation of enzyme active site
as an electrostatic lock enabled simple but effective way to compare a series of
inhibitors with respect to the fit between the lock (a charge pattern of active site
residues) and the key (a molecular electrostatic potential of inhibitors).

1.2 Enzymatic Catalysis

The phenomenological description of a general enzymatic process takes advantage
of the kinetic scheme proposed by Michaelis and Menten [87], whereby an enzyme-
catalyzed reaction proceeds with the formation of an enzyme-substrate complex,
ES, followed by the actual reaction, i.e., product formation:

E + S
k1−−⇀↽−−

k−1

ES
kcat−−→ E + P (1.6)

The ES complex formation is described by the apparent dissociation constant, so
called Michaelis constant:

KM =
k−1 + kcat

k1

(1.7)

By definition, KM value corresponds to the substrate concentration, at which
half of the available enzyme active sites is occupied or, in other words, the rate of
enzymatic reaction, V , is equal to the half of a limiting value (V = 1

2
Vmax) [43, 88].

It appears, that enzymes have evolved to exhibit KM values within the range
describing the physiological concentration of their substrates [1].

Under the conditions of high (saturating) substrate concentration, the initial
reaction rate, V0, depends on the rate constant and enzyme concentration:

V0 = Vmax = kcat[E] (1.8)

The catalytic constant kcat, i.e., the first-order rate constant for the chemical trans-
formation of the ES complex to the products, is often called the enzyme turnover
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number, as it represents the maximum number of substrate molecules converted
to products per unit time per active site.

At low (subsaturating) substrate concentration (i.e., under conditions close to
physiological), V0 is given by the equation:

V0 =
kcat

KM

[E][S] (1.9)

In this case, kcat/KM is an apparent second-order rate constant. From the Eq. 1.7,
the upper limit of the kcat/KM ratio can be derived, as it cannot exceed the k1

rate constant, i.e., the rate of diffusion-controlled enzyme-substrate encounter.
Accordingly, enzymes exhibiting kcat/KM value in the range of 108 to 109 s−1 ·M−1

(e.g., triosephosphate isomerase) are referred to as “diffusion-limited” [88].

The value of kcat/KM is often employed as a measure of the catalytic effi-
ciency of enzymes. However, most enzymes operate with kcat/KM value of about
107 s−1 ·M−1 [89]. Due to relatively narrow range of KM values, the respective
turnover numbers are also similar (kcat in the range of 102 to 103 s−1 [90]). As
the spontaneous rates of uncatalyzed biological reactions in a neutral solution
vary considerably, the comparison of enzyme efficiencies should account also for
the rate of the corresponding uncatalyzed reaction, kuncat. Thus, the appropriate
indication of the catalytic power of enzymes is the dimensionless kcat/kuncat ratio,
i.e., the rate enhancement representing the factor by which an enzyme’s affinity
toward the reaction transition state is greater relative to the ground state [89].
The kcat/kuncat ratio reflects the actual differences in enzymes ability to acceler-
ate a given reaction, as the rate enhancements they provide ranges from 107 to
1019-fold [90].

The more suitable description of enzymes power under physiological conditions
is provided by (kcat/KM)/kuncat (M−1), i.e., the catalytic proficiency. The re-
ciprocal of this quantity corresponds to the dissociation constant of the enzyme-
transition state complex and, therefore, it can be employed as a benchmark for
the design of potential transition-state analogue inhibitors [89, 90]. Accordingly,
these values are within the range of 10−8 to 10−27 M (or −11 to −38 kcal ·mol−1

in terms of binding free energy) [36], setting an upper limit on the dissociation
constant of the enzyme-transition state complex.
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1.2.1 Origins of the catalytic effects

Within the framework of the transition state theory, the rate constant for a reaction
is determined by the Eyring equation [91]:

k(T ) = γ(T )
kBT

h
exp

(
−∆G‡(T )

RT

)
(1.10)

where ∆G‡ denotes the free energy of activation (i.e., the difference in free energy
between the transition state, X‡, and the ground state, X) and γ is the trans-
mission coefficient. The reaction rate can thus be affected by the perturbations of
the activation free energy and/or the transmission coefficient. Apparently, an ex-
ponential dependency of the rate constant on the activation free energy results in
a large contribution of the latter to the changes in a reaction rate.

The transmission coefficient is a measure of the dynamic catalytic effects includ-
ing recrossing, quantum mechanical tunneling and deviations of the equilibrium
distribution in phase space [21]. As these phenomena are interesting in terms of
the rigorous, quantitative description of the enzyme-catalyzed reaction, they are
rarely accounted for due to their minor contribution and prohibitively large com-
putational cost. One exception applies to quantum tunneling, which has been con-
firmed both experimentally and theoretically to occur in the enzymatic reactions,
especially those involving the proton transfer [92]. It remains an open question,
however, if the enzymes are capable of contributing to the intensity of tunneling
or it is an inherent feature of the catalyzed reaction [93].

Probably the first explanation of the origins of enzyme power—the lock-and-
key analogy—was proposed by Fisher in 1894 [94]. As stated by Polanyi in ref-
erence to the catalytic processes occurring at the surfaces [95], the reaction rate
enhancement might result from the transition state being adsorbed more strongly
compared with the reactants. The connection between the enzymatic catalysis and
the concept of transition state stabilization was then made by Pauling [96], twelve
years before the first experimental structure of the protein came up [97]. In terms
of the thermodynamic quantities, this effect can be expressed as [20]:

∆G‡uncat −∆G‡cat = ∆GES
bind −∆GTS

bind (1.11)

For the left-hand side of the above equation to be positive, the transition state
of the enzyme-catalyzed reaction needs to be stabilized with respect to the cor-
responding ground state. Preferential transition state stabilization as a source of
the enzymatic activity has been put forward in a number of contributions [18–
20]. In particular, it has been argued that this effect is electrostatic in na-
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ture [19, 21, 98–100]. According to the proposition of Warshel and cowork-
ers [19, 101], the electrostatic effects play a major role in the enzyme catalysis
due to the favourable electric field within an enzyme active site that is optimal to
accommodate the transition state charge distribution. Unlike the charge fluctu-
ations in a water environment, fixed charge distribution of the enzyme catalytic
site is already preorganized to match the electrostatic properties of the transition
state.

Another way of thinking of the factors underlying enzymes power refers to
the concept of ground state destabilization [102]. While the overall transition state
characteristics seem to be common for the catalyzed and uncatalyzed reactions,
bringing together fully separated and solvated reactants to the spatial arrange-
ment analogous to that featured by an enzyme-substrate complex might require
additional energy. The corresponding ∆GES

bind quantity could then include, in addi-
tion to the contribution resulting from an enzyme-substrate interaction (∆GES′

bind),
the energy change due to the conformational change of a substrate upon binding
within an enzyme active site, ∆GES′

R [20]:

∆GES
bind = ∆GES′

R + ∆GES′

bind (1.12)

where ES’ denotes the hypothetical ES-like structure of reactants in solution (a
reactive conformation). Substituting Eq. 1.12 into Eq. 1.11 results in the following
relationship:

∆G‡uncat −∆G‡cat = ∆GES′

R + ∆GES′

bind −∆GTS
bind (1.13)

Due to positive value of ∆GES′
R , lowering of the activation energy could be ob-

tained without a requirement for the higher enzyme affinity toward the transition
state [20]. Instead of focusing on the enzyme preorganization to accommodate
the transition state, the discussion is then focused on the enzyme-driven substrate
preorganization. Such a ground state destabilization could arise from entropic,
strain and desolvation effects [102]. According to the NAC proposal of Bruice et
al. [103], enzymes act by populating the ground state conformations essentially
resembling the transition state. However, it has been argued that ground state
destabilization is simply a consequence of geometrical and electrostatic comple-
mentarity of an enzyme active site to the transition state [20]. It is then because
of the high affinity to the transition state, that the reactive substrate conforma-
tions are favoured. Finally, the amount of ground state destabilization cannot be
large as the increase in the kcat value is accompanied by the increase in KM , leaving
the catalytic efficiency, kcat/KM , unaffected [104].
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1.2.2 Insights into the enzyme catalysis

The difficulty in experimental dissecting different catalytic contributions makes
the problem of explaining the origin of enzymatic catalysis even more complicated.
The kinetic measurements and structural studies supply either general information
about mechanism of an enzyme or concern only ground-state properties of inactive
complexes and so the structural changes along the reaction path remain unknown.
It is then clear that numerous questions regarding enzymatic catalysis cannot be
uniquely addressed by current experimental approaches [42]. On the other hand,
the use of computer simulations turned out to be an effective way of exploring
mechanisms of enzyme action [105–108]. A detailed description of enzyme cat-
alyzed reaction at the atomic level is not, however, a trivial task as the size of
models limits the accuracy of employed methods. In view of the points listed
above, the combination of theoretical and experimental information seems to be
much more successful in revealing the way of enzymes action. Along with the in-
crease in speed and availability of computers it is possible to address a growing
number of catalysis aspects. Taking things altogether, the elucidation of enzyme
catalytic power is therefore presumably one of the most important and challenging
problems in current computational chemistry and molecular modeling field.

Basic prerequisite for the understanding of the principles of enzymes efficiency
is their structure. The experimental methods most commonly employed include
X-ray crystallography and NMR spectroscopy. Despite obvious advances resulting
from the wealth of experimental structures deposited in public databases [109], cer-
tain limitations are inherent for these techniques. The conventional X-ray crystal
structures provide a static information only. While this deficiency could be com-
pensated for by means of time-resolved crystallography [110], this method has not
yet been widely applied. In a crystal structure determined at 2.0 Å resolution (com-
monly accepted as a structure of sufficient quality), the average errors in atomic
positions exceed 0.3 Å [8]. Finally, the positions of hydrogen atoms cannot usually
be resolved and, thus, uncertainty remains with respect to the ionization state of
titratable groups. The widespread use of neutron protein crystallography providing
the exact positions of hydrogen atoms is prohibited by the requirements regarding
the size and quality of crystals as well as long data-acquisition times [111]. NMR
structures are generally less accurate compared to X-ray geometries, however, they
represent structures in solution (under physiological instead of artificial conditions
imposed by crystal lattice).

A powerful technique providing insight into the enzyme function is protein en-
gineering [88]. In particular, site-directed mutagenesis has enabled enzymologists
not only to identify residues responsible for the substrate specificity and catalysis,
but also to quantify a given residue’s contribution to the substrate and/or transi-
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tion state binding [112]. Remarkably, mutagenesis study allows for the strength of
a particular hydrogen bond to substrate and transition state to be measured with
an accuracy of ∼ 0.1 kcal ·mol−1 [113], while the best experimental estimate [114]
of a water dimer association energy is equal to −5.44 ± 0.7 kcal · mol−1 [115].
Nevertheless, the results of site-directed mutagenesis might be difficult to inter-
pret [101, 116], as mutations could affect both the enzyme structure and mech-
anism [117]. By combination of structural and mutational data with computer
simulations, this problem can be surmounted illuminating the actual factors un-
derlying the catalytic events [100]. Important contribution to interpretation of
the mutagenesis effects can be made with the use of Differential Transition State
Stabilization (DTSS) approach (see section 1.3.2). In addition to quantifying
the catalytic contributions of particular active site residues, DTSS method allows
the physical nature of these effects to be assessed in terms of the intermolecular
interaction theory [31].

Experimental determination of enzymatic transition states, vital to understand-
ing of the principles of catalysis and the design of transition state analogs [118, 119],
constitutes a real challenge due to elusive nature of these transient species. Im-
portant insight into the structural features of transition states can be gained from
the kinetic isotope effects (KIE) [120]. Assuming that the rate-determining step
involves the formation and/or cleavage of a bond, the rate constant of the reaction
will be affected by isotopic labelling. Remarkably, isotopic substitution provides
the most subtle perturbation, as it arises from the different number of neutrons
which (within the Born-Oppenheimer approximation) affects only the energetics,
leaving the potential energy surface unchanged [121]. The primary kinetic isotope
effects result from the breakage of a bond to the isotopically substituted atom.
Owing to the increased atomic mass, the frequency of a vibration associated with
the reaction coordinate is decreased (or, viewed quantum mechanically, the cor-
responding zero-point energy is lower). As a consequence, the activation energy
barrier is elevated and the reaction involving a heavier isotope becomes deceler-
ated. For instance, the cleavage of a C-D bond is 7 times slower compared to that
of C-H bond (the actual KIE might be within a range of 2–15 due to possible quan-
tum tunneling or compensation by bending motions in the transition state [88]).
Smaller isotope effects are expected upon the replacement resulting in a smaller
relative change in the atomic mass (e.g., 14N by 15N and 16O by 18O substitutions).
Nevertheless, the magnitude of KIE gives a clue about the relevance of bond for-
mation or breakage to the proposed reaction mechanism. In the case of alkaline
and phosphotriesterase-catalyzed hydrolysis of paraoxon (see section 3.2), analysis
of the primary and secondary 18O kinetic isotope effects confirmed the expected
associative mechanism and shown the transition state similarity when passing from
solution to the enzyme-catalyzed process [122]. Of the two alternative mechanisms
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proposed for the PAL-catalyzed deamination of (S)-phenylalanine (i.e., elimination
(E1cB) [123] or Friedel-Crafts type [124, 125] reaction), secondary hydrogen kinetic
isotope effects arising from tritium ortho-substitution of a substrate ring have been
interpreted as an indication of Friedel-Crafts-like mechanism [126]. The latter has
recently been confirmed by means of kinetic measurements and computer simula-
tion [127].

The power of theoretical methods of computational enzymology [105–108] con-
sists in their ability of providing a uniquely detailed insight into the enzyme re-
actions. Different reaction mechanisms can be tested along with the hypotheses
explaining the sources of catalytic effects. However, due to inherent limitations of
particular computational approaches, careful examination of the results should in-
volve their comparison with available experimental data. Studying of an enzymatic
reaction is particularly demanding, as the requirement for an accurate quantum
mechanical description of a chemical reaction contradicts the approximations that
have to be invoked for a cost-effective treatment of a large molecular system in-
cluding the solvated enzyme-ligand complex. While molecular mechanics (MM)
methods featuring a classical, force field based description of the potential energy
surface, are fast enough to allow for the MD study of a dynamical behaviour of
biomolecules [128], they cannot be applied to the study of any process involving
bond making or breaking [129]. On the other hand, reliable description of a re-
action demands versatility and precision of high-level quantum mechanics (QM)
methods (i.e., ab initio molecular orbital or density functional approaches), and
these are hardly feasible for the systems composed of more than 200 atoms [42].
Hybrid quantum mechanics/molecular mechanics (QM/MM) approaches attempt
to overcome these shortcomings by dividing the modelled system into two re-
gions: a small part where chemical transformation takes place (the QM region)
and the remaining environment treated classically [130, 131]. Since the first ap-
plication in 1976 [132], QM/MM method has become the state-of-the-art com-
putational technique for simulations involving chemical process occurring in large
systems. Depending on the desired chemical accuracy and the available computa-
tional resources, various QM levels are applied within the QM/MM scheme—from
semiempirical methods (e.g., AM1 [133], PM3 [134]), to HF and DFT. Semiem-
pirical level of theory, while suitable for larger systems and fast enough to allow
for MD or MC sampling, is generally not accurate enough to give quantitatively
meaningful results. Greater precision of DFT methods comes with a considerably
increased computational cost over semiempirical methods. Despite the facts, that
crucial physical interactions (e.g., dispersion) are mostly not properly represented
by the DFT theory and possible errors in the calculations cannot be systematically
improved, DFT is usually the method of choice due to advantageous cost/accuracy
ratio [130]. For the predictions to be quantitatively reliable, high level ab ini-
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tio methods are required, such as MP2 or CCSD. However, these methods are
prohibitively expensive owing, essentially, to the delocalized character of molec-
ular orbitals [129]. Recent advancement in linear-scaling local versions of high
level electron-correlation methods allowed for chemically accurate (i.e., featuring
the ∼ 1 kcal · mol−1 error) QM/MM calculations of enzyme-catalyzed reaction
barriers [135]. Nevertheless, due to arbitrary character of the procedure of wave-
function localization, the errors reported in Ref. [135] could be underestimated.

While crucial for modeling of the enzymatic reactions, QM/MM methods pro-
vide little insight into the physical nature of the preferential transition state sta-
bilization. The most feasible approach encompassing calculation of the enzyme-
transition state/enzyme-reactant binding energies by means of electrostatic and
van der Waals contributions [33] provides only approximate results. Full ab initio
assessment of the catalytic effects by means of the fragment-based methods [136]
is not capable of capturing the fine details regarding the nature of interactions. As
discussed in the final paragraphs of section 1.1.2, this problem could be surmounted
with the use of variation-perturbation scheme of interaction energy decomposi-
tion [26]. In particular, such an approach applied to the study of ribonuclease
A [137] and chorismate mutase [31] allowed for the assessment of the interaction
energy terms playing the dominant role in terms of the differential transition state
stabilization.

1.3 Molecular Recognition

Given a fundamental importance of the molecular recognition resulting from
the strength and specificity of ligand binding, the process of complex associa-
tion has remained an active area of theoretical research. Since the experimen-
tal measurements provide Gibbs free energy of binding, quantification of interac-
tions requires both the enthalpic and entropic contributions to be calculated. On
the other hand, when similar set of ligands is considered, they are assumed to
exhibit comparable characteristics in terms of desolvation, protein (ligand) reorga-
nization energy and the conformational entropy loss. In fact, these effects are not
regarded as negligible, only that they are mostly relatively constant across the se-
ries. Thus, computationally-demanding study of association free enthalpy may
be replaced by the more affordable analysis of a binding energy that constitutes
the most characteristic contribution to the observed binding affinity.
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1.3.1 Physical nature of ligand binding

All the forces between either charged or polar and even nonpolar atoms and
molecules arise in essence from electrostatics [138, 139]. In general, the two classes
of interactions can be introduced as a result of both long- and short-range ef-
fects. Among the former are the electrostatic, induction and dispersion interac-
tions, where the energy at large distances is proportional to some inverse power
of the intermolecular separation. Either attractive or repulsive electrostatic term
originates basically from the interaction of static charge distributions of isolated
molecules and is exclusively pairwise additive. The electron density distortion of
a given molecule caused by the electric field of its neighbours (polarization) and
the resulting stabilizing interactions of induced multipole moments is responsible
for induction effects. Finally, the dispersion contribution, especially important in
the case of interactions between nonpolar molecules (where neither electrostatic nor
induction effects are dominant) is associated with the attractive interaction of in-
stantaneous charge fluctuations arising from correlated electron movements. Both
induction and dispersion terms are non-additive and so are the remaining short-
range effects. When the separation of the two molecules is small, the significant
overlap of monomers’ molecular wavefunctions takes place causing the repulsive
effect characterized by energy diminishing exponentially with the intermolecular
distance—exchange repulsion interaction, which results from the Pauli exclusion
principle. The importance of revealing the physical nature of interactions in terms
of the perturbation theory arises from the fact, that since essentially the same
types of interactions govern all the range of molecular complexes (e.g., hydrogen
bonded, van der Waals, donor-acceptor, and dihydrogen bonded complexes), the
reason for observed diversity is basically the different contribution of particular
interaction energy components. Thus, elucidation of some more general and fun-
damental principles related to the role of specific components is undoubtedly of
special interest.

There are two general approaches allowing for the evaluation of binding en-
ergy. Probably the most intuitive one is to subtract the energies of isolated
monomers from the total energy of a dimer (the supermolecular method [86]),
assuming the same internal coordinates of monomers and dimer are employed:

∆Eint = EAB − EA − EB (1.14)

The apparent advantage of such a definition is its simplicity and possible appli-
cation in the cases of strongly interacting species. Computationally expensive
yet accurate methods as well as simplified algorithms can be employed increasing
the range of applications. The energy from Eq. 1.14 represents the overall interac-
tion effect, but little, if any, knowledge about particular energy contributions can
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be gained. Furthermore, as ∆Eint is orders of magnitude smaller than monomer en-
ergies, the required precision makes calculations of large systems extremely costly.
Basic requirement in any application of the supermolecular method consists of
treating all system configurations in identical, size-consistent manner. However,
this rule is not followed if basis sets of different size are applied for each of the inter-
acting molecules - which results in so called basis set superposition error (BSSE).
For instance, if one intends to reveal the interaction energy of a dimer by first cal-
culating its total energy, then obtaining the energies of the two molecules forming
dimer separately (in their monomer basis sets) and finally subtracting this two val-
ues from the first calculated energy, one will find that such an interaction energy
will be an overestimate of the true value. This happens because each monomer
within the dimer has a larger number of basis functions available as it takes advan-
tage of another monomers basis functions. According to the variational principle,
the overall dimer energy lowering with respect to the isolated species is then not
only on account of favourable intermolecular interactions but also due to the the
more flexible description of the wavefunction. An obvious way of correcting for
this non-physical error, i.e., the use extremely large basis sets, is hardly practical
for most of the systems investigated. Another approach commonly employed when
dealing with BSSE is to calculate monomers energies in the basis set of a dimer
(counterpoise correction of Boys and Bernardi [140]).

In revealing the nature of interactions in a nonempirical manner, the accurate
contribution of particular components to the binding energy is most important,
whereas the total energy obtained within supermolecular method is insufficient for
understanding of the underlying physical forces. The interaction energy partition-
ing is enabled with an use of perturbational approach, where the intermolecular
interaction is introduced as a perturbation into the A + B supermolecule Hamil-
tonian and subsequent corrections to the initial energy of an isolated molecules
unperturbed state can be attributed a particular physical meaning.

The unperturbated Hamiltonian operator of the two non-interacting atoms
or molecules (treated as exactly solvable system) can be written as the sum of
the Hamiltonians of isolated systems:

Ĥ(0) = ĤA + ĤB (1.15)

According to the Rayleigh-Schroedinger Perturbation Theory (RSPT), the relative
weakness of intermolecular interactions allows for treating this effect as a pertur-
bation and hence expressing the final state of interacting components A and B as
the perturbated Hamiltonian:

Ĥ = Ĥ(0) + Ĥ(1) (1.16)
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where perturbation operator Ĥ(1) = V̂ represents their interaction. After intro-
ducing the polarization approximation, the unperturbated state is assumed to be
a simple product function of monomers wavefunctions (subscript “0” at eigenfunc-
tions denotes the electronic ground state):

ψ
(0)
0 = ψA,0ψB,0 (1.17)

Here ψ
(0)
0 designates an eigenfunction of unperturbated Hamiltonian, Ĥ(0):

Ĥ(0)ψ
(0)
0 = E

(0)
0 ψ

(0)
0 (1.18)

Since
ĤAψA,0 = EA,0ψA,0 (1.19)

ĤBψB,0 = EB,0ψB,0 (1.20)

one gets the unperturbated energy called zeroth-order energy as the sum of
monomer energies:

E
(0)
0 = EA,0 + EB,0 (1.21)

As mentioned above, the overall effect of interaction is expressed as an infinite sum
of successive physically meaningful higher-order corrections to the energy:

∆Eint =
∞∑

n=1

E
(n)
0 (1.22)

Accordingly, the first-order energy being the expectation value of the perturbation
operator for the unperturbated wavefunction gives directly electrostatic energy:

∆E
(1)
0 = ∆E

(1)
el = 〈ψ(0)

0 |V̂ ψ
(0)
0 〉 (1.23)

and hence describes Coulomb’s interaction of the two unperturbated (fixed) charge
distributions. If one expresses the electrostatic interaction of each particles from
molecule A and B as the infinite sum of the interacting multipole moments (mul-
tipole expansion), the first-order electrostatic energy turns out to be the sum of
multipole and penetration terms:

∆E
(1)
el = ∆Emtp + ∆Epen (1.24)

The equality between electrostatic and multipole components would take place if
the charge distributions of both molecules were completely separated, that is no
penetration was observed.
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The second order correction consists of two terms, i.e., induction and dispersion:

∆E
(2)
0 = ∆E

(2)
ind + ∆E

(2)
disp =

∑
nA

∑
nB

′ |〈ψA,nA
ψB,nB

|V̂ ψA,0ψB,0〉|2

(EA,0 − EA,nA
) + (EB,0 − EB,nB

)
(1.25)

Here the subscripts nA and nB denote the states of particular molecules A and B,
that form the total n-th state of the system:

ψ(0)
n = ψA,nA

ψB,nB
(1.26)

and the ground state n = 0 (the one that is the state of interest in this equation
and is expressed by both nA and nB equal zero) is omitted in the above summation.

A contribution to the ∆E
(2)
0 from states, where solely either molecule A or molecule

B are excited (either nA or nB equals zero) is then interpreted as the interaction be-
tween the molecule A multipoles induced by the electric field of molecule B with its
static multipoles, and vice versa. This type of interaction energy is simply the in-
duction energy. Likewise, the remaining component of second-order energy (the
one corresponding to the excitement of both molecules) expresses, from a classical
point of view, the effect of two induced multipoles interactions—the dispersion
energy. Another interpretation of this phenomenon is that one molecule charge
distribution fluctuations cause the appearance of temporary multipole moments in
this molecule. The electric field from this multipoles induces multipole moments in
the second molecule and these two attract one another. Finally, the time-averaged
effect of such an induced multipoles interaction is referred as dispersion energy.

The key assumption in foregoing approach is the polarization approximation,
neglecting the possible electron exchange. This simplification is reasonable in
the case of long intermolecular distances. However, if molecules are not well sep-
arated, the overlap between their wavefunctions causes the repulsion that here
is ignored: neither interaction energy term in the perturbation theory employ-
ing the polarization approximation accounts for this effect. To consider electron
exchange (resulting from the electrons indistinguishability and Pauli exclusion
principle), the wavefunction for the combined system should be antisymmetrized
product of the two molecules wavefunctions, that is its sign should revert when
the two electrons are exchanged. Symmetry-adapted perturbation theory SAPT
has been developed to handle this issue and deal with intermediate and short
range of intermolecular distances [141]. Similarly to polarization perturbation
treatment, the zeroth-order energy stands for the sum of isolated molecules and
interaction energy is represented by subsequent corrections. Unlike, however, pre-
viously demonstrated approach, the corrections of each order consist of more terms
than precedent: interaction energy components listed above are supplemented by
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exchange repulsion terms. For instance, the first-order interaction energy (equiv-
alent to the Heitler-London energy) contains the electrostatic contribution as well
as the exchange component:

∆E(1) = ∆E
(1)
pol + ∆E

(1)
exch = ∆E

(1)
el + ∆E

(1)
exch (1.27)

Making allowance for the additional exchange term prevents the non-physical effect
of infinite interaction energy lowering when the two neutral molecules approach
each other. symmetry-adapted perturbation theory (SAPT) methods enable prob-
ably the most accurate yet very expensive interaction energy calculations, their
application is therefore limited by the size of investigated systems.

While no unique way of energy partitioning exists and a multitude of formu-
lations can be encountered, the variation-perturbation scheme [26] utilized herein
constitutes a reasonable compromise between accuracy and computational cost.
The latter has been achieved as a result of combination of both variational and
perturbational theories: the first-order electrostatic interaction energy component
is defined as in perturbation approach, whereas the next terms in a hierarchy of
accuracy, i.e., Heitler-London and SCF energies, are evaluated within variational
formulation. The remaining components can be obtained from consecutive differ-
ences introduced as follows. The SCF interaction energy, determined as in a super-
molecule method and calculated in a dimer basis set to correct for BSSE, consti-
tutes a starting point for the energy partitioning. After subtracting the first-order
Heitler-London term, ∆E(1), representing an interaction of monomers with frozen
electronic density distributions, the remaining delocalization component expresses
an effect of interaction on the electronic distribution relaxation of the monomer
and comprises several higher-order SAPT corrections including induction:

∆ESCF = ∆E(1) + ∆E
(R)
DEL (1.28)

∆E(1) energy is obtained after the first SCF interaction cycle, starting from
the Gram-Schmidt orthogonalized monomer eigenvectors calculated in a dimer
basis set. According to the SAPT formulation of the first-order interaction energy,
the Heitler-London term consists of electrostatic and exchange contributions:

∆E(1) = ∆E
(1)
EL + ∆E

(1)
EX (1.29)
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Following the perturbation theory, first-order electrostatic energy is given by
the equation:

∆E
(1)
EL =

∑
a

∑
b

ZaZbR
−1
ab +

∑
r

∑
s

∑
t

∑
u

DA
rsD

B
tu〈rs|tu〉

−
∑

r

∑
s

∑
b

DB
rs〈r|ZbR

−1
1b |s〉

−
∑

t

∑
u

∑
a

DA
tu〈t|ZaR

−1
1a |u〉 (1.30)

where r, s, t and u indices refer to dimer atomic orbitals; a, b correspond to atoms
of A and B molecules; Za, Zb stand for nuclear charges; R is the separation of two
particles (electron-electron, nucleus-nucleus or electron-nucleus) and DA

rs and DB
tu

designate monomer electron density matrices obtained in a dimer basis set.

Since the calculation of electrostatic energy contribution is less computationally
expensive compared to the second component of first-order interaction energy, it
is advantageous to obtain the exchange term as a plain difference:

∆E
(1)
EX = ∆E(1) −∆E

(1)
EL (1.31)

While SCF method entirely excludes dispersion, an accurate description of all
types of weak interactions requires the correlated ab initio methods to be used.
To account for electron correlation effects, ∆E

(2)
CORR term (including intramolec-

ular correlation and intermolecular dispersion components) can be obtained from
the MP2 (or CCSD) interaction energy:

∆EMP2 = ∆ESCF + ∆E
(2)
CORR (1.32)

In summary, decomposition of the MP2 (or CCSD) interaction energy reveals
the following terms:

∆EMP2 = ∆E
(1)
EL + ∆E

(1)
EX + ∆E

(R)
DEL + ∆E

(2)
CORR (1.33)

As one can easily note, a well-defined hierarchy of successive interaction energy
approximations, varying from the most expensive MP2 (or CCSD) method to
the electrostatic energy representation (the more simplified the theory, the less
computationally demanding calculation; see Figure 1.1), demonstrates the utility
of this decomposition scheme:

∆E
(1)
EL < ∆E(1) < ∆ESCF < ∆EMP2 (1.34)
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Figure 1.1: Variation-perturbation scheme of interaction energy decomposition.
Circles denote the consecutive levels of theory, while arrows designate the corre-
sponding correction terms.

It performs exceptionally well when derivation and testing of simplified yet
reasonable models by a subsequent elimination of less important and more time-
consuming contributions is required. Moreover, owing to the full counterpoise
correction in each of the interaction energy components, the basis set dependency
has been significantly reduced. Finally, additional advantage of a presented treat-
ment comes from the implementation of a direct SCF technique, so that the storage
of integrals during calculations can be avoided and the efficient study of relatively
large models is possible. Currently molecular systems containing up to circa 300
atoms could be investigated, opening the possibility to analyze the physical nature
of interactions in enzyme active sites.

Variation-perturbation energy decomposition scheme was successfully em-
ployed in the investigation of a number of diverse phenomena including the in-
fluence of mutations within an enzyme active site [41], the contribution of par-
ticular active site residues to catalytic effects [31, 137] (see the next section) and
the relation between inhibitory activity and the interaction energy [13, 14].

1.3.2 Differential Transition State Stabilization

The key concept of DTSS method [31, 32] follows the hypothesis of Pauling [96]
and states that the catalytic (or inhibitory) activity of a given environment arising
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Figure 1.2: Energy diagram illustrating the DTSS approach [31, 32]. BC and
BG denote the activation energy barriers for the catalyzed and uncatalyzed (gas
phase) processes, respectively. ETS (ES) or ETS,C (ES,C) are the transition state
(reactant) energies in the gas phase or in the presence of a catalyst.

from lowering of the activation energy barrier, ∆ = BC −BG (see Figure 1.2), can
be associated with the difference in a strength of transition state, ∆ETS, versus
substrate binding, ∆ES, with the catalytic environment:

∆DTSS = ∆ETS −∆ES (1.35)

Thus, the stronger a given environment interacts with the transition state com-
pared to the corresponding interaction with reactants, the lower is the resulting
activation energy barrier and the faster the reaction proceeds.

Derivation of the catalytic effects from the interactions involving the cata-
lyst (e.g., enzyme) and the substrate/transition state species allows for assessing
the physical nature of catalytic activity. In particular, decomposition of binding
energies according to variation-perturbation scheme provides the following contri-
butions to overall DTSS effect:

∆MP2 = ∆
(1)
EL + ∆

(1)
EX + ∆

(R)
DEL + ∆

(2)
CORR (1.36)

As discussed in section 1.3.1, consecutive interaction energy terms are related
via a clear hierarchy of approximations offering the more accurate description at
the expense of a higher computational cost. Such a relationship refers also to
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Figure 1.3: Derivation and interpretation of the catalytic fields [31, 32] for a model
reaction (i.e., symmetric nucleophilic substitution of methyl fluoride).

DTSS quantities:
∆

(1)
EL < ∆(1) < ∆SCF < ∆MP2 (1.37)

allowing for systematic, first principles based derivation of approximate models of
catalytic activity.

Whenever the electrostatic term is dominant, even more simplified approach
can be applied to estimate the catalytic contribution for a given reaction from par-
tial atomic charges of a molecular environment, qi, and the difference in molecular
electrostatic potential (MEP) of a transition state and a substrate:

∆EL,V q =
∑

i

qi(V
TS
i − V S

i ) (1.38)

Since the difference in MEP generated by transition state and reactants expresses
the catalytic influence of a positive unit charge, simply considering the so-called
static catalytic field [31, 32], allows the most favourable distribution of charges
within a hypothetical catalytic environment to be predicted:

∆S = −(V TS − V S) (1.39)

By inverting the sign of the transition state and substrate MEP difference, one
can derive the optimal electrostatic characteristics of a complementary molecu-
lar environment acting as a catalyst (Figure 1.3). Notably, only the knowledge
of a transition state and a reactant structure is assumed, i.e., no prior knowl-
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Figure 1.4: Classification of the hydrogen bonding interactions within 34 hydrogen
bonded complexes studied in Ref. [142].

edge of the catalytic environment is required. As it will be shown in Chapter 3,
comparison of the catalytic fields with the actual arrangement of charged enzyme
active site residues aids determination of catalytically important residues along
with the prediction of the impact of a mutation on an enzyme catalytic activity.

1.3.3 Physical nature of hydrogen bonds

The conventional hydrogen bond is said to be electrostatic in nature [143]. How-
ever, some classes of hydrogen bonds recognized within the last years do not con-
form with this statement [144, 145]. It seems that hydrogen bonds could occur any-
where between the two extremes associated with covalent and ionic bonds [146]. In
particular, very strong hydrogen bonds appear to involve some degree of covalency.
The contribution described in Ref. [142] has aimed at providing the classification of
a variety of hydrogen bonded complexes in terms of their possible covalent nature.
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Straightforward criteria for assessment of the degree of a hydrogen bond co-
valency are defined within the topological atoms-in-molecules (AIM) theory of
Bader [147]. The nature of a specific interaction is described by a number of
properties related to the electron density, ρC , of the corresponding bond critical
point (BCP). The latter is characterized by the zeroth gradient of ρC . Depend-
ing on the sign of the Laplacian of ρC , the covalent bonds can be recognized as
they are associated with the concentration of electron density in an interatomic
region (i.e., ∇2ρC< 0). Consequently, the positive ∇2ρC value indicates depletion
of the electron density which implies the interaction of closed-shell species (i.e.,
ionic, hydrogen bonding, and van der Waals interactions). Further characteristics
of an interaction in such a case is made on the basis of the sign of electronic energy
density, HC , in a given BCP. Local energy density is given by the equation:

HC = GC + VC (1.40)

Local one-electron kinetic energy density, GC , and local potential energy density,
VC , are related to the Laplacian of electron density in the following way:

1

4
∇2ρC = 2GC + VC (1.41)

The sign of Laplacian is then an indication whether the negative VC or the positive
GC is in excess of the virial ratio equal to 2. If ∇2ρC< 0, the potential energy
dominates. In the case of a bond with any degree of covalency, the condition
that |VC | > GC implies that HC < 0. Accordingly, partially covalent bonds are
associated with GC < |VC | < 2GC (i.e., positive ∇2ρC) [148]. Finally, HC > 0
indicates the noncovalent interaction.

The possible covalent nature of the interaction can also be determined by means
of the theory of intermolecular interactions, e.g., with the variation-perturbation
scheme of interaction energy partitioning. In particular, ∆E

(R)
DEL term may be re-

lated to covalent effects, whereas ∆E
(1)
EL represents ionic interactions [149]. Anal-

ysis of 34 hydrogen bonded complexes resulted in the classification presented in
Figure 1.4 [142], which demonstrates close relationship between hydrogen bond

lengths, AIM properties and ∆E
(R)
DEL/∆E

(1)
EL ratio. Remarkably, covalent and par-

tially covalent bonds (e.g., charge assisted hydrogen bonds) are characterized by

∆E
(R)
DEL/∆E

(1)
EL value exceeding ∼ 0.45. Further distinction is based on the hydro-

gen bond proton-acceptor distance, i.e., covalent hydrogen bonds within the stud-
ied set exhibit RXH...Y < 1.2 Å (e.g., (FHF)−). Noncovalently bound complexes

(∆E
(R)
DEL/∆E

(1)
EL>∼ 0.45) feature RXH...Y > 1.8 Å.



27 1.3. Molecular Recognition

It should be emphasized that this classification [142] is in line with topological
characteristics of BCPs associated with particular hydrogen bonded complexes.
While the dataset investigated herein was necessarily limited, it will be interesting
to compare these conclusions with properties of other hydrogen bonding inter-
actions, especially of biological relevance. In particular, assessing the possible
covalent nature of hydrogen bonds occurring in the enzyme active sites might help
to address the hypothesis about covalent catalysis performed by enzymes with
remarkable proficiencies [36].



CHAPTER 2

Enzyme Inhibitory Effects

2.1 Phenylalanine Ammonia-lyase Inhibition

2.1.1 PAL characteristics

Phenylalanine ammonia-lyase (PAL, E.C. 4.3.1.5) is a crucial enzyme of general
phenylpropanoid pathway operating in plant and fungi. Non-oxidative deami-
nation of amino acid substrate (S)-phenylalanine followed by the formation of
(E)-cinnamic acid (Figure 2.1) redirects the carbon flow from primary metabolism
to the synthesis of phenylpropanoid compounds [150] (e.g., lignins, flavonoids,
coumarins). Phenylpropanoid products play multiple roles including mechanical
support, signaling, and protection against biotic and abiotic stress [151]. PAL,
lying at a branching point between the primary metabolism and natural prod-
ucts biosynthesis, has been extensively studied as a possible control site of desir-
able product accumulation and potential target for herbicides [152]. The reverse
PAL reaction encompassing the formation of L-phenylalanine has been applied in
an industrial process of aspartam production [153]. An employment of PAL in
the treatment of a genetic disorder phenylketonuria has also been considered [154].

While the experimental structure of PAL has recently been solved for a yeast
and plant enzyme [155, 156], little is known about the actual catalytic mecha-
nism of PAL [125]. The PAL-catalyzed reaction is particularly challenging as it
involves abstraction of a non-acidic β proton located in the vicinity of an acidic
α ammonium group which should remain protonated to allow for its departure.
An active site prosthetic group of 5-methylene-3,5-dihydroimidazol-4-one (MIO),

28
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Figure 2.1: PAL-catalyzed reaction.

formed autocatalitycally by cyclization and dehydration of residues from a highly
conserved Ala–Ser–Gly triad [157], is suggested to perform an electrophilic attack
at the phenylalanine aromatic ring in a Friedel-Crafts type mechanism [124–127].
The following activation of the β proton allows for its abstraction by an enzymatic
base (presumably Tyr351 [158]). After the proton transfer step, ammonia elimina-
tion occurs. Other PAL active site residues anticipated to contribute to substrate
binding and/or catalysis include Arg354, Glu348 (interaction with the substrate
carboxylic moiety) and Tyr110 (binding of the eliminated ammonia molecule).

Among the first specific PAL inhibitors was a derivative of (S)-phenylalanine
with α amino group replaced by the aminooxy moiety, i.e., (S)-2-aminooxy-3-phe-
nylpropanoic acid ((S)-AOPP) [159] (Figure 2.2). Phosphonic acid analogues of
substrate, such as (R)-1-amino-2-phenylethylphosphonic acid ((R)-APEP), have
also been proved to serve as moderately potent inhibitors of PAL [160, 161].
The most potent in vivo inhibitor of PAL is 2-aminoindane-2-phosphonic acid
(AIP), a conformationally constrained derivative of phenylalanine [162].

Both (S)-AOPP and AIP inhibit PAL in a time-dependent manner and are
assumed to act as reaction intermediate analogues [163]. Combined experimental
and computational analysis of AIP revealed that since its geometry in solution
presumably differs from that in PAL active site, the necessary conformational
transition occurring upon docking might explain the observed slow binding [164].

Despite the abundant experimental data regarding structure-activity relation-
ships of PAL inhibitors [165–167], there exists no experimental or theoretical evi-
dence explaining the molecular basis of PAL inhibition. The only theoretical anal-
ysis performed for AIP-inhibited PAL has suggested that the inhibitor molecule is
more likely to bind in a conformation with axial phosphonic group [164]. The fol-
lowing steps were undertaken to gain insight into the mode of PAL inhibitors
binding. Detailed and systematic analysis of binding energy was performed to de-
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Figure 2.2: (S)-phenylalanine analogs known as PAL inhibitors [159–162].

scribe the physical nature of receptor-ligand interactions. Finally, the approximate
models of inhibition were derived based on the comparison of predicted and actual
biological activity of particular inhibitors.

2.1.2 Inhibitors of potato PAL

Due to availability of experimental binding affinities for a set of inhibitors of PAL
from potato (Solanum tuberosum) [27, 28], this particular enzyme was chosen
for further investigation. Except for (S)-AOPP, the remaining five compounds
considered herein are aminophosphonic derivatives of phenylalanine differing in
terms of Cα configuration and/or substituents at phosphorus atom (Figure 2.3).

Technical details Since no experimental PAL structure had been available by
the time this analysis was performed [168], active site homology model based
on the X-ray structure of a closely related histidine ammonia-lyase (HAL) was
employed, as prepared by Dr. Jolanta Grembecka. The details of modeling
the enzyme-inhibitor structures are provided in Ref. [168].

The generated active site model consisted of six highly conserved amino
acid residues surrounding the variable part of inhibitor structures: Tyr35A,
Asn187A, Gln275B, Tyr278B, Arg+281B, and Asn311A (the superscripts indicate
the monomer of PAL homotetramer). To reduce computational effort, asparagine
and glutamine residues were represented by acetamide molecule, arginine was mod-
elled by methylguanidinium cation, whereas tyrosine residues were truncated at
Cβ atom and mimicked by p-cresol (Figure 2.4).
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Figure 2.3: Structures of potato PAL inhibitors in the order of decreasing in-
hibitory activity [27, 28].

Figure 2.4: Potato PAL active site model in complex with inhibitor 2. The short-
est atomic contacts [Å] are marked as dashed lines. Ball representation is used
to distinguish 6 atoms with atomic point charges employed in an approximate
electrostatic model of inhibitory activity.
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Calculation of receptor-ligand interaction energy was performed in a pairwise
fashion with the total binding energy expressed as a sum of two-body contribu-
tions revealed for each inhibitor-amino acid residue dimer. Variation-perturbation
scheme of interaction energy decomposition[26] was applied as implemented [169]
in the modified version of Gamess–US [170]. Consecutive components of in-
teraction energy were computed using 6-31G(d) basis set and full counterpoise
correction [140].

Correlation between experimental inhibitory activity and theoretical interac-
tion energy was determined using regression analysis and standard least square
method of line fitting. The strength of correlation was assessed by means of two sta-
tistical parameters: coefficient of determination and standard error of estimate (r2

and SEE, respectively). Coefficient of determination, corresponding to the square
of the Pearson’s correlation coefficient, is a measure of the proportion of variation
in a dependent variable explained by an independent one. Standard error of es-
timate, describing the uncertainty of a predicted dependent variable, is given by
the equation:

SEE =

√∑
(Y − Y ′)2

N − 2
(2.1)

where Y , and Y ′ are the actual and predicted values, respectively; while N denotes
the number of (X, Y ) pairs. The reason for N − 2 expression in the denominator
is that two parameters (the slope and the intercept) were estimated in order to
obtain the sum of squares.

2.1.3 Inhibitors of parsley PAL

Since new experimental data have recently been provided by Dr. Jerzy Zoń [29]
for a larger set of eleven inhibitors with known biological activity toward PAL
from parsley (Petroselinum crispum), more accurate investigation of PAL inhibi-
tion has been undertaken in this study, augmented by an availability of the X-ray
structure of parsley PAL [156]. The following compounds were considered: (S)-
AOPP, AIP, 5- and 4-substituted AIP derivatives (6 structures), ring-substituted
1-aminobenzylphosphonic acids (2 structures), and an analogue of AIP with indane
moiety replaced by benzocyclobutane (Figure 2.5). Except for enantiopure (S)-
AOPP and achiral AIP, all inhibition constant values refer to a racemic mixture.
Of the two possible enantiomers of phenylalanine derivative, higher inhibitory po-
tency is exhibited by the enantiomer with Cα atom configuration corresponding to
that of (S)-phenylalanine (i.e., R isomer) [29]. It was assumed that relative bind-
ing affinity of racemic mixtures does not change compared to the corresponding
quantities for R isomer. Accordingly, only R isomers were studied in what follows.
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Figure 2.5: Structures of parsley PAL inhibitors in the order of decreasing in-
hibitory activity [29].

It is noteworthy, that in contrast to potato PAL inhibitors, the compounds con-
sidered herein differ mainly in the structure and/or substituents of a cyclic part of
a molecule, while the aminophosphonic moiety is retained.

Technical details Crystal structure of parsley PAL [156] was taken from
the Protein Data Bank (1.70 Å resolution, PDB accession code 1W27). The crys-
tallographic unit contains two equivalent PAL subunits. Apart from the chemi-
cal modification of MIO prosthetic group due to solvent composition throughout
the crystallization process, no ligands are present in the X-ray structure. MIO-
bound 1,4-dithiothreitol was then removed and the catalytically functional PAL
homotetramer was generated based on the symmetry information provided with
the PDB file. Protonation of titratable residues was determined based on the Op-
timal Hydrogen Bonding method [171] available via What If program [172]. In
particular, histidine residue present in the active site, His396, was modelled as
neutral with proton attached to δ nitrogen atom. Possible flipped positions of ring
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nitrogen and carbon atoms were identified in the case of histidine residues His153,
His306, and His600. Asp489 was assumed to be protonated at carboxylic OD2
atom due to its close contact to Glu429 side chain (Asp489/OD2. . .Glu429/OE2
distance of 2.42 Å). The remaining aspartate and glutamate residues were nega-
tively charged (−1), whereas lysine and arginine residues were assigned a positive
charge (+1). The missing hydrogen atoms were added with Charmm procedure
Hbuild and optimized throughout a series of 500 steps of steepest descent min-
imization followed by conjugate gradient optimization until the RMS gradient of
0.01 kcal ·mol−1·Å−1 was satisfied. Charmm package [173] and all–hydrogen pa-
rameter set from Charmm27 forcefield [174] were employed in the simulation.

The structures of the inhibitors were optimized at the HF/6-31G(d) level of
theory with Gaussian 03 program [175]. In the case of AIP or AIP-derivatives
(compounds II, III, V, VI, VIII, X, and XI; see Figure 2.5) two conformations
were taken into account encompassing two possible arrangements of the phosphonic
group, i.e. axial and equatorial (AC and EC, respectively). Except for inhibitor I
modelled in S -isomeric form, the remaining chiral compounds were taken as R iso-
mers.

Docking of the optimized structures was performed using Gold (Genetic Op-
timization for Ligand Docking) software, version 4.0.1 [65, 66]. The receptor site
was defined as a 10 Å radius sphere centered on a certain point with coordinates
determined by the position of a ligand crystallized with yeast PAL [155] (PDB ac-
cession code 1T6J). Against the binding site model, 10 ligand binding poses were
generated for each inhibitor using Gold Fitness function and default genetic search
parameters. Docking solutions were manually inspected to determine the represen-
tative binding poses. In the case of considerably different binding modes, the top
solutions (according to fitness function score) representing each ligand pose were
selected. Poorly populated clusters with low fitness score were neglected. As
the binding mode of most compounds was well defined (i.e., all docking solutions
were similar or identical), alternative arrangement was considered only in three
cases (inhibitors II-EC, III-AC, and III-EC). However, subsequent interaction
energy calculation revealed that binding poses with lower fitness score were also
characterized by lower interaction energy than the respective top-ranked solutions.
Therefore, only top docking solutions were subjected to further analysis.

The following 21 amino acid residues were selected to represent PAL active site
during the interaction energy calculation: Gly115B, Phe116B, Leu134B, Phe137B,
Leu138B, MIOB, Leu206B, Leu256B, Asn260B, Gln348A, Tyr351A, Arg+354A,
Asn384B, Pro385B, His396B, Phe400B, Lys+456C, Ile460C, Glu−484B, Asn487B,
and Gln488B (the superscripts indicate the monomer of PAL homotetramer). Un-
less the main chain of a given residue appeared to be involved in the ligand bind-
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ing (i.e., for Gly115, Phe116, Asn384, Pro385), only side chains were included
in the model of PAL binding cavity. In particular, Arg354 was represented by
methylguanidinium cation, Phe137, Tyr351, His396, Phe400, Lys456, and Gln488
were truncated at Cγ atoms, while the remaining residues were present as respec-
tive Cβ-capped side chains (Figure 2.6). All broken bonds were saturated with
hydrogen atoms. Except for the hydroxyl group of Tyr351 with hydrogen atom ro-
tated to optimize the possible hydrogen bonding to ligand, each inhibitor-enzyme
complex involved the same geometry of PAL active site.

Except for Tyr35, the remaining 5 amino acid residues present in a previously
employed representation of potato PAL active site (Figure 2.4) have their counter-
parts in current parsley PAL model of binding pocket. In particular, parsley PAL
Asn260, Gln348, Tyr351, Arg354, and Asn384 correspond to potato PAL Asn187,
Gln275, Tyr278, Arg281, and Asn311 residues, respectively. Tyr35 of potato PAL,
an equivalent of parsley PAL Tyr110, was excluded from the receptor site model
of the latter due to its little participation in ligand binding (Tyr110–inhibitor dis-
tance exceeding 14Å). Since preparation of parsley PAL model involved homology
modeling [168], it is unclear whether such a position of Tyr35 relative to bound
inhibitor molecule is characteristic of parsley PAL specifically, or if it indicates
a mistake in a model.

The subsequent interaction energy calculation and analysis of correlation with
experimental ligand activity was performed according to the protocol described
for the analogous project concerning potato PAL inhibitors (see Technical details
paragraph in 2.1.2 subsection).

2.1.4 Docking of parsley PAL inhibitors

Docking results suggest that parsley PAL inhibitors studied herein (Figure 2.5)
bind in two possible arrangements differing in a position of a cyclic moiety (Fig-
ure 2.7–A). Except for inhibitor III, AIP-derivatives with axial phosphonic group
(i.e., AC conformation) form a cluster of very similar docking solutions charac-
terized by the ring portion of a molecule directed toward the more polar part of
a binding pocket composed of residues Gly115, Gln348, Pro385, and His396 (Fig-
ure 2.7–B). EC conformers of the same compounds bind with their cyclic part
buried within more hydrophobic region of an active site (i.e., residues Phe116,
Leu134, Phe137, Leu138, and Leu206; see Figure 2.7–C ). This particular cavity
appears to be more spacious, as it accommodates several docking poses including
AC conformation of inhibitor III (shown in Figure 2.7–B) as well as inhibitors
IV, IX (Figure 2.7–D) and VII (Figure 2.7–E ). It seems that whenever an in-
hibitor molecule does not fit into the smaller size binding pocket (e.g., due to its
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Figure 2.6: Parsley PAL active site model in complex with inhibitor II-AC.

conformation and/or the size of substituents), it can still be incorporated within
the larger one. In addition to AIP derivatives in AC conformation, inhibitor I
is the only other compound exhibiting complementarity with the smaller binding
cavity (Figure 2.7–F ). On the other hand, inhibitor III-AC occupies the larger
binding pocket as the size and position of its bromine substituent probably prevents
the mode of binding observed for the remaining AC conformers of AIP derivatives.

Independently on the binding mode, all inhibitors are anchored by salt bridge
involving their phosphonic group and arginine (Arg354) residue. The position
of positively charged amino moiety is more variable as it does not participate in
any ionic or hydrogen bonding interactions. The only exception is the hydrogen
bond occurring between aminooxy group of inhibitor I and Tyr351 hydroxyl group
(Figure 2.8–A) which might explain the highest binding affinity of this particular
compound. Compared to only slightly worse inhibitor II, the orientation of charged
groups of compound I is optimal for simultaneous interaction with Arg354, Tyr351,
and Glu484. The position of amino group of inhibitor II-AC (and the remaining
compounds) prohibits any direct interactions with amino acid residues of PAL
active site (Figure 2.8–B).
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Figure 2.7: Binding poses of parsley PAL inhibitors. The surface representing
PAL active site is coloured according to the type of particular amino acid residues:
blue/red colour denotes positively/negatively charged residues; neutral polar and
hydrophobic residues are shown in green and grey, respectively. MIO prosthetic
group is given in orange colour. A. Superimposed geometries of all docked in-
hibitors. B. Inhibitors II, III, V, VI, VIII, X and XI in AC conformation.
C. Inhibitors II, III, V, VI, VIII, X and XI in EC conformation. D. Inhibitors
IV and IX. E. Inhibitor VII. F. Inhibitor I.
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Figure 2.8: Selected amino acid residues of parsley PAL active site in complex
with inhibitors I and II-AC (A and B part, respectively). The shortest atomic
contacts [Å] are marked as dashed lines.
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Figure 2.9: Goldscore function against the experimental inhibitory activity of
parsley PAL inhibitors. AIP derivatives in AC and EC conformation are denoted
by full and grey-filled circles, respectively; the remaining compounds are marked
by triangles. Numbering of inhibitors corresponds to Figure 2.5.

Gold Fitness scoring function employed in ranking the docking solutions for
respective inhibitors has been optimized for the prediction of ligand binding geom-
etry and so it cannot be directly compared with binding affinity. It has been pro-
posed [176] that removal of the intramolecular terms from Gold Fitness function
could remediate this issue, so the resulting Goldscore function can be associated
with biological activity. However, the consecutive analysis of possible relation-
ships between Goldscore function and inhibitory potency of particular compounds
revealed that this is not a case here, as no correlation is observed concerning
the scoring function and experimental data (Figure 2.9). In particular, the most
potent inhibitor I is associated with intermediate Goldscore, while much weaker
inhibitors IX and XI rank among the top solutions. Likewise, considering Gold-
score or Gold Fitness functions does not allow to determine the preferred docking
conformation of AIP derivatives (i.e., unless one assumes that no common docking
conformation describes the binding of this group of compounds).
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Table 2.1: Total binding energy [ kcal ·mol−1] of potato PAL inhibitors calculated
as a sum of two-body (i.e., inhibitor-residue) interactions at various levels of theory.

Inhibitor ∆E
(1)
EL ∆E(1) ∆ESCF ∆EMP2

1 −154.91 −49.69 −95.76 −100.47

2 −129.76 −35.46 −79.55 −83.57

3 −129.77 −33.43 −75.54 −78.51

4 −131.09 −19.94 −69.65 −72.39

5 −127.90 −20.80 −63.91 −69.57

6 −105.52 −25.42 −61.21 −66.80

2.1.5 Interaction energy analysis

Potato PAL inhibitors The total binding energy [168, 177] was taken from
a pairwise analysis of the interactions between the 6 PAL active site residues and
particular inhibitor molecules (A model). With the goal of deriving some justi-
fied approximations in mind, the decrease in correlation with experimental data
was monitored. This resulted in a selection of 4 active site residues (i.e., Tyr35,
Asn187, Tyr278, and Arg281) that served as a limited size model of binding pocket
(B model). The most complete description of the binding energy obtained at
the MP2 level is very closely mimicked in both models by its SCF counterpart,
indicating minor influence of correlation effects (Table 2.1). Qualitatively cor-
rect estimations of relative binding energies are also gained from the ∆E(1) term,
especially for the full model (A model; see Table 2.1 and Figure 2.10).

Remarkable correlation with experiment (i.e., with the value of − logKi) was
revealed for subsequent interaction energy approximations including the first-order
electrostatic term (Figure 2.10 and Table 2.2). This finding justifies an assump-
tion regarding constant contribution of entropic and solvation effects to the free
enthalpy of binding. Noticeably, the higher the level of theory applied to the de-
scription of interactions, the more pronounced the relationship of resulting binding
energies with experimental data [27, 28]. The corresponding coefficients of deter-
mination and standard errors of estimate (Table 2.2) indicate negligible change at
the MP2 and SCF levels when passing from model A to B. Although the analogous
values for ∆E(1) and ∆E

(1)
EL are affected, neglecting delocalization and exchange

terms still produces reasonable agreement. Overall, B model provides a suffi-
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Figure 2.10: Total interaction energy at various levels of theory as a function
of experimental inhibitory activity [27, 28] expressed as a logarithm of inhibition
constant. A. Full model of potato PAL active site (i.e., 6 residues; A model).
B. Potato PAL active site represented by 4 residues (B model). Numbering of
inhibitors corresponds to Figure 2.3.

ciently accurate description of the experimentally observed characteristics of PAL
inhibitors binding. The above conclusions are further confirmed by an excellent
accuracy of the predicted inhibition constants based on the equations derived from
correlation analysis of the MP2 interaction energy (Table 2.3).

As noted above, an adequately correct description of this particular set of PAL
inhibitors binding is provided by the PAL active site model encompassing 4 out of
the initial number of 6 amino acid residues, especially when the SCF (or higher)
level of theory is employed.

Another question might arise, namely which PAL active site residues are crucial
for the observed specificity of binding? Surprisingly, despite Arg281 exhibiting
the largest strength of inhibitors binding (Figure 2.11), Tyr278 is more responsible
for the observed differences in ligands stabilization (Table 2.4). This conclusion
applies not only to interaction energy at SCF and MP2 levels of theory, but even
more significant loss of correlation is found for electrostatic term. On the other
hand, elimination of Arg281 does not alter the latter. Finally, omitting the two
residues assumed to be of a minor importance while constructing B model (i.e.,
Gln275 and Asn311) does not result in the loss of correlation.
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Table 2.2: Performance of interaction energy-based models of inhibitory activity.
Regression equations and statistical parameters correspond to the fit shown in
Figure 2.10. Standard error of estimate, SEE, is given in kcal ·mol−1.

Model Regression equation r2 SEE

∆EMP2

Aa y = −5.8205 · x− 48.9782 0.99 1.48

Bb y = −4.0042 · x− 50.9016 0.99 0.99

∆ESCF

A y = −5.9282 · x− 44.1450 0.99 1.44

B y = −4.0404 · x− 47.7255 0.96 1.99

∆E(1)
A y = −4.9132 · x− 5.8265 0.85 4.88

B y = −2.6834 · x− 18.8540 0.47 6.67

∆E
(1)
EL

A y = −6.5627 · x− 96.4802 0.78 8.17

B y = −6.8373 · x− 75.2016 0.61 12.93

aFull PAL active site model (6 amino acid residues)
bLimited size PAL active site model (4 amino acid residues)

Considering the potential for practical applications, what is probably more im-
portant than the analysis of physical nature of interactions itself is the first prin-
ciples based derivation of approximate yet reasonable models of binding affinity
prediction. The use of empirical scoring functions only, although often successful,
does not necessarily prove the validity of a computational model, that is the agree-
ment with experiment might result from, for example, an accidental cancellation
of errors. On the other hand, nonempirical approach can also lead to simple mod-
els relating the binding energy to quantities that may be rapidly evaluated (e.g.,
electrostatic potential of inhibitor in some selected positions). In such a case,
however, the limit of accuracy has already been established by the highest level of
theory and the following systematic neglect of the least significant contributions is
well-founded. To address this idea a simplified model was investigated employing
electrostatic potential generated by inhibitors and atomic point charges at selected
binding site residues. Strikingly, significant correlation was found described by r2

of 0.92 and 0.90 for Mulliken and potential-derived CHELP [178] charges. By
consecutive elimination of components contributing the least to total electrostatic
energy, six PAL active site atoms (Figure 2.4; atoms shown in ball representa-
tion) were selected to mimic the electrostatic properties of the entire PAL binding
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Table 2.3: Comparison of experimental [27, 28] and predicted inhibition constant
values [µM ]. Numbering of inhibitors corresponds to Figure 2.3.

Inhibitor Ki,exp

Ki,∆EMP2

Aa Bb

1 0.0014 0.0014 0.0014

2 1.5 1.1 2.4

3 11.6 8.4 4.6

4 35.0 95.0 42.0

5 450.0 290.0 390.0

6 850.0 870.0 1230.0

aFull potato PAL active site model (6 am ino acid residues)
bLimited size potato PAL active site model (4 amino aci d residues)

site. Coefficients of determination evaluated for an interaction between these six
atoms point charges and molecular electrostatic potential of particular inhibitors
were only slightly diminished (0.69 and 0.83 for Mulliken and CHELP charges,
respectively). Finally, atomic point charges were arbitrarily assigned for the above
listed set of six atoms. In particular, charges of +0.4 and −1.0 described hydrogen
and nitrogen atoms (total charge of a system, +1, reflects the summary charge
of a full model). Electrostatic interaction energy was then evaluated according to
the formula:

∆EEL,V q = 0.4 · VTyr35:HH − VAsn187:ND2

+0.4 · VGln275:HE22 + 0.4 · VTyr278:HH

+0.4 · (VArg281:HH11 + VArg281:HH21) (2.2)

The results concerning ∆EEL,V q are in remarkable agreement with experimental
inhibitory activity (r2 = 0.78). Further improvement could be gained by determi-
nation of optimal (instead of arbitrary) charges via least squares fit of approximate
electrostatic energy derived from equation 2.2 to the reference ∆EMP2 values. Such
an analysis demonstrates a stepwise generation of simplified models, upon which
knowledge of the factors neglected plays as important a role as the final results
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Figure 2.11: Binding contribution of particular potato PAL active site residues.
The colour of each bar corresponds to an inhibitor according to the legend in left
bottom corner.

themselves. In particular, binding affinity of a novel inhibitor could be estimated
based on its MEP values in six points (Eq. 2.2; assuming ∆EEL,V q is in units of
kcal ·mol−1) in a following way:

logKi =
∆EEL,V q + 105.058

10.203
(2.3)

Inspired by Náray-Szabó electrostatic lock-and-key analogy [11], successfully
applied to leucine aminopeptidase inhibitors [179], the complementarity between
active site charge pattern constituting an electrostatic “lock”, and MEP generated
by inhibitor molecule (a “key”) was examined resulting in a simple yet reasonable
estimate of inhibitory activity. Symbolic representation of the fit between elec-
trostatic lock of active site charge pattern (i.e., arbitrarily assigned set of atomic
charges on selected atoms in short contact with inhibitor) and a MEP key of
a given inhibitor is proposed in Figure 2.13. Noticeably, electrostatic keys of in-
hibitors are compatible with the PAL charge configuration constituting a lock.
The best coincidence is observed for the most potent PAL inhibitor (inhibitor 1),
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Table 2.4: Coefficients of determination obtained in the absence of individual
potato PAL active site residues. The latter are ranked according to the decreasing
significance (i.e., the lower the r2 value upon excluding a given residue, the greater
importance of the latter).

Residue r2/∆E
(1)
EL r2/∆E(1) r2/∆ESCF r2/∆EMP2

Tyr278 0.37 0.88 0.71 0.66

Arg281 0.76 0.53 0.74 0.74

Asn187 0.19 0.85 0.86 0.92

Tyr35 0.71 0.88 0.90 0.92

Asn311 0.71 0.66 0.94 0.96

Gln275 0.66 0.67 0.98 0.98

Figure 2.12: Electrostatic binding energy (according to Eq. 2.2) as a function
of experimental [27, 28] inhibitory activity. Solid line shows the regression fit.
Numbering of inhibitors corresponds to Figure 2.3.

while non-perfect fit of the remaining inhibitors is consistent with their lower bio-
logical activity. In general, differences in PAL specificity toward analyzed ligands
can be explained by diversity in the MEP exhibited by particular compounds and
its complementarity with receptor charges.
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Figure 2.13: Diagram of the electrostatic lock-and-key model. Thin bars represent
molecular electrostatic potential of a given inhibitor (a “key”) in the positions of
selected potato PAL atoms (ball representation in Figure 2.4) described by atomic
point charges (thick black bars representing an electrostatic “lock”). Numbering of
inhibitors corresponds to Figure 2.3.

Parsley PAL inhibitors Total binding energy between the residues represent-
ing parsley PAL active site (Figure 2.6) and respective parsley PAL inhibitors
(Figure 2.5) was revealed in a pairwise manner at several levels of theory up to
the MP2 interaction energy. Since the docking results were inconclusive with
respect to the preferred binding conformation of AIP and its derivatives (see sec-
tion 2.1.4), interaction energy analysis was performed for both axial and equatorial
conformations (Table 2.5). As evidenced by negative values of total binding en-
ergy at the MP2 level of theory, all inhibitors considered here bind within PAL
active site irrespective of their conformations. However, except for the results
at the lowest level of theory (i.e., first-order electrostatic energy), AIP derivatives
with axial phosphonic group are clearly favored. While the MP2 interaction energy
difference between AC and EC conformers could be considered as insignificant in
the case of inhibitors II and III (−3.7 and −1.6 kcal · mol−1, respectively), it



47 2.1. Phenylalanine Ammonia-lyase Inhibition

Table 2.5: Total binding energy [ kcal ·mol−1] of parsley PAL inhibitors calculated
as a sum of two-body (i.e., inhibitor-residue) interactions at various levels of theory.

Inhibitor ∆E
(1)
EL ∆E(1) ∆ESCF ∆EMP2

I −123.36 −20.97 −67.12 −91.99

II
AC −76.94 −0.82 −29.21 −53.54

EC −69.84 12.03 −23.04 −49.86

III
AC −58.70 10.24 −21.43 −47.04

EC −95.76 30.32 −8.86 −45.44

IV −100.05 25.10 −16.30 −45.52

V
AC −83.86 18.83 −13.03 −42.69

EC −104.87 61.34 13.72 −26.01

VI
AC −80.87 13.18 −17.62 −47.18

EC −85.97 51.38 8.47 −26.89

VII −68.20 3.26 −23.58 −44.68

VIII
AC −87.75 17.94 −16.30 −42.11

EC −68.25 39.31 0.58 −30.89

IX −94.91 28.63 −10.26 −42.48

X
AC −70.18 18.52 −10.34 −42.90

EC −104.70 82.09 32.15 −8.98

XI
AC −38.53 23.65 −10.24 −35.72

EC −46.92 77.44 14.36 −18.42

is much more pronounced for the remaining AIP derivatives (e.g., it amounts to
−33.9 kcal · mol−1 in the case of inhibitor X). The energetic preference for axial
binding conformation is consistent with an observation that only axial placement
of phosphonic group allows for specific interaction with PAL active site [164].
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Figure 2.14: Total interaction energy at various levels of theory versus reference
MP2 binding energy. The coefficients of determination corresponding to respective
regression lines are given as labels. A. The entire set of inhibitors with AIP deriva-
tives in AC conformation. B. The entire set of inhibitors with AIP derivatives
in EC conformation.

The quality of interaction energy approximation obtained by omitting the con-
secutive binding energy corrections was assessed by examining correlation between
the reference MP2 results and a given level of approximation (Figure 2.14). Despite
the unquestionable contribution of electron correlation effects, the overall trend in
SCF binding energy closely follows the changes at the MP2 level of theory. Anal-
ogous finding applies to delocalization term, the neglect of which shifts first-order
interaction energy toward positive values for all but the two most potent inhibitors.
Unexpectedly poor quality of ∆E

(1)
EL approximation could possibly be caused by

non-optimized geometries of enzyme-inhibitor complexes. Of the 21 PAL active
site residues, 11 are charged or polar. It is noteworthy, that within the set contain-
ing EC conformations of AIP derivatives (Figure 2.14–B), the correlation between
electrostatic and MP2 interaction energy is even lower than in the case of AC
conformers (Figure 2.14–A). As described in 2.1.4 section, all EC conformations
of AIP derivatives bind with their ring portion buried in the hydrophobic region of
PAL active site (Figure 2.7–C ). When no apparent (e.g., ionic or hydrogen bond-
ing) interactions are present, the task of predicting an optimal ligand positioning
is even more challenging. As a consequence, non-optimal ligand pose will increase
the overall noise due to structure deficiency.
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The ultimate validation of docking results can only be performed by comparison
to experimental data. Since no structure of the PAL-inhibitor complex is avail-
able, the reliability of theoretical results can indirectly be assessed in reference to
known biological activity of ligands. The relationship between binding energy and
inhibition constants is plotted in Figure 2.15 for the two sets of results differing
in a conformation of AIP and its analogs. The corresponding statistical measures
of the fit between theoretical and experimental data are provided in Table 2.6.
Except for the ∆E

(1)
EL energy, reasonable correlation with experiment was found

for interaction energy calculated at subsequent levels of theory. In particular, co-
efficient of determination corresponding to the ∆EMP2 energy is equal to 0.63 and
0.69 for the sets including axial and equatorial AIP conformers, respectively. Ne-
glecting the electron correlation and delocalization contributions does not affect
the observed correlation as neither coefficients of determination nor standard errors
of estimate are changed in a way indicating the weakening of a mutual relation-
ship. Poor performance of the electrostatic energy based model might stem from
the considerable involvement of nonpolar residues and/or the insufficient quality
of receptor-ligand geometries.

While the overall fit concerning AC and EC series binding energy versus in-
hibitory activity is similar in terms of the respective r2 values, standard errors of es-
timate are larger in the case of a set including AIP derivatives in EC conformation.
This observation seems to support a postulated lower accuracy of the correspond-
ing structures due to more difficult docking in a binding pocket region occupied
by this particular conformers. Taken together with the less favorable binding of
the EC series, these results confirm that AIP derivatives are more likely to bind
in an axial conformation. Accordingly, further analysis is focused on the set of 11
parsley PAL inhibitors with AIP analogs in AC conformation, exclusively.

Compared to an excellent agreement with experiment obtained in a previous
study concerning potato PAL inhibitors, the quality of results presented here might
be viewed as inadequate. It should be emphasized, however, that the current anal-
ysis encompasses almost twice as many inhibitors, as previously, and their binding
manner includes two possible arrangements within PAL active site. Consequently,
the latter is represented by 21 amino acid residues compared to 6 residues employed
in the case of potato PAL inhibition. While enlarged model of binding pocket seems
to provide a better description, it also increases the noise arising from any inaccu-
racies in the structures, which underwent no post-docking treatment. With these
facts in mind, the correlation between ab initio binding energy and experimental
activity observed here can be considered as remarkable. When limited to 7 closely
related compounds (i.e., AIP and its analogs), even stronger relationship with ex-
periment might be established. In particular, r2 and SEE parameters amount to
0.77 and 2.91, 0.84 and 2.98, or 0.79 and 4.03 kcal ·mol−1 for the ∆EMP2, ∆ESCF
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Figure 2.15: Total interaction energy at various levels of theory as a function
of inhibitory activity [29]. A. The entire set of inhibitors with AIP derivatives
in AC conformation. B. The entire set of inhibitors with AIP derivatives in EC
conformation. Numbering of inhibitors corresponds to Figure 2.5.

or ∆E(1) energy, respectively. An improvement in coefficients of determination is
therefore accompanied by significant decrease in standard errors of estimate (see
the results for a full set of inhibitors—Table 2.6). Contrary to expectations, anal-

ogous parameters for ∆E
(1)
EL energy (i.e., 0.15 and 17.45 kcal ·mol−1) show weaker

correlation than when calculated for all inhibitors. However, the same analysis
performed without inhibitor III (as the only AIP derivative occupying more hy-
drophobic region of a binding site) results in a retained correlation at the MP2,
SCF and Hitler-London levels of theory, while statistical measures associated with
the first-order electrostatics are improved (0.33 and 16.36 kcal · mol−1 for r2 and
SEE, respectively). This finding suggests that incorrect electrostatic description
might be limited to ligands populating the highly nonpolar part of PAL active
site. Indeed, examining the correlation without inhibitors bound in the hydropho-
bic region (i.e., compounds III, IV, VII, and IX) produces little variation in
statistical parameters corresponding to the ∆EMP2, ∆ESCF , and ∆E(1) energy
based models but considerable improvement is achieved for electrostatic descrip-
tion, at least concerning the coefficient of determination (r2 and SEE equal to 0.66
and 16.14 kcal ·mol−1, respectively).



51 2.1. Phenylalanine Ammonia-lyase Inhibition

Table 2.6: Performance of the interaction energy-based models of inhibitory activ-
ity. Regression equations and statistical parameters correspond to the fit shown
in Figure 2.15. Standard errors of estimate, SEE, are given in kcal ·mol−1.

Model Regression equation r2 SEE q2 SEEcv

∆EMP2

AC y = −12.2276 · x+ 24.7344 0.63 9.56 0.65 14.93

EC y = −18.6102 · x+ 72.5917 0.69 12.71 0.69 17.54

∆ESCF

AC y = −13.7960 · x+ 61.4688 0.68 9.70 0.69 14.83

EC y = −21.4691 · x+ 121.7004 0.63 16.87 0.62 22.06

∆E(1)
AC y = −11.5528 · x+ 81.9004 0.63 9.21 0.62 12.02

EC y = −24.6126 · x+ 183.2912 0.59 21.19 0.58 25.41

∆E
(1)
EL

AC y = −12.9157 · x− 2.7218 0.32 19.45 0.32 25.52

EC y = −10.2011 · x− 26.2528 0.20 20.75 0.21 27.09

Establishing the correlation with experiment, apart from validation purposes,
was also aimed at exploring the predictive ability of interaction energy based mod-
els employing the first principles instead of a empirical parametrization. When
explicit validation set is not available, one can assess the significance of the de-
rived correlation equations by cross-validation approach, e.g. with the leave-one-
out method. Analysis of the cross-validated r2 and SEE values (i.e., q2 and SEEcv)
provides an estimate of the predictive performance of a given model. In particular,
q2 value exceeding 0.5 indicates an acceptable predictive potential, while q2 greater
than 0.6 is considered quite significant [180]. However, due to the limited size of
a data set employed here, care should be taken when using the statistical estimates
for purposes other than assessment of a relative performance of approximate mod-
els derived from the reference one (i.e., the MP2 interaction energy).

Cross-validated measures of the strength of correlation equations provided in
Table 2.6 show the statistical significance of relationships involving interaction en-
ergy calculated at the MP2, SCF and first-order levels of theory. Accordingly, these
models could be employed in binding affinity prediction. Electrostatic energy based
model exhibits insufficient quality for any prognostic applications. Comparison of
the experimental inhibition constants [29] with those calculated using the regres-
sion equations derived for the MP2 and SCF results is presented in Figure 2.16.
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Figure 2.16: Predicted versus experimental [29] inhibitory activity of parsley PAL
inhibitors. Solid line shows the regression fit.

The qualitative agreement between theoretical and experimental inhibitory activ-
ity supports the possible application of such models in binding affinity prediction.

In practice, successful application of a given model to the prediction of lig-
and affinity demands both its reliability and low computational cost. While ex-
tremely useful in gaining insight into physical nature of interactions and providing
the molecular basis of inhibition phenomena, a procedure employing ab initio in-
teraction energy is of no use when it comes to virtual screening of a large number
of compounds. However, understanding the intrinsic factors underlying binding
strength and specificity allows for systematic derivation of approximate models.
Such models could be generated by neglecting the computationally expensive cor-
rections to binding energy (as shown above) and/or by limiting the receptor site
representation. Additional advantage of the latter approach is that the quality
of a model might actually improve as amino acid residues of minor importance
introduce unnecessary errors arising from imperfect geometries.

The aspects considered during the assessment of a residue significance included
its contribution to ligand binding (Figure 2.17) and changes in r2 values upon
excluding a given residue (Table 2.7). According to the expectations, Arg354
residue involved in an ionic pair with phosphonic group of all inhibitors contributes
the major part of total binding energy. The only exception is due to positively
charged inhibitor XI being stabilized mainly by Glu484 residue bearing a negative
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Table 2.7: Coefficients of determination obtained in the absence of individual
parsley PAL active site residues. The latter are ranked according to the decreasing
significance (i.e., the lower the r2 value upon excluding a given residue, the greater
importance of the latter).

Residue r2/∆E
(1)
EL r2/∆E(1) r2/∆ESCF r2/∆EMP2

Arg354 0.01 0.12 0.10 0.07

Lys456 0.22 0.27 0.32 0.26

Glu484 0.19 0.38 0.62 0.52

Phe116 0.28 0.53 0.62 0.59

Asn384 0.28 0.55 0.64 0.59

Asn487 0.34 0.61 0.64 0.59

Leu134 0.34 0.66 0.67 0.61

Gln348 0.31 0.56 0.64 0.61

Gln488 0.32 0.62 0.66 0.61

Leu138 0.34 0.62 0.67 0.62

Leu206 0.35 0.59 0.66 0.62

Phe137 0.31 0.64 0.69 0.64

MIO203 0.35 0.67 0.66 0.64

Leu256 0.30 0.61 0.69 0.64

Pro385 0.35 0.58 0.67 0.64

Phe400 0.37 0.58 0.67 0.64

Ile460 0.32 0.66 0.69 0.64

Gly115 0.32 0.62 0.71 0.66

Asn260 0.36 0.67 0.72 0.66

His396 0.31 0.61 0.71 0.66

Tyr351 0.36 0.72 0.72 0.67
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Figure 2.17: Binding contribution of particular parsley PAL active site residues.
The colour of each bar corresponds to an inhibitor according to the legend in left
bottom corner.

charge. The significance of Arg354 is also evidenced by the loss of correlation when
this particular residue is neglected. Contribution of the remaining charged residues,
Glu484 and Lys456, is less substantial and much more dependent on an actual
inhibitor. In terms of importance for retaining correlation, these two residues
are also significant. Comparison of the changes in coefficients of determination
provided in Table 2.7 with the initial values for a full model (Table 2.6) reveals that
for 10 residues their neglect actually improves the correlation. This finding might
provide clues to determination of residues with incorrect geometry. It could also
guide the selection of residues allowed to be flexible during the docking procedure.

Since majority of PAL active site components has been shown to contribute
little to the overall correlation with experiment, several selection schemes could
be employed while determining the most optimal receptor site representation.
As an example, neglecting 10 nonpolar residues results in a minor decrease in
the strength of correlation (Table 2.8). Noticeably, including only 3 charged
residues still gives an acceptable agreement with experiment. Significant improve-
ment in electrostatic description achieved in the last case has suggested a possibility
of building simple inhibitory activity model employing fixed atomic point charges
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Table 2.8: Performance of the inhibitory activity models encompassing the limited
size representation of parsley PAL active site.

Model ∆E
(1)
EL ∆E(1) ∆ESCF ∆EMP2

21 PAL residues
r2 0.32 0.63 0.68 0.63

SEE 19.45 9.21 9.70 9.56

11 PAL residues
(charged or polar)

r2 0.42 0.51 0.64 0.61

SEE 16.84 8.88 9.44 10.01

3 PAL residues
(Arg354, Lys456, Glu484)

r2 0.50 0.41 0.51 0.51

SEE 17.23 13.61 14.26 14.00

as a representation of Arg354, Lys456, and Glu484. In particular, two +0.5 point
charges, a single +1.0 charge, and two −0.5 charges were associated with the po-
sitions of hydrogen or oxygen atoms of the respective guanidinium, amino, and
carboxylic moieties (Figure 2.18). Molecular electrostatic potential of particular
inhibitors generated at the positions of these 5 point charges was then employed in
calculation of the approximate electrostatic binding energy. The resulting regres-
sion equation (see Figure 2.19) exhibits the same quality of correlation as the full
electrostatic description employing 3 charged PAL residues (r2 and SEE equal
to 0.51 and 17.57 kcal · mol−1, respectively). Noteworthily, such a model allows
for a rapid prediction of the inhibitory activity using the following relationships
(assuming that the interaction energy is in the units of kcal ·mol−1):

logKi =
∆EEL,V q − 49.437

17.360
(2.4)

∆EEL,V q = 0.5 · (VArg354:HH11 + VArg354:HH21)

+1.0 · VLys456:HZ2

−0.5 · (VGlu484:OE1 + VGlu484:OE2) (2.5)

Previously described potato PAL results regarding the approximate models of
inhibitory activity implied that sufficient accuracy is retained while using limited
active site model composed of 4 residues (B model; Table 2.2). Herein, 3 residues
are required to represent parsley PAL receptor site (Table 2.8). Only one residue
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Figure 2.18: Parsley PAL active site atoms (shown as blue and red balls) selected
to mimic the electrostatic properties of a binding pocket.

Figure 2.19: Electrostatic binding energy (according to Eq. 2.5) as a function of
experimental [29] inhibitory activity. Solid line shows the regression fit. Number-
ing of inhibitors corresponds to Figure 2.5.
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(i.e., potato PAL Arg281 or parsley PAL Arg354) is common in these two limited
size representations of a binding pocket. Such a difference concerning simplified
inhibitory activity models might result from various sets of inhibitors analyzed in
the case of potato and parsley PAL enzymes (Figures 2.3 and 2.5, respectively)
and/or the size and quality of active site models (see Figures 2.4 and 2.6 for potato
and parsley PAL representations of a binding cavity). The findings obtained in
the case of parsley PAL appear to be more general, as the enzyme model was
based on experimental structure and larger series of inhibitors was accounted for.
While direct comparison of these two sets of results is impossible (due to differ-
ent size of data samples and various procedures employed during preparation of
enzyme-inhibitor structures), it seems likely that the predictive ability of approx-
imate models of inhibitory activity is reasonable provided that one is interested
in derivatives of compounds included in the set analyzed, while building a given
model. In other words, what can be done with inhibitory activity models is inter-
polating rather that extrapolating.

2.2 Urokinase Inhibition

2.2.1 Urokinase characteristics

Urokinase-type plasminogen activator (urokinase, uPA; E.C. 3.4.21.73) is a trypsin-
like serine protease involved in plasminogen activation. Plasmin, an active form of
plasminogen, is responsible for numerous proteolytic events encompassing degra-
dation of extracellular matrix proteins, thereby triggering the process of cell migra-
tion. Accordingly, urokinase has been implicated in the pathogenesis of a variety
of diseases that require tissue remodeling and/or its abnormal destruction includ-
ing wound healing [181, 182], atherosclerosis [183, 184], multiple sclerosis [185]
and metastatic processes in cancer [186–188]. The latter connotation is especially
promising as uPA plays an important role also in angiogenesis (i.e., the growth of
new blood vessels), a process exploited in tumor progression and metastasis [189].
Hence, urokinase has become a target of potential importance for specific and
non-cytotoxic cancer therapy [190].

2.2.2 Inhibitors of urokinase

Trypsin-like serine proteases are responsible for the cleavage of peptide bonds fol-
lowing a positively charged amino acid residue. Accordingly, the S1 binding site
of uPA active site [191] contains an aspartic acid (Asp189) residue recognizing
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the key arginine of plasminogen. In contrast to other trypsin-like serine proteases
possessing a hydrophobic alanine residue adjacent to Asp189 (e.g., thrombin),
the binding cavity of urokinase contains a hydrophilic serine (Ser190), a feature
that might be used in design of selective uPA inhibitors. As a consequence of uPA
binding preferences, urokinase inhibitors encompass mainly arginine mimetics such
as guanidines and amidines [192]. While α-aminoalkylphosphonate diphenyl esters
(serving as phosphonic analogues of amino acids) are known as specific, essentially
irreversible inhibitors of serine proteases [193], only a few papers reported appli-
cation of these phosphonic compounds as uPA inhibitors [194–196]. Additionally,
the mode of urokinase-phosphonic inhibitors interaction had not been established
experimentally. Availability of experimental human uPA-directed inhibitory activ-
ity of several α-aminophosphonates [30, 195, 197] resulted in an attempt to explain
the molecular basis of urokinase inhibition by means of molecular docking followed
by ab initio analysis of the physical nature of interactions taking place in uPA ac-
tive site [198]. It is worth mentioning that theoretical results presented herewith
were compared to experimental inhibitory activities obtained consistently under
identical conditions [30].

Technical details The structures of inhibitors considered herein are presented
in Figure 2.20. Experimental ligand activity data apply to the racemic mixtures
of particular compounds [30]. Despite relatively minor structural changes, experi-
mental IC50 values span the range of five orders of magnitude. The docking part
of this project was performed by Renata Grzywa (for more details see Ref. [198])
and employed crystal structure of urokinase [199] (1.65 Å resolution; PDB acces-
sion code 1C5Y). Noticeably, the final mode of receptor-ligand binding [198] is
in agreement with the general knowledge regarding inhibition of serine proteases
by α-aminoalkylphosphonate diphenyl esters [200]. In particular, the distance
between inhibitor phosphorus atom and Ser195 alcohol group is consistent with
the irreversible inhibition via enzyme phosphonylation (i.e., covalent modification
of Ser197 from catalytic triad). Guanidino or amidino moieties were found to
occupy S1 pocket and form hydrogen bonds with Asp189, Ser190, and Gly219
residues (Figure 2.21. Analogous theoretical results published recently [201] fur-
ther confirm the correct mode of phosphonic inhibitors binding as obtained from
the docking procedure applied here [198].

Urokinase binding pocket employed in nonempirical analysis of interaction en-
ergy consisted of 9 amino acid residues: Asp−189, Ser190, Gln192, Val213, Gly216,
Gly219, Cys220, Ala221, and Pro225. To reduce the size of a system, selected
molecular fragments most distant from an inhibitor molecule were neglected (see
Figure 2.21 for details). In particular, the main chain amino group of Asp189 was
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Figure 2.20: Structures of α-aminoalkylphosphonate diphenyl esters known as
urokinase inhibitors in the order of decreasing inhibitory activity [30]. A. General
scheme with a variable part marked as R group. B. The detailed structures of
R substituents belonging to particular inhibitors.
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Figure 2.21: Urokinase active site model in complex with inhibitor 2. The short-
est atomic contacts [Å] are marked as dashed lines. Ball representation is used
to distinguish 2 atoms with atomic point charges employed in an approximate
electrostatic model of inhibitory activity.

replaced by a hydrogen atom. Since Pro225 residue interacts with an inhibitor pri-
marily via its main chain atoms, only the latter were considered along with a main
chain carbonyl group of the preceding residue (i.e., Lys224) as well as an amino
group of the succeeding Gly226 residue. All broken bonds were saturated with
hydrogen atoms. The inhibitor structures were also simplified to include only
the variable part of α-aminophosphonates considered in this study (i.e., the sub-
stituents presented in Figure 2.20–B). All inhibitor molecules carried a positive
charge (+1), whereas uPA residues were modelled as neutral species (except for
negatively charged aspartate Asp−189). Stabilization energy was then evaluated in
a pairwise manner with total binding energy of particular inhibitors being the sum
of two-body interactions. The detailed protocol followed a description provided in
Technical details paragraph of subsection 2.1.3.
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Table 2.9: Total binding energy [ kcal·mol−1] of uPA inhibitors calculated as a sum
of two-body (i.e., inhibitor-residue) interactions at various levels of theory.

Inhibitor ∆E
(1)
EL ∆E(1) ∆ESCF ∆EMP2

1 −215.53 −41.06 −110.25 −135.83

2 −174.01 −42.25 −97.91 −122.60

3 −197.24 −45.69 −109.88 −133.22

4 −165.80 −58.30 −103.22 −124.03

5 −122.63 −73.63 −100.55 −119.59

2.2.3 Interaction energy analysis

Interaction energy analysis was performed for the uPA-inhibitor complexes derived
from docking calculations. Due to the significant size of an active site model
composed of 9 residues (Figure 2.21), binding energy was evaluated as a sum
of pairwise interactions between respective inhibitor molecules and amino acid
residues. Interaction energy was further partitioned allowing for the magnitude
of particular binding energy terms to be examined (Table 2.9). In addition to
the study of a physical nature of the total observed interaction, this analysis also
aimed at the determination of uPA residues responsible for inhibitor specificity.
Accordingly, the smaller active site model (referred to as B in contrast to the full
9-residues model denoted by A) was derived by stepwise neglect of 7 residues with
minor contribution to overall ligand specificity. The results for active site A and
B models are presented in Figure 2.22.

Remarkable correlation with experiment [30] was found for the first-order elec-
trostatic energy (coefficient of determination for the relationship with experimental
inhibitory activity is equal to 0.88, Table 2.10). The subsequent stabilization en-
ergy terms exhibit rather poor agreement with experimental data probably due
to artificially shortened distances in force field-optimized complexes (see the last
paragraph of this section). However, interaction energy at the MP2 level of the-
ory is still in a qualitative agreement with experiment suggesting that the overall
model of inhibitors binding is reasonable. Apparently, the cancellation of higher
corrections to binding energy results in a good performance of the electrostatic
term. Exchange and delocalization components of stabilization energy are much
more sensitive to the actual distance between interacting species and, thus, any
errors in the latter are much more pronounced.
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Figure 2.22: Total interaction energy at various levels of theory as a function
of inhibitory activity [27, 28]. A. Full model of uPA active site (i.e., 9 residues;
A model). B. uPA active site represented by 2 residues (B model). Numbering of
inhibitors corresponds to Figure 2.20.

Since several uPA residues were found to interact with all inhibitors to a similar
extent, limited-size model of uPA active site (B model) was constructed including
only Ser190 and Pro225. The quality of such an approximation was validated in
terms of its capability to retain the initial correlation with experimental inhibitory
activity (Figure 2.22–B and Table 2.10). Noticeably, the first-order electrostatic
energy is able to reproduce experimental binding affinity with r2 and SEE of 0.91
and 2.81 kcal ·mol−1, respectively. As regards the stabilization energy described by
the higher levels of theory, B model provides better correlation with experiment,
especially concerning the ∆ESCF and ∆EMP2 terms. Lower r2 value associated
with the B model Heitler-London energy actually indicates an improvement, since
the regression equation referring to the ∆E(1) term features an incorrect, positive
value of a slope in the case of A model. An observed increase in the strength of
correlation upon reducing the size of an active site representation also suggests
that the full model might suffer from imperfect geometries of inhibitor-residue
complexes.
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Table 2.10: Performance of the interaction energy-based models of inhibitory ac-
tivity. Regression equations and statistical parameters correspond to the fit shown
in Figure 2.22. Standard error of estimate, SEE, is given in kcal ·mol−1.

Model Regression equation r2 SEE

∆EMP2

Aa y=−3.5924 · x− 105.1530 0.63 4.99

Bb y=−3.7114 · x+ 4.8452 0.84 2.92

∆ESCF

A y=−2.0663 · x− 91.7633 0.34 5.20

B y=−3.3270 · x+ 8.0899 0.82 2.82

∆E(1)
A y=7.6775 · x− 98.9936 0.75 7.97

B y=−1.6388 · x+ 7.3970 0.50 2.95

∆E
(1)
EL

A y=−21.1891 · x− 45.8529 0.88 14.29

B y=−4.8366 · x− 3.5550 0.91 2.81

aFull uPA active site model (9 amino acid residues)
bLimited size uPA active site model (2 amino acid residues)

Due to the formation of an ionic pair with positively charged guanidinylated
or amidinylated inhibitor moieties, the strongest interaction is observed with
the Asp189 residue. However, the strength of binding is similar in all these cases
and Asp189 exclusion from B model does not affect the agreement with experimen-
tal data. Therefore, Asp189 residue is responsible rather for the overall positioning
and strong binding of inhibitor molecules, while it appears to contribute little to
substrate specificity, at least as long as the compounds analogous to those consid-
ered here are taken into account.

Sufficient performance of a limited size B model composed of as few as
2 residues along with the correct description provided by the ∆E

(1)
EL interaction

energy suggested that even more approximate electrostatic model could be de-
rived. In analogy to the simple electrostatic models obtained for potato and pars-
ley PAL inhibitors, atomic point charges of −0.4 and 0.1 were arbitrarily assigned
to Pro225 carbonyl oxygen and Ser190 hydroxyl hydrogen atoms (ball represen-
tation in Figure 2.21). Electrostatic interaction energy was then calculated based
on the molecular electrostatic potential of inhibitors in the positions of the two
selected atoms:
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Figure 2.23: Electrostatic binding energy (according to Eq. 2.6) as a function of
experimental [30] inhibitory activity. Solid line shows the regression fit. Number-
ing of inhibitors corresponds to Figure 2.20.

∆EEL,V q = −0.4 · VPro225:O + 0.1 · VSer195:HG1 (2.6)

As presented in Figure 2.23, ∆EEL,V q values are in a good agreement with
the experimental ligand activity. The corresponding r2 and SEE values equal to
0.79 and 1.34 kcal ·mol−1, respectively, indicate usefulness of a model in prediction
of the inhibitory activity according to the formula (applying to the ∆EEL,V q energy
expressed in the units of kcal ·mol−1):

log IC50 =
∆EEL,V q + 9.925

1.433
(2.7)

The loss of correlation with experimental data for the first-order Heitler-London
energy suggested the improper (i.e., too short) distances between the interacting
monomers. Nonempirical analysis of the interaction energy terms along the se-
lected contacts was performed by Miko laj Feliks [198]. It appears that the mini-
mum energy distances from force field-optimized complexes are about 0.5 Å shorter
than the corresponding ab initio values (see sample results in Figure 2.24). As a re-
sult of artificially high exchange repulsion term, the first order interaction energy
is overestimated and does not correlate with the experimentally determined in-
hibitory activity. It can be seen from Figure 2.24, that the exchange component
of binding energy is the most distance-dependent term. While the difference in
the MP2 interaction energies for force field and ab initio optimized structures
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Figure 2.24: Binding energy terms of the interaction between inhibitor 3 and
Ser190 residue [198]. The distance between monomers was sampled by 0.1 Å in
both directions. Zero value corresponds to the distance found in a final docked
complex (i.e., force field optimized structure). Optimal force field and ab initio
separations are denoted by arrows.

is equal to 4.2 kcal · mol−1, the corresponding value for the exchange energy is
15.6 kcal · mol−1. This observation can be employed to explain the sudden drop
in correlation with experiment when passing from the electrostatic to the Heitler-
London interaction energy.



CHAPTER 3

Enzyme Catalytic Activity

3.1 Kinase-catalyzed Phosphorylation Reaction

The great interest in the catalytic properties of kinases originates from their partic-
ipation in multiple metabolic and regulatory pathways. Despite facilitating essen-
tially the same phosphoryl transfer reaction, kinases exhibit remarkable diversity
in their structure and substrate specificity [202]. The latter implies either that
the same (or similar) reaction can be accomplished in several ways or that anal-
ogous catalytic mechanisms are achieved with the involvement of different active
site residues that together exhibit some common characteristics. The most exten-
sively studied kinases are protein kinases transferring a terminal phosphate group
from adenosine triphosphate (ATP) to protein substrates [203]. On the other hand,
small molecule kinases, such as those representing the ribokinase superfamily [204],
are much less frequently investigated and little is known about the molecular basis
of their catalytic activity.

3.1.1 Hydroxyethylthiazole kinase

4-Methyl-5-β-hydroxyethylthiazole kinase (Thz kinase, ThiK, E.C. 2.7.1.50) is
a member of the ribokinase family of sugar kinases that phosphorylate sub-
strates containing a hydroxymethyl group [116]. ThiK-catalyzed phosphorylation
of the thiazole moiety constitutes a salvage branch in the biosynthetic pathway of
thiamine. Despite significant similarity to other ribokinase-like kinases (e.g., ribok-
inase [205], adenosine kinase [206], pyridoxal kinase [207]), ThiK lacks the highly
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conserved aspartate residue (replaced by Cys198) otherwise believed to serve as
a catalytic base during the phosphorylation process. Surprisingly, a cysteine to
aspartate mutation results in a ninefold increase in ThiK enzymatic activity [116].
Other features of the ThiK active site, including the presence of magnesium ion(s),
a positive helix dipole and an oxyanion hole, as well as the overall positioning of
ligands within existing X-ray structures, are consistent with an SN2-like mecha-
nism comprising a direct nucleophilic attack of a substrate hydroxyl group oxygen
on the γ-phosphorus of ATP [208]. Nevertheless, this hypothesis has been tested
neither experimentally nor via theoretical modeling. Among the questions that
remained unanswered is the actual number of magnesium ions required for catal-
ysis as well as the role of Cys198 and Arg121 residues. The guanidinium moiety
of the latter provides an additional electrostatic stabilization of β-phosphate—the
interaction specific to Thz kinases.

The purpose of this study [209] was to test the suggested pathway of ThiK-
catalyzed phosphorylation of 4-methyl-5-β-hydroxylethylthiazole (Thz) and to de-
termine the possible involvement in catalysis of specific ThiK active site compo-
nents. By rigorous ab initio calculations of the interaction energy, the concept of
differential transition state stabilization was evaluated. Furthermore, application
of interaction energy decomposition enabled determination of both the physical na-
ture of binding and the residues that are crucial for catalytic activity. As a result,
approximate, yet well-founded models can be constructed that aid in prediction of
the influence of enzyme mutations on enzymatic activity. Finally, catalytic fields
methodology was employed in the development of qualitative characteristics of
a catalyst optimal for a given reaction.

Technical details The geometries of reactants, transition state and prod-
ucts were determined using the two-layered ONIOM(B3LYP/6-31G(d):PM3) ap-
proach [134, 210–212] as implemented in the Gaussian 03 program [175]. The start-
ing structure of reactants was extracted from previous molecular mechanics and
semiempirical simulations [213]. The model reaction system was then simplified to
include highly conserved residues (see Figure 3.1) suggested to be important for
catalysis (i.e., Asp94, Arg121, Glu126, and Cys198) as well as two magnesium ions
together with their solvation spheres (water molecules Wat82, Wat112, Wat126,
Wat567, and Wat575). The magnesium ion denoted as Mg1 interacts with oxy-
gen atoms from β- and γ-phosphates and is coordinated to Wat112, Wat126, and
Wat575. The two remaining water molecules, Wat82 and Wat567, are bound to
Mg2 interacting with α- and β-phosphates. Both Asp94 and Glu126 participate
in water-mediated coordination of Mg1.
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Figure 3.1: Multiple sequence alignment of hydroxyethylthiazole kinases (Thz ki-
nases, ThiK). Blue boxes indicate significant similarity (in terms of amino acid
physical-chemical properties). Red background denotes identity. Triangles mark
residues serving as a model active site in this study. Thz kinase sequences from
the following species are shown: Bacillus subtilis (THIM BACSU), Escherichia
coli (THIM ECOLI), Salmonella typhimurium (THIM SALTY), Helicobacter py-
lori (THIM HELPY),Haemophilus influenzae (THIM HAEIN).

The multiple sequence alignment of Thz kinases from several bacterial species
shown in Figure 3.1 indicates the ThiK residues used in this analysis as an ac-
tive site model. The first sequence in this alignment (denoted as THIM BACSU
according to Swiss-Prot database [214] nomenclature) belongs to Bacillus sub-
tilis ThiK, which is the subject of this study. As can be seen from Figure 3.1,
the four amino acid residues considered here are among the most highly conserved
residues within the Thz kinase family. Sequence alignment was performed with
CLUSTAL W [215] and printed using ESPript [216] tool.

To limit the size of a system, arginine and cysteine residues were represented
by methylguanidinium cation and methanethiol, whereas an acetate molecule was
used to mimic aspartate and glutamate side chains. All broken bonds were sat-
urated with hydrogen atoms. The only neutral residue was then Cys198 (see ex-
planation below), while carboxylic moieties as well as guanidinium group were as-
sumed to be either negatively (Asp−94, Glu−126) or positively charged (Arg+121).
The protonation state of aspartate and glutamate was chosen as the most prob-
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able due to their involvement in coordination of positively charged magnesium
ion [116]. Similarly, the arginine residue has been attributed a role in stabilization
of negatively charged phosphates [116] and thus is likely to be positively charged.
ATP and Thz were modelled by methyl triphosphate and ethanol, respectively,
and only these molecules were included in the region described by higher level of
theory. As suggested recently, the triphosphate moiety of ATP in aqueous solu-
tion is fully deprotonated under neutral conditions [217]. Due to the influence
of the protein environment, there are numerous possible protonation states; how-
ever, the charge of −4 is generally accepted as the most likely, especially when
the triphosphate tail is coordinated to two magnesium ions [33, 218]. Therefore,
the methyl triphosphate considered herein was assumed to bear a charge of −4.
The other substrate—ethanol—is unlikely to be deprotonated in the initial stages
of reaction [116] and it was thus modelled as a neutral species.

Since a reliable verification of transition state relevance would not be possible
in the case of a model containing fixed entities, all atoms in the system were al-
lowed to move during optimization and the final complexes turned out to be stable.
The change in substrate structure associated with the optimization procedure was
measured by the root mean square deviation (RMSD) of its heavy atoms calcu-
lated with respect to the starting complex. Relatively high RMSD values (i.e., 2.3
Å) could partially be explained by a possible errors in the reference structure itself
(due to its molecular mechanics origin [213]). RMSD corresponding to the dis-
placement of heavy atoms from the reacting molecules (including magnesium ions)
is significantly lower (i.e., 0.9 Å) indicating greater stability of the model core
as opposed to increased mobility of the surrounding amino acid residues. Com-
parison with any experimental structure could not be performed due to the lack
of data regarding ThiK-substrate complexes; crystal structures of Thz kinase are
available only for Thz alone or ATP/Thz-phosphate [116] (Protein Data Bank ac-
cess codes of 1C3Q and 1ESQ, respectively). Moreover, the structure containing
ATP and phosphorylated Thz corresponds to the Cys198Ser mutant. Nonethe-
less, the stability of final quantum mechanically derived structures can be used to
support their reliability. The nature of particular stationary points found along
the reaction coordinate as well as thermodynamic properties (zero point energy
correction, enthalpies, and Gibbs free energies) were determined by vibrational
frequency analysis.

Based on the structures of reactant and transition state complexes with ThiK
active site residues (magnesium ions were also considered as a part of active site
environment), the energies of interaction between those residues and the react-
ing molecules (i.e., ATP and Thz) were then evaluated in a pairwise manner
and further partitioned according to the variation-perturbation decomposition
scheme [26]. Interaction energy values presented in what follows were calculated
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with 6-31G(d) basis set using the modified version of Gamess–US program [170].
Dimer-centered basis set was employed to account for BSSE by means of counter-
poise correction scheme [140]. The HF/6-31G(d) electron density and electrostatic
potentials required for catalytic fields were obtained with the Gaussian 03 pro-
gram [175].

To assess the importance of ThiK residues not included in an active site model
considered herein, the reactant and transition state structures were inserted into
the starting molecular mechanics model of ThiK-substrates complex. Any possible
bad contacts were removed by short minimization performed with Charmm pro-
gram [173] and all-hydrogen parameter set from Charmm27 forcefield [174]. Op-
timization was followed by evaluation of pairwise interaction energy between each
residue located within 10 Å cutoff around reactant/transition state and the lat-
ter. Binding energy was expressed as a sum of electrostatic and van der Waals
terms, as defined within Charmm27 force field. Since no additional parametriza-
tion was performed for transition state structure, it was described by the same
set of atomic point charges as reactants. Apart from residues already included in
quantum mechanical model of active site, three amino acid residues (i.e., Arg104,
Asn123, and Gly197) were found to contribute more than 1 kcal ·mol−1 to differ-
ential transition state stabilization. Due to the average distance between Arg104
and reactant/transition state being equal to 6 Å as well as rather insignificant
contribution to DTSS (+1.3 kcal ·mol−1), this residue is probably of minor impor-
tance for the study of ThiK-catalyzed reaction. Similar characteristics in terms
of preferential transition state binding is exhibited by Gly197 (+1.4 kcal ·mol−1),
however, the close distance (i.e., 1.8 Å) between its main chain amino group and
γ-phosphate oxygen might indicate that more thorough study should probably ac-
count for the presence of this residue. Finally, much higher contribution to DTSS
(+8.00 kcal·mol−1) is provided by Asn123 interacting via its side chain amino group
with β-phosphate oxygen atom (minimum distance of 2.5 Å in the case of ThiK-
reactants complex). The magnitude of differential transition state destabilization
arising from Asn123 residue results from the significant rearrangement of its side
chain when going from reactants to transition state complex. The corresponding
minimum distance is decreased from 2.5 Å to 2.0 Å. It is then unclear whether this
outcome should be considered as a conclusive result, since it might originate from
the lack of transition state structure reparametrization. Due to uncertain role of
Asp123, further calculations should probably take this residue into account. Fi-
nally, it should be clearly stated that Charmm calculation was performed only to
estimate the possible contributions to DTSS arising from ThiK residues neglected
while building the ONIOM active site model, whereas the latter was utilized for
the nonempirical analysis of interaction energy. As it has been shown in a parallel
study of urokinase inhibition [198], force field optimization tends to underestimate
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Figure 3.2: B3LYP/6-31G(d):PM3 optimized geometries of reactants (top), tran-
sition state (middle part of drawing) and products (bottom). Only the reacting
molecules (i.e., methyl triphosphate and ethanol representing ATP and Thz) and
the two magnesium ions are shown. The crucial distances are denoted as black
dashed lines.

the distances between interacting species and, thus, binding energy decomposition
carried out herein was based on the quantum mechanically-derived structures.

Phosphoryl transfer reaction The structures of the reactants, transition state
and products for ThiK-catalyzed process are presented in Figure 3.2. In this
study, only the most probable reaction course, which consists of an SN2-like nu-
clephilic substitution at the phosphorus atom [116], was modelled. When con-
sidering the cleavage of a phosphoester bond, the range of mechanisms, that can
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Table 3.1: Relative energies [ kcal ·mol−1] of the transition state and product with
respect to reactant structures as derived from B3LYP/6-31G(d):PM3 calculations.
∆E corresponds to the sum of electronic and zero-point energies, while ∆H and
∆G stand for the enthalpy and Gibbs free energy, respectively.

∆E ∆H ∆G

Reactant 0.0 0.0 0.0

Transition state 40.2 38.7 44.4

Product 9.2 8.1 10.6

occur, is bound by two limiting cases, i.e., the mechanism is either fully disso-
ciative or fully associative [219]. The dissociative pathway, analogous to the SN1
reaction in organic chemistry, proceeds via a highly reactive trigonal metaphos-
phate intermediate. The corresponding distances between the oxygen atoms from
a leaving/entering group and the phosphorus atom is greater than the respective
sum of van der Waals radii (i.e., 3.3 Å). The fully associative mechanism involves
a pentavalent bipyramidal phosphorane intermediate with the length of the axial
phosphorus-oxygen bonds (i.e., 1.73 Å) indicating their covalent character [219].
Between these two extremes are located intermediate cases described by partially
associative SN2-like mechanism and the occurrence of a transition state with axial
bonds length between 1.73 and 3.3 Å.

As mentioned above, kinase-catalyzed phosphorylation reactions often imply
the involvement of an aspartate residue acting as an alcohol activating base. Its role
consists of deprotonation of an attacking nucleophile prior to the actual formation
of a phosphorus-oxygen bond. In the case of Thz kinase, only the cysteine residue
(Cys198) is present in the vicinity of an attacking hydroxyl group. Moreover, site-
directed mutagenesis studies on ThiK have suggested that the cysteine residue
is not likely to be deprotonated during the phosphoryl transfer and, thus, it is
not directly involved in catalysis (cysteine to alanine or serine mutants are only
slightly less active) [116]. Presumably, the γ-phosphate oxygen atoms could also
act as a catalytic base increasing nucleophilicity of a substrate hydroxyl group and
aiding in proton transfer during the reaction. The results of our simulation seem to
confirm this suggestion—one of the γ-phosphate oxygen atoms is hydrogen bonded
to the Thz hydroxyl moiety and its distance to the hydroxyl proton is equal to
2.05 Å.
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Since no intermediates were found along the considered reaction coordinate,
and a single transition state encompasses trigonal bipyramidal geometry of a trans-
ferred phosphate, the overall phosphorylation pathway is consistent with an SN2-
like mechanism. According to Pauling formula as proposed by Mildvan [219],
the fractional bond number n providing a quantitative measure of associativity can
be calculated based on the length of an axial bond to entering group in a model
considered, D(n), and the single phosphorus-oxygen bond distance, D(1):

D(n) = D(1)− 0.60 log (n) (3.1)

Since D(n) and D(1) are equal to 2.14 and 1.73 Å, respectively, the discussed
mechanism is 80% dissociative. A minor increase in the distance to the leaving
group oxygen (1.76 compared to 1.70 Å) suggests the late departure of a phos-
phate donor. Noticeably, the expected proton transfer to the γ-phosphate oxygen
atom occurs prior to transition state formation. However, the rather large acti-
vation energy barrier of ∼ 40 kcal · mol−1 (see Table 3.1) indicates that either
a more realistic catalytic environment should be considered (i.e., the ThiK active
site model consisting of a greater number of residues) or an alternative reaction
pathway associated with a lower energy barrier may exist.

Differential transition state stabilization The next step in this study con-
sisted of assessing the involvement in catalysis of each active site residue present
in the model system. The putative catalytic role can be analyzed within the DTSS
methodology allowing the most favourable (i.e., those increasing the reaction rate)
residues to be recognized. In general, the greater the strength of interaction of
a given residue with the transition state with respect to the substrates, the lower
the activation energy barrier, resulting in a higher rate enhancement. Thus, such
a residue can be considered as catalytically active, since its presence promotes
catalysis.

Table 3.2 gives the results of interaction energy analysis expressed in terms
of the DTSS energy. The ordering of residues reflects their decreasing contribu-
tion to differential transition state stabilization. These results are also presented
in Figures 3.3 and 3.4. The most catalytically effective residues (i.e., those that
bind the transition state stronger than the reactants) are Glu126, Cys198, and
Mg2. The presence of Mg1 appears to have a moderately destabilizing effect on
the transition state. This result is rather unexpected, since Mg1 is generally be-
lieved to increase the rate of catalyzed phosphoryl transfer, whereas an inhibitory
influence has been attributed to Mg2 (as reported in the case of cAMP-dependent
protein kinase (PKA) [220]). However, similar results (i.e., greater contribution of



Chapter 3. Enzyme Catalytic Activity 74

Table 3.2: Differential transition state stabilization energy [ kcal ·mol−1] at various
levels of theory.

Residue ∆
(1)
EL ∆(1) ∆SCF ∆MP2

Glu126 −5.95 −5.94 −5.88 −5.44

Cys198 −5.13 1.39 −3.95 −5.30

Mg2 −3.30 −5.18 −4.53 −3.90

Wat112 −3.61 −2.25 −2.97 −3.02

Wat567 −0.35 −0.91 −0.85 −0.81

Wat82 0.21 −0.37 −0.28 −0.20

Wat575 −4.29 1.58 0.76 −0.12

Asp94 −0.16 −0.14 −0.30 0.19

Mg1 7.34 5.34 4.49 3.26

Wat126 7.19 3.86 4.32 4.12

Arg121 7.89 10.67 12.86 12.52

sum −0.16 8.04 3.67 1.30

r2a 0.77 0.80 0.98 1.00

aCoefficient of determination referring to the relationship between results at a particular level
of theory and the MP2 results.
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Figure 3.3: Structure of the ThiK active site model in complex with transition
state (ball-and-stick representation). Active site residues (stick representation) are
coloured according to their contribution to differential transition state stabilization
(see energy scale on the right hand side).

Mg2 to transition state stabilization) were obtained in an independent QM/MM
simulation of PKA-catalyzed phosphoryl transfer [33]. Surprisingly, Arg121 seems
to disfavor catalysis by stabilizing the substrates instead of the transition state and,
due to its significant influence, the overall differential effect is slightly positive (to-
tal ∆MP2 = 1.30 kcal ·mol−1), indicating the actual lack of preferential transition
state stabilization. This observation could suggest that it might be necessary to
include the more complete active site representation in further calculation.

Considering the accuracy of consecutive levels of theory applied to the de-
scription of interactions, analysis of correlation with the most precise results at
hte MP2 level demonstrates very good agreement between corresponding interac-
tion energy approximations (Table 3.2). In particular, electron correlation effects
seem to be of minor importance in the case analyzed (the coefficients of determina-
tion of the SCF results with respect to those at the MP2 level is 0.98). Moreover,
neglecting delocalization and exchange effect is also justified—the corresponding
r2 values are 0.80 and 0.77, respectively. As can be seen in Figure 3.4, subsequent
corrections to binding energy tend to cancel each other to a remarkable degree.
Nonetheless, systematic improvement is obtained by application of higher level of
theory in description of interactions.
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Figure 3.4: The components of differential transition state stabilization energy
[ kcal·mol−1]. For each residue, the transition state stabilization energy (relative to
substrates) is given at subsequent levels of theory. Vertical arrows show the mutual
cancellation of correlation, delocalization, and exchange corrections to the MP2
interaction energy.

Optimal catalytic environment Catalytic fields represent a hypothetical op-
timal molecular environment with electrostatic properties adjusted to enhance
the rate of a given reaction (i.e., acting as a catalyst; see section 1.3.2). Fig-
ure 3.5 illustrates the catalytic field for the phosphoryl transfer reaction catalyzed
by ThiK. The corresponding arrangement of ThiK active site residues is also pre-
sented. Examination of differential electrostatic potential reveals a pronounced
change in charge distribution when going from reactants to the transition state.
This indicates a legitimate need for this type of analysis to be performed as a part
of the catalyst design process. Moreover, the evident agreement between electro-
static interaction energy and the reference MP2 results (r2 = 0.77, see Table 3.2)
further justifies the approximations applied in catalytic field derivation.

As anticipated by the catalytic field, the presence of a negative charge in
the red-coloured region would favor catalysis. One of these areas is already occu-
pied by the negatively charged Asp94, while the other is located close to the neutral
Cys198 residue. However, the experimental substitution of cysteine for the neg-
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Figure 3.5: Catalytic fields for the ThiK-catalyzed reaction superimposed with
the positions of active site residues in a model system. The electronic isodensity
surface of 0.01 a.u. is coloured according to the differential electrostatic potential
of transition state and reactants calculated at the HF/6-31G(d) level of theory.
The sign of the differential potential is inverted to reflect the electrostatic proper-
ties of a complementary molecular environment. Red (blue) colour denotes regions
where a negative (positive) charge would be optimal for catalytic activity.

atively charged aspartate residue results in increased catalytic activity [116], in
a perfect agreement with the catalytic field predictions.

3.1.2 cAMP-Dependent protein kinase

Due to their participation in protein phosphorylation and the resulting involvement
in cell signaling as well as metabolic regulation, protein kinases have received much
attention from the scientific community [203]. Among the most extensively stud-
ied is cAMP-dependent protein kinase (PKA) with its catalytic subunit structure
and mechanism serving as a prototype for the entire family of eukaryotic protein
kinases [221]. PKA-catalyzed process encompasses the transfer of γ-phosphate
from ATP to the specific serine residue located on the substrate peptide. De-
spite numerous experimental [222] and theoretical [33, 218, 223–231] studies, no
agreement has been reached regarding all details of PKA catalytic machinery. In
particular, the involvement of several highly conserved active site residues (e.g.,
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Asp166, Lys168) along with the functional relevance of magnesium ions has re-
mained unclear.

While divalent metal ions are generally thought of as facilitating the phospho-
rylation processes [217] the mechanism of their participation appears to be complex
and, possibly, varying between different metal sites. X-ray crystallographic data
display the presence of two magnesium ions within PKA active site. It has been
known, that at least one magnesium ion is essential for PKA action. This metal ion
occupies a high-affinity metal binding site and chelates the β- and γ-phosphates of
ATP as well as Asp184 residues. At high magnesium concentration also the low-
affinity site is filled with the second Mg2+ bridging α- and γ-phosphates and
Asp184, Asn171 residues. As shown experimentally, PKA activity decreases with
an increasing occupation of the secondary metal site [232]. Accordingly, this par-
ticular magnesium ion is termed inhibitory. However, at the limited ATP concen-
tration, the reaction rate is actually accelerated owing to increased ATP binding
affinity [203].

Another unresolved issue is the PKA phosphorylation mechanism itself, i.e.,
the presence and identity of a residue serving as a catalytic base. While many
studies suggest that no general-base catalyst is required for the phosphoryl trans-
fer process [224, 225, 228, 229], others contradict this hypothesis proposing the in-
volvement of Asp166 residue in deprotonation of a hydroxyl group of serine residue
prior to its phosphorylation [218, 230, 233, 234]. Moreover, direct Asp166 partici-
pation in the general-base catalysis has been supported by the latest high-level
computational results [33, 223, 226, 231], while the earlier proposals neglect-
ing Asp166 involvement have been put forward based on semiempirical QM (or
QM/MM) models [224, 225, 228]. Whether this particular residue contributes any
more effects to PKA catalytic rate enhancement has yet to be determined.

Since the function of the remaining conserved residues has not been unequivo-
cally ascertained, our work [34] aimed at revealing the actual role of PKA active
site components in the observed catalytic activity. In particular, the activation
barrier lowering resulting from the presence of a given residue was investigated
based on the PKA mechanism and structures demonstrated in Ref. [33]. As sug-
gested by classical calculations of the interactions occurring in enzyme-substrate
and enzyme-transition state complexes, the PKA active site provides stabilization
of the transition state [33]. In what follows, nonempirical decomposition of inter-
action energy was applied providing a comprehensive evaluation of the physical
nature of catalysis along with the possible involvement of individual active site
residues. The overall picture of an enzyme catalytic mechanism could aid predic-
tion of the impact of enzyme mutations on the enzymatic activity.
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Technical details The structures of PKA-bound substrate and transition state
were obtained from previous density functional theory QM/MM simulation [33].
The model complexes used for interaction energy calculation were then simplified
to include PKA residues in a close vicinity of the reaction site (Figure 3.6). As
the adenosine part of ATP does not change its position and geometry throughout
the phosphoryl transfer, ATP molecule was represented by the methyl triphosphate
only. Similarly, the substrate peptide was limited to serine residue. Whenever jus-
tified by sufficient distance to the substrate/transition state complex, the backbone
of selected residues was also removed leaving the respective side chains capped
with Cα atoms. Such a treatment was applied to Val44, Lys+72, Gln84, Glu−91,
Lys168, Asn171, and Phe187 residues. All broken bonds were saturated with
hydrogen atoms optimized at the HF/6-31G(d) level of theory. The positively
charged lysine and negatively charged aspartate and glutamate residues were con-
sidered. The model included also several conserved water molecules [235] (Wat410,
Wat412, Wat447, Wat459, Wat476, Wat477, Wat597, Wat635) as observed in
1ATP PDB structure, and two water molecules from QM/MM calculation [33]
(WatSOL1 and WatSOL2) without any crystallographic counterparts. Magnesium
ion occupying the high-affinity Mg1 site is surrounded by β- and γ-phosphates of
ATP, two oxygen atoms from Asp184 carboxylate group, and two water molecules
(Wat447, Wat477). Magnesium ion from the secondary metal site, Mg2, is co-
ordinated by the α- and γ-phosphates, the bridging oxygen located between β-
and γ-phosphates, one oxygen atom of Asp184, the side chain carbonyl oxygen of
Asn171, and water molecule Wat635.

The HF/6-31G(d) electron density and electrostatic potentials required for cat-
alytic fields were obtained with the Gaussian 03 program [175]. Calculation of
binding energy and its decomposition according to the variation-perturbation pro-
cedure [26] was performed in collaboration with Dr. Pawe l Szarek [34].

Differential transition state stabilization The catalytic contribution of
a given residue can be expressed as its ability to lower the activation energy bar-
rier by stronger interaction with transition state in comparison to reactants, i.e.,
differential transition state stabilization. Accordingly, the presence of such a cat-
alytically active residue results in the reaction rate enhancement and promotes
catalysis. Considering partitioning of the system into transition state/substrates
and a remaining environment, magnesium ions were arbitrarily assigned to the lat-
ter. Table 3.3 and Figure 3.7 provide the catalytic activity of individual active site
components in terms of their DTSS energy values calculated at different levels
of theory (as provided by Dr. Pawe l Szarek [34]). The residues are arranged ac-
cording to decreasing contribution to activation barrier lowering as indicated by
the increasing values of the DTSS energy. Noticeably, the entire PKA active site
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Figure 3.6: Structure of the PKA active site model in complex with transition
state (ball-and-stick representation). Active site residues (stick representation) are
coloured according to their contribution to differential transition state stabilization
(see energy scale on the left hand side). Except for the transition state and water
molecules, only heavy atoms are shown.
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Table 3.3: Differential transition state stabilization energy [ kcal ·mol−1] [34].

Residue ∆
(1)
EL ∆(1) ∆SCF ∆MP2

Mg2 −28.57 −29.42 −37.21 −32.36

Lys72 −21.83 −16.38 −22.50 −22.71

Mg1 −13.88 −13.12 −16.70 −15.15

Asp166 −19.80 −11.01 −16.02 −13.26

Gly55 −3.64 −1.62 −4.16 −4.09

Thr51 −2.14 −1.82 −2.72 −2.42

Gly52 −1.05 −0.19 −2.66 −2.21

WatSOL1 −2.42 −0.39 −1.95 −1.81

Phe54 −0.91 1.80 −2.10 −1.68

Asn171 −0.69 0.92 −0.58 −1.35

Thr201 −1.82 −2.20 −1.22 −1.13

Wat477 −1.34 −0.36 −1.03 −1.09

Val57 −0.08 0.23 −0.53 −0.51

Gln84 −0.02 −0.02 −0.04 −0.02

Wat412 0.17 0.17 0.14 0.11

Gly200 −0.32 −0.62 −0.24 0.16

Wat410 0.25 0.25 0.29 0.27

Wat476 0.46 0.47 0.53 0.49

Wat635 2.63 0.93 0.87 0.63

Cys199 0.69 0.68 0.87 0.70

WatSOL2 1.11 0.40 0.92 0.73

Wat597 1.03 1.15 0.87 0.78

Wat459 1.09 0.99 1.05 0.81

Phe187 0.61 0.30 1.08 0.97

Wat447 1.54 2.83 2.66 2.21

Asp184 7.04 6.98 4.24 3.06

Ser53 5.17 2.56 4.57 4.72

Glu91 5.90 5.90 5.48 4.96

Lys168 28.21 21.03 27.74 27.83

sum −42.60 −29.57 −58.34 −51.39

r2a 0.97 0.97 0.99 1.00

aCoefficient of determination referring to the relationship between results at a particular level
of theory and the MP2 results.
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Figure 3.7: The components of differential transition state stabilization energy
[ kcal · mol−1] [34]. For each residue, the transition state stabilization energy
(relative to substrates) is given at subsequent levels of theory. Vertical arrows show
the mutual cancellation of correlation, delocalization, and exchange corrections to
the MP2 interaction energy.

provides as much as −51.39 kcal ·mol−1 of total differential transition state stabi-
lization (Table 3.3).

Apart from magnesium ions, the most pronounced catalytic effects seem to be
exhibited by absolutely conserved Lys72 and Asp166 residues (∆MP2 = −22.71 and
−13.26 kcal · mol−1, respectively; see Table 3.3). Lys72 interacting with α- and
β-phosphates (Figure 3.6) has been postulated to facilitate the phosphorylation
process without affecting the binding of ATP [203]. Owing to 844-fold decrease in
kcat and essentially retained ATP binding properties, alanine-substituted mutants
seem to be deficient in ATP transition state binding [236]. In excellent agreement
with these experimental results, Lys72 appears to participate in a catalytic step
by outstanding preferential stabilization of the transition state (Figure 3.7). An-
other strictly conserved active site residue, Glu91, is located behind Lys72 (relative
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to ATP-serine complex). Instead of being involved in direct contact with any of
the substrates, it forms a conserved salt bridge with Lys72 residue (Figure 3.6).
According to DTSS results, the presence of Glu91 results in a moderate transi-
tion state destabilization characterized by ∆MP2 = 4.96 kcal · mol−1 (Table 3.3).
Presumably, the function of Glu91 consists in a proper positioning of the flexible
Lys72 side chain to maximize its favorable interaction with ATP phosphate tail.
Relatively large catalytic advantage resulting from the presence of Lys72 cancels
destabilizing influence of Glu91 residue.

As confirmed by the results presented in Ref. [33], Asp166 residue serves as
a catalytic base that accepts substrate peptide proton during the phosphorylation
process. However, the proton transfer step occurs after the transition state which
still encompasses deprotonated Asp166 carboxylate and neutral hydroxyl moiety
of substrate serine. Therefore, to reveal its possible role in the DTSS effects, this
particular residue was treated as a part of a catalytic environment. The significant
negative value of Asp166 DTSS energy (∆MP2 = −13.26 kcal · mol−1, Table 3.3)
indicates that its additional function might indeed consist in preferential stabiliza-
tion of the transition state.

Both magnesium ions are among the most catalytically effective components
of PKA active site (Figure 3.7). Their contribution to DTSS effects is equal to
−32.36 (Mg2) and −15.15 kcal ·mol−1 (Mg1; Table 3.3). Interestingly, magnesium
ion occupying the so-called inhibitory site, i.e., Mg2, is capable of greater transition
state stabilization than Mg1 located at a high-affinity metal binding site. Nonethe-
less, these results are consistent with preliminary interaction energy analysis from
Ref. [33] as well as the results obtained for Thz kinase [209]. In contrast to mag-
nesium ions themselves, their ligands appear to contribute little if any to overall
transition state stabilization. The most pronounced inhibitory effects result from
the presence of Asp184 and Wat447 belonging to Mg1 coordination sphere. These
particular residues destabilize the transition state by 3.06 and 2.21 kcal · mol−1

(Table 3.3). Noteworthily, mutagenesis results show that Asp184 residue is essen-
tial for the catalytic function of PKA as yeast cells with Asp184Ala mutation are
inviable [236]. Presumably, Asp184 role encompasses the chelation of Mg1 and
the lack of the latter is the main reason for impaired PKA action. Considering
the overall impact of individual magnesium-ligands complexes, the sum of DTSS
energy values associated with a given magnesium ion and its coordination sphere
(i.e., Asp184, Wat447, and Wat477 or Asn171, and Wat635 for Mg1 and Mg2,
respectively) indicates similar influence in terms of transition state stabilization
to that exhibited by magnesium ions treated separately. In particular, the DTSS
energy of Mg1 and Mg2 ions in complexes with their ligands is equal to −10.98
and −33.09 kcal · mol−1, respectively. It seems that catalytic benefits resulting
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from the presence of magnesium ions make it worthwhile to employ residues that
anchor a magnesium ion even if they exhibit moderate inhibitory effects.

The glycine-rich loop encompassing residues 47–57 constitutes a highly con-
served motif within a kinase catalytic core. Owing to its extended “U” shape spa-
tially aligned with ATP triphosphate tail, the glycine-rich loop is capable of tightly
enfolding the nucleotide by means of both hydrogen bonding and hydrophobic in-
teractions. Accordingly, its primary function appears to involve the positioning
of γ-phosphate of ATP for the subsequent phosphoryl transfer step [222]. Since
mutagenesis studies have revealed no major changes in PKA catalytic competency
upon the mutation within this particular region [237, 238], it is not clear whether
PKA benefits any transition state stabilization due to the presence of glycine-rich
loop. Out of the six glycine-rich loop residues present in our model (see Fig-
ure 3.6), only Ser53 exhibits a certain degree of transition state destabilization
(∆MP2 = 4.72 kcal · mol−1). This particular residue interacts via its backbone
amide hydrogen with γ-phosphate. As shown experimentally [237], it is the pres-
ence of a backbone interaction that matters most: side-chain modifications do not
significantly alter the catalytic features of PKA. Presumably, the role of Ser53 is
essentially structural as it involves the optimal positioning of a terminal phosphate
group. The catalytic activity of the remaining glycine-rich loop residues is mod-
erate with the most prominent transition state stabilization coming from Gly55
residue (∆MP2 = −4.09 kcal ·mol−1). It is noteworthy, however, that the collective
influence of Thr51, Gly52, Ser53, Phe54, Gly55, and Val57 residues encompasses
∆MP2 of −6.20 kcal ·mol−1, indicating relatively large contribution to the lowering
of activation energy barrier.

Lys168 residue, being an important component of a catalytic loop, has been
suggested to support both the phosphoryl transfer process and peptide bind-
ing [203]. Apparently, this residue is not directly involved in the phosphorylation
reaction [33], yet the presence of hydrogen bonding interactions between its side
chain and both the γ-phosphate as well as the hydroxyl group from substrate ser-
ine implies its possible contribution to the catalytic process. Surprisingly enough,
the most obvious role consisting in transition state stabilization provided by Lys168
side chain charged oppositely to the reactants is not an issue here, as Lys168 has
been found to strongly destabilize the transition state (Table 3.3 and Figure 3.7).
This result is consistent with interaction energy analysis presented in Ref. [33] and
further supports the conclusion stated therein (based on the results of molecular
dynamics simulation) that the primary role of Lys168 is to keep the reactants in
a geometry of the catalytically competent complex.

The remaining components of PKA active site do not seem to provide an appre-
ciable degree of transition state stabilization or destabilization. Except for water
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molecule designated as WatSOL1 and Thr201 residue, the absolute contribution
of the other residues to the lowering of activation energy barrier does not exceed
1 kcal · mol−1. WatSOL1 molecule located in the proximity of Lys72 is hydro-
gen bonded to α-phosphate. Similarly to the Lys72 residue, WatSOL1 seems to
promote catalysis providing ∆MP2 = −1.81 kcal·mol−1 of transition state stabiliza-
tion. Since no counterpart of WatSOL1 has been found in PKA X-ray structure,
this result should probably be considered as a suggestion that the presence of a wa-
ter molecule in this particular position would be favorable for catalysis. Thr201
anchors both Asp166 and Lys168 via hydrogen bonds to their side chains. While
it has been suggested that such a location of Thr201 residue might imply its in-
volvement in a proton shuttle between Asp166 and Lys168 [222], it has not yet
been confirmed. According to DTSS analysis, Thr201 role encompasses additional
activation barrier lowering of −1.13 kcal ·mol−1.

In addition to total DTSS contributions to PKA catalytic activity, this analy-
sis aimed at determining the physical nature of active site interactions. Therefore,
binding energy was partitioned into the components with clear physical sense as
defined within the variation-perturbation decomposition scheme [26]. Noticeably,
such a description of the interactions provides also a convenient way to assess
the most suitable level of theory. The overall quality of consecutive levels of the-
ory applied in analysis of the interactions can be judged by their comparison to
the most accurate description provided by the MP2 calculations. The results of
such a comparison encompassing the respective coefficients of determination are
presented in Table 3.3. Only minor decrease in correlation accompanies neglect
of subsequent interaction energy corrections. In particular, electron correlation
effects appear to be insignificant as the r2 value of the SCF results is still equal to
0.99. Similarly, r2 values of 0.97 and 0.97 indicate minor contribution of delocaliza-
tion and exchange components. As it can be seen from Figure 3.7, these two terms
tend to cancel each other, resulting in a relatively correct description provided by
the electrostatic energy. Apparently, electrostatic effects play a dominant role in
the system under study supporting the general hypothesis about an electrostatic
origin of the enzymatic catalysis [19, 98].

Optimal catalytic environment Catalytic fields for PKA-catalyzed phospho-
ryl transfer reaction are presented in Figure 3.8. In excellent agreement with
the predicted optimal arrangement of charged moieties are the Asp166 and Lys72
residues as well as both magnesium ions. Similar to the DTSS results, Lys168
seems to disfavor catalysis as it is present in a region where the negative charge
is expected to be optimal. Nevertheless, Lys168 (or its equivalent arginine) is
a highly conserved residue, indicating that catalytic machinery of kinases employs
its flexible, positively charged side chain. The possible structural role of Lys168
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Figure 3.8: Catalytic fields for the PKA-catalyzed reaction superimposed with
the positions of active site residues in a model system. The electronic isodensity
surface of 0.01 a.u. is coloured according to the differential electrostatic potential
of transition state and reactants calculated at the HF/6-31G(d) level of theory.
The sign of the differential potential is inverted to reflect the electrostatic proper-
ties of a complementary molecular environment. Red (blue) colour denotes regions
where a negative (positive) charge would be optimal for catalytic activity.

has already been discussed [33]. Another inconsistency between catalytic field pre-
dictions and the electrostatic characteristics of PKA active site appears to involve
Asp184 residue. Since this particular residue anchors the mandatory magnesium
ion, it does not probably affect the catalytic activity as the negative charge of its
side chain is screened by the magnesium ion.

3.2 Phosphotriesterase-catalyzed Hydrolysis Re-

action

High toxicity of organophosphorus compounds, directed not only toward crop
protection but also rising threat of being used as chemical warfare agents [239],
resulted in an urgent need to develop safe and efficient decontamination meth-
ods. Consequently, there is a growing interest in the fundamental mechanisms
of organophosphate hydrolysis as reflected by a number of contributions devoted
to the computational investigation of phosphotriesters degradation [240–242].
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The non-harmful transformation of such hazardous chemicals could also be at-
tained by enzymatic biodegradation [243, 244] and the factors determining selec-
tion of leading enzyme candidates include both the efficiency of biocatalysis and
the ability to react with a broad spectrum of substrates. From this perspective,
bacterial phosphotriesterase, PTE [245], constitutes a prime target, as it has been
shown to cleave a variety of phosphorus-ester bonds [246, 247] and to approach
the limits of diffusion in the case of its best known substrate [248]. Moreover, much
experimental evidence (e.g., directed evolution of mutant enzymes) has shown that
PTE substrate specificity as well as enantioselectivity can be modified, leading to
engineered enzymes capable of enhanced decontamination of toxic agents [35].
Such approaches, however, require a great amount of time-consuming laboratory
work as well as dealing with hazardous materials that one could possibly avoid
by application of theoretical methods allowing the relationship between mutations
and catalytic activity to be predicted. Noticeably, despite many experimental (as
referenced below) and theoretical efforts [249–259], the actual catalytic mechanism
of PTE has remained unexplained. Since a detailed understanding of the driving
force behind catalysis constitutes a crucial prerequisite in computer-aided catalyst
design, the overall objective of this study has been to gain insight into the catalytic
properties of PTE that could further be utilized in the rational, knowledge-based
control of enzyme catalytic activity.

Phosphotriesterase exhibits wide substrate specificity encompassing the hydrol-
ysis of phosphorus-oxygen (e.g., O,O-diethyl p-nitrophenyl phosphate (paraoxon),
O,O-diethyl p-nitrophenyl thiophosphate (parathion)), phosphorus-fluorine (e.g.,
O,O-diisopropyl phosphorofluoridate (DFP), O-isopropyl methyl phosphonoflu-
oridate (sarin)), phosphorus-sulphur (e.g., O,O-diethyl S -2-ethylthioethyl phos-
phorothioate (demeton-S)) and phosphorus-cyanide (e.g., O-ethyl N,N -dimethyl
phosphoramidocyanidate (tabun)) bonds [247, 260] (Table 3.4 and Figure 3.9).
Phosphomonoesters as well as phosphodiesters are not cleaved by PTE at a rea-
sonable rate [261]. Interestingly, a natural PTE substrate has not been revealed,
whereas limits of diffusion are reached in the hydrolysis of paraoxon, the best sub-
strate identified to date [248]. Taking into account the chemical diversity of PTE
substrates, it is essential to determine some common features of their hydrolysis
that allow all of them to be accommodated in the PTE active site and subsequently
subjected to catalysis.

Experimental data for PTE chemical and kinetic mechanism suggest that
phosphotriester hydrolysis occurs upon inversion of configuration at the phospho-
rus atom, consistent with an in-line displacement mechanism [262] (Figure 3.9).
The pH-dependence of the activity suggests an involvement of one ionizable residue
with a pKavalue of 6.1 [263]. On the basis of the available X-ray structures and
theoretical studies it was proposed that this ionizable residue is the hydroxyl group
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Table 3.4: The kinetic parameters for the hydrolysis of selected PTE substrates.

DFP sarin tabun paraoxon parathion demeton-S

k2
a 1 25.8 7.49 2.7·10−2 3.6·10−4

E 9.1 10.1 13.5 16.6

kcat
b 465 56 76.7 3170 630 1.3

aSecond-order rate constant, k2 [M−1s−1] and activation energy, E [ kcal · mol−1] refer to
the reaction with an aqueous base [267].

bTurnover number, kcat [s−1] applies to the PTE-catalyzed process [247, 260].
Since the particular experiments were not carried out under identical conditions, caution should
be used when comparing these numbers.

that bridges the two zinc ions within the PTE active site [249, 264]. Alternatively,
recent crystallographic analysis [265] might indicate that the hydroxide in ques-
tion is another solvent molecule terminally coordinated to the more buried zinc
ion. This suggestion has been contradicted by the latest experimental data [259]
consistent with the initially proposed mechanism whereby hydrolysis is initiated
by the nucleophilic attack of a bridging hydroxide on the phosphorus atom fol-
lowed by the phosphoester bond cleavage and the expulsion of a leaving group in
the anionic form. In addition, the reaction might be facilitated by the zinc ion-
substrate interaction resulting in the polarization of a phosphoryl oxygen bond and
the increase in phosphorus atom electrophilicity [266]. Comparison of kinetic iso-
tope effects for alkaline and enzymatic hydrolysis of a P-O bond (paraoxon) [122]
suggests that the PTE-catalyzed process is slightly less associative than the one
in solution. Nevertheless, it can be interpreted as consistent with an SN2-like
concerted associative mechanism in both enzymatic and nonenzymatic phospho-
triesters hydrolysis. The latter finding along with the apparent involvement of
a hydroxide as a nucleophile, was used to rationalize the following approach as-
suming that the knowledge of the gas phase mechanism for alkaline hydrolysis
would aid further study of the reaction occurring in the PTE active site.

3.2.1 Gas-phase mechanisms of basic hydrolysis of PTE
substrates

While the hydrolysis of anionic phosphomonoesters is likely to proceed via a dis-
sociative, unimolecular mechanism that assumes the presence of a metaphosphate
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Figure 3.9: Scheme of alkaline hydrolysis of PTE substrates.

intermediate [122], phosphotriester hydrolysis seems to involve some kind of an as-
sociative pathway. As to the latter, two limiting scenarios are possible [267, 268],
i.e., fully associative mechanism comprising an addition-elimination reaction asso-
ciated with the presence of a pentacoordinate phosphorane intermediate or a direct-
displacement mechanism accompanied by a single SN2-like transition state. Thus,
the addition-elimination pathway is a two-step process in which the attack of
a nucleophile results in the formation of an intermediate that further decom-
poses into products. On the other hand, direct-displacement mechanism involves
only one step in which the expulsion of a leaving group occurs at the same time
the substituting nucleophile is entering. Current theoretical studies have sug-
gested that depending on the actual trisubstituted phosphoric acid derivative both
these pathways are possible. In particular, basic hydrolysis of several phospho-
fluoridate compounds (i.e., DFP, sarin, soman) was shown to proceed accord-
ing to an addition-elimination pathway involving trigonal bipyramidal intermedi-
ates [240, 242], whereas the hydrolysis of paraoxon is probably a single-step process
consistent with a direct-displacement pathway [242]. Since no theoretical analysis
has yet been performed for a hydrolysis of a number of PTE substrates and, as
it will be argued in what follows, alternative reaction pathways have remained to
be explored, these calculations [269] aimed at systematic ab initio investigation of
the possible gas phase mechanisms of alkaline hydrolysis of a variety of phospho-
ester bonds in compounds known as PTE substrates (Table 3.4 and Figure 3.9).
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Since analysis of the PTE catalytic mechanism presented in subsequent sections
is focused on the enzyme-catalyzed hydrolysis of sarin, the gas phase mechanism of
the basic hydrolysis of the latter will be presented here in details. For the remaining
compounds (Figure 3.9), only the summary of the results will be provided as
modeling of the gas phase reaction mechanisms is beyond the scope of this thesis
and the relevant details are described elsewhere [269].

Technical details The gas phase reaction profiles were initially studied at
the Hartree-Fock (HF) level with the 6-31+G(d) basis set. The nature of sta-
tionary points was verified by vibrational analysis. For all the first-order saddle
points, intrinsic reaction coordinate (IRC) calculations [270] were performed re-
vealing the geometries of the local minima associated with a given transition state.
Since the Hartree-Fock theory neglects the electron correlation effects, it is also
not able to accurately predict the barrier heights. Theoretical studies of closely
related compounds have shown that results of second-order Møller-Plesset (MP2)
calculation of energy with the use of HF-optimized geometries are comparable to
the analogous outcome obtained using structures optimized at the MP2 level of
theory [242]. Such an approach was also tested herein for a model compound, O,O-
dimethyl phoshorofluoridate and these calculations [269] confirmed a relative insen-
sitivity of the HF geometries to the electron correlation effects. Thus, the energies
reported herein refer to the MP2/6-311++G(d,p) model chemistry applied to HF-
optimized structures (denoted as the MP2/6-311++G(d,p)//HF/6-31+G(d) level
of theory).

Thermodynamic properties (enthalpies and Gibbs free energies) were deter-
mined from vibrational frequencies computed at the fully optimized structures of
stationary points along a reaction coordinate. Unless stated otherwise, energy
values reported herein include zero-point vibrational energy (ZPE). Considering
that the mechanism of an enzyme-catalyzed reaction resembles the analogous gas
phase process rather than the one taking place in a solution [271–274], research
presented herein has focused primarily on the study of possible gas phase mecha-
nisms of the alkaline hydrolysis of PTE substrates. However, to relate the results
to available experimental quantities referring to the analogous processes in aqueous
solution (see Table 3.4), the influence of aqueous solvation was accounted for by
polarizable continuum model (PCM) [275, 276] applied in the single point MP2/6-
311++G(d,p) calculations employing gas phase HF/6-31+G(d) geometries.

All calculations were performed using Gaussian 03 program [175].

Multistep mechanism of sarin hydrolysis Two possible reaction pathways
starting from a common structure of a prereactive complex of substrates (INT1)
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Figure 3.10: HF/6-31+G(d) geometries of the stationary points along a reaction
coordinate for the alkaline hydrolysis of sarin (A path). Selected interatomic
distances [Å] are indicated. The analogous distances associated with structures
from the B path are given in parentheses.
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Figure 3.11: Energy profile for the first step of alkaline hydrolysis of sarin, i.e., for-
mation of pentavalent intermediate. Potential energy changes with respect to
the separately optimized reactant structure, INT1, were generated by the HF/6-
31+G(d) IRC calculations starting with TS1 geometries corresponding to A and
B paths (black and blue dotted lines, respectively). Reaction coordinate “0” corre-
sponds to the TS1 structure; its negative and positive values indicate the directions
toward reactants (INT1) and pentavalent intermediates (INT2a or INT2b), respec-
tively. Variation in the interatomic distances is given for a phosphorus-hydroxide
oxygen as well as phosphorus-fluorine atom separation. A and B pathways dif-
fer in the arrangement of a nucleophilic hydroxide, that can be positioned with
its proton pointing in the direction of a phosphoryl oxygen atom (A path) or in
an opposite way (B path).
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Figure 3.12: Energy profile for the last step of alkaline hydrolysis of sarin,
i.e., decomposition of pentavalent intermediate. Potential energy changes with
respect to the separately optimized intermediate structure, INT3, were generated
by the HF/6-31+G(d) IRC calculations starting with TS2 geometry). Reaction co-
ordinate“0”corresponds to the TS2 structure; its negative and positive values indi-
cate the directions toward pentavalent intermediate (INT3) and products (INT4),
respectively. Variation in the interatomic distances is given for a phosphorus-
hydroxide oxygen as well as phosphorus-fluorine atom separation.
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Figure 3.13: Potential energy surface along a reaction coordinate for the hydrol-
ysis of sarin. MP2/6-311++G(d,p) relative energies (normalized with respect to
the reactants geometry, INT1; ZPE included) were evaluated for structures fully
optimized at the HF/6-31+G(d) level of theory. Energy barriers for the chemical
steps encompassing the formation of the first intermediate and decomposition of
the final one are indicated.

were determined at the HF/6-31+G(d) level of theory. The difference between
these two reaction coordinates consists in the orientation of an attacking hydroxide
ion; in a lower energy pathway, its hydrogen atom points in the same direction as
the phosphoryl oxygen (path designated as A), whereas the other one involves
hydroxide positioned in an opposite way (B path). In what follows, the “a” and
“b” suffixes will be used to distinguish between the structures associated with A
and B paths (e.g., TSa and TSb). Structures related to A path are presented
in Figure 3.10. For the transition state geometries located along each of those
pathways, HF/6-31+G(d) IRC simulation was employed to verify the connectivity
of particular reaction pathway components. The results for two steps of sarin
hydrolysis (i.e., formation and decomposition of the pentavalent intermediate) are
plotted in Figures 3.11 and 3.12. Additionally, the MP2/6-311++G(d,p)//HF/6-
31+G(d) energetics of both paths is compared in Figure 3.13.

The molecular scenario of the alkaline hydrolysis of sarin is consistent with
the addition-elimination mechanism. The consecutive steps of this process can
be summarized as follows. First, a stable complex of reactants (INT1) is formed
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Table 3.5: Relative energies ( kcal ·mol−1) for the multistep hydrolysis of sarin as
determined at the MP2/6-311++G(d,p)//HF/6-31+G(d) level of theory.

∆Ea ∆Gb

INT1→TS1 3.2 (6.3)c 4.4 (7.6)

INT1→INT2 -9.1 (-4.4) -7.4 (-3.3)

INT2→INT3 -2.4 (-7.1) -2.7 (-6.7)

INT3→TS2 3.0 3.0

INT3→INT4 -2.2 -3.3

INT1→INT4 -13.6 -13.3

a∆E corresponds to the sum of electronic and zero-point energies.
b∆G stands for the Gibbs free energy.
cThe results for the B path are given in parentheses.

that subsequently proceeds through the two possible transition states for nucle-
ophile attack (TS1a or TS1b) to the two pentacoordinate intermediates (INT2a
and INT2b, respectively). TS1a with the hydroxide pointing “upward” (i.e., in
the same direction as a phosphoryl oxygen atom) is associated with a lower energy
barrier (∆E = 3.2 compared to 6.3 kcal · mol−1; see Table 3.5). Since the inter-
mediate decomposition requires an isopropyl group of sarin to be oriented toward
a fluorine atom, another trigonal bipyramidal intermediate (INT3; differing from
INT2 in the conformation of the isopropyl substituent) undergoes transformation
to final products via transition state TS2. The energy barrier in this case is equal
to ∆E = 3.0 kcal ·mol−1 Analogous results concerning hydrolysis of a model com-
pound, O,O-dimethyl phoshorofluoridate [269] suggest that energy barriers associ-
ated with the conformational transitions are insignificant compared to the chemical
steps involving formation and decomposition of the pentavalent intermediate. Ac-
cordingly, only these steps were analyzed in the case of sarin. For both A and
B paths of sarin hydrolysis, intermediate formation step seems to be associated
with a higher energy barrier compared to the fluoride expulsion (see Table 3.5).
Since the loss of fluoride occurs only via A path, which also favors the initial for-
mation of an intermediate, the overall gas phase sarin hydrolysis appears to involve
only the A path structures, i.e., those with a hydroxide stabilized by an additional
interaction with a phosphoryl oxygen atom.
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Table 3.6: Multistep hydrolysis: the activation energy barriers (in units of
kcal ·mol−1) as determined at the MP2/6-311++G(d,p)//HF/6-31+G(d) level

of theory.

DFP sarin tabun

intermediate formation

∆Ea
a 3.3 (5.0)b 3.2 (6.3) 5.7 (8.6)

∆Ga
c 5.3 (7.6) 4.4 (7.6) 6.2 (9.4)

∆EPCM
a

d 3.4 (0.6) 3.1 (3.1) 4.6 (4.9)

intermediate decomposition

∆Ea 2.3 (1.9) 3.0 0.4

∆Ga 2.7 (1.9) 3.0 1.0

∆EPCM
a 0.5 (1.9) -2.3 0.1

a∆Ea corresponds to the sum of electronic and zero-point energies.
bThe results for the B path are given in parentheses.
c∆Ga stands for the Gibbs free energy.
d∆EPCM

a stands for the electronic energy in solution.

The results discussed herein are consistent with the mechanism of sarin hydrol-
ysis proposed by Ornstein et al. [242]. Nonetheless, close inspection of structures
and energetics of the corresponding potential energy surfaces supports the notion
that only higher energy reaction pathway was proposed therein. While the results
of Cramer et al. regarding alkaline sarin hydrolysis [240] encompass the reaction co-
ordinate characterized by a more favorable hydroxide orientation, no attempts have
been made to investigate an alternative reaction pathway. As regards the available
experimental data, the highest Gibbs free energy barrier along the sarin hydrolysis
pathway, i.e., 4.4 kcal ·mol−1 (see Table 3.5) does not seem to compare favorably
with an experimental value of 9.1 kcal ·mol−1 (Table 3.4). Again, this theoretical
analysis have been carried out for gas phase structures, while experimental data
apply to an aqueous solution.

Alkaline hydrolysis of P-F, P-CN, P-O, and P-S bonds Basic hydroly-
sis of P-F and P-CN bonds in DFP and tabun, respectively, appears to follow
multistep addition-elimination mechanism presented for sarin. More detailed dis-
cussion of these results is given in Ref. [269]. The energy barriers corresponding to
the chemical steps of formation and decomposition of the pentavalent intermediate
are provided in Table 3.6. In general, the rate-controlling step in the case of all
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Table 3.7: Single-step hydrolysis: the activation energy barriers (in units of
kcal ·mol−1) as determined at the MP2/6-311++G(d,p)//HF/6-31+G(d) level

of theory.

paraoxon parathion demeton-S

∆Ea
a 7.4 (8.7)b 8.6 ( 9.7) 4.8 (6.4)

∆Ga
c 7.7 (9.3) 8.8 (10.3) 6.8 (8.7)

∆EPCM
a

d 6.2 (4.9) 7.1 (5.3) 9.1 (7.2)

a∆Ea corresponds to the sum of electronic and zero-point energies.
bThe results for the B path are given in parentheses.
c∆Ga stands for the Gibbs free energy.
d∆EPCM

a stands for the electronic energy in solution.

multistep mechanisms discussed here is associated with the intermediate forma-
tion. Experimental activation energy for the hydrolysis of tabun by an aqueous
base is higher by 1.0 kcal ·mol−1 compared to that of sarin (Table 3.4). Noticeably,
reasonable resemblance occurs also for Gibbs free energy barriers associated with
a rate-limiting step of sarin and tabun (Table 3.6).

In contrast to the complex addition-elimination reaction pathways for decom-
position of P-F and P-CN bonds, base-catalyzed hydrolysis of P-O (paraoxon,
parathion) and P-S bonds (demeton-S) proceeds according to the direct-displace-
ment mechanism. In particular, no pentacoordinate intermediate is present and
a single transition state is further decomposed by a leaving group departure. As
previously, A and B paths differing in the position of a nucleophilic hydroxide are
possible and the favored one, i.e., A path, involves the transition state structure
with a hydroxide proton stabilized by phosphoryl oxygen (sulfur) atom. The acti-
vation energy barriers for these mechanisms are compared in Table 3.7. Noticeably,
the results regarding paraoxon hydrolysis are consistent with experimental data
suggesting associative bimolecular mechanism of alkaline hydrolysis that involves
a single SN2-like transition state structure [122]. Relative activation energy barri-
ers for parathion and paraoxon decomposition are in a remarkable agreement with
the chemical kinetics data. Assuming the 5.6-fold rate acceleration when compar-
ing parathion and paraoxon hydrolysis [277] (the experimental data from Table 3.4
are not used herein as they were not gathered under common temperature), it cor-
responds to a decrease in activation free energy of about 1.1 kcal ·mol−1 (at 40 �).
Moreover, comparison of turnover numbers for a PTE-catalyzed reaction results



Chapter 3. Enzyme Catalytic Activity 98

in similar values. Thus, the difference in the activation free energy barrier for
parathion and paraoxon (i.e., ∆∆G = 1.1 kcal · mol−1; see Table 3.7) resulting
from this model is in an excellent agreement with the experimental results related
to the enzymatic reaction.

Alkaline hydrolysis versus PTE-catalyzed process Because of the lack of
experimental data for gas phase alkaline hydrolysis of the compounds studied
herein, a concluding validation of the corresponding theoretical results cannot be
performed. To compare the results to available experimental quantities describ-
ing basic hydrolysis in aqueous solution (see Table 3.4), self-consistent reaction
field model [275, 276] of bulk water has been applied. Solvation-induced effects
on the potential energy surface for particular reactions are given in Ref. [269].
Activation energy barriers in solution are compared in Tables 3.6 and 3.7. In
general, the height of energy barriers is decreased upon solvation with the most
pronounced differences occurring for the B paths. As a consequence, the reaction
pathways involving a hydroxide proton positioned in an opposite way relative to
the phosphoryl oxygen atom are associated with lower energy barriers than those
employing an alternative hydroxide arrangement. Apparently, solvent is better
suited for stabilization of the attacking hydroxyl group than is the phosphoryl oxy-
gen alone. Since analogous solvent effects can be observed regarding the energy
barriers for intermediate decomposition, it is presumably the intermediate forma-
tion step that controls the overall reaction rate, similar to the gas phase results.
Additionally, on account of the strong polarity of the compounds studied herein,
the reactant complex may no longer be associated with a minimum on the po-
tential energy surface and the reaction barrier for the intermediate formation (or
the overall reaction barrier in the case of single-step mechanisms) might correspond
to the amount of energy required for separated reactants to reach the transition
state geometry [242]. This could possibly explain an apparent discrepancy be-
tween experimental data and the results discussed herein. Another likely reason
for the observed inconsistency is the error introduced by the use of the implicit
solvation method itself [278]. As it has been shown for sarin and soman [279],
polarizable continuum models does not seem to be capable of reproducing the ex-
perimental data. It is possibly due to the greater resemblance between the gas
phase and the enzymatic transition state[271–274] that an exact agreement has
been obtained for paraoxon and parathion gas phase results and experimental
turnover numbers for the PTE-catalyzed process [277].

Since including the solvent effects by means of quantum mechanical continuum
model does not seem to yield a reliable outcome, a comparison to experimental
data obtained for processes occurring in an aqueous solution is also inconclusive.
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As it can be seen from Table 3.4, the ordering of compounds in terms of their sus-
ceptibility to hydrolysis undergoes a major change upon PTE action. The most
pronounced example encompasses paraoxon, which, despite being relatively insen-
sitive to hydrolysis, is the best PTE substrate. Nonetheless, the recent theoretical
analyses of PTE-catalyzed hydrolysis of paraoxon [250, 251, 258, 259] have con-
firmed the mechanism proposed on the basis of the experimental kinetic isotope
effects [122]. In particular, no protonation of a leaving p-nitrophenolate is required,
and the bridging hydroxide is a sufficiently strong nucleophile to initiate the reac-
tion. It is worth emphasizing, however, that the reaction coordinate observed for
an enzyme-catalyzed process might differ from that in a gas phase or an aqueous
solution. In the case of PTE-catalyzed cleavage of paraoxon, the single-step pro-
cess proposed herein is likely to be modified, as additional intermediates have been
observed along a reaction pathway [250]. Still, the general characteristics of these
two mechanisms have remained unaltered, and therefore the knowledge of the most
probable events following the attachment of a hydroxide is of great importance for
the successful modeling of a reaction taking place in an enzyme active site.

Catalytic fields for sarin hydrolysis Catalytic fields [31, 32] represent the op-
timal electrostatic characteristics of a hypothetical catalyst. The only knowledge
required while generating the catalytic fields is that of the reactant and transi-
tion state geometries. Differential electrostatic potential around the INT1 and
TS1a (or TS1b) structures, i.e., catalytic fields for the first step of sarin hydroly-
sis are presented in Figure 3.14. Depending on the way, a nucleophilic hydroxide
approaches the sarin molecule, different arrangement of charges is required for
enhancing the reaction. In particular, A path is favored by the presence of two
negative charges on the ”top”and ”bottom”sides of the approaching hydroxide (see
side view in Figure 3.14). Positive charge in the vicinity of a phosphoryl oxygen
is optimal for the B path. As it will be discussed in what follows, this difference
in comparison with the arrangement of charges present in the PTE active site
might provide clues regarding the preferred pathway of enzyme-catalyzed sarin
hydrolysis.

Since the exact geometry of reactant and/or transition state is not always avail-
able, it might be helpful to establish the sensitivity of catalytic fields to the accu-
racy of reactant/transition state geometry. Accordingly, catalytic fields for sarin
hydrolysis were also generated on the basis of the ”true“ transition state and the ap-
proximate reactant structure. The latter was derived from the respective IRC sim-
ulations by selecting the geometry corresponding to 100 steps (∼ 8.5 amu1/2bohr),
i.e., half way along the reaction coordinate leading toward INT1 structure (see
the point labeled by ∼INT1 in Figure 3.11). It can be seen from Figure 3.15,
that such approximate catalytic fields are in good agreement with the exact ones
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Figure 3.14: Catalytic fields for intermediate formation step of alkaline sarin hy-
drolysis (A and B paths). The structures of reactants are shown in ball-and-stick
representation. The electronic isodensity surface of 0.01 a.u. is coloured according
to the differential electrostatic potential of transition state and reactants calcu-
lated at the HF/6-31+G(d) level of theory. The sign of the differential potential
is inverted to reflect the electrostatic properties of a complementary molecular en-
vironment. Red (blue) colour denotes regions where a negative (positive) charge
would be optimal for catalytic activity.
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Figure 3.15: Approximate catalytic fields for intermediate formation step of al-
kaline sarin hydrolysis (A and B paths). The approximate structures of reactants
(shown in ball-and-stick representation) were taken from IRC simulation as geome-
tries obtained half way between transition state and actual reactants (see the point
labeled by ∼INT1 in Figure 3.11). The electronic isodensity surface of 0.01 a.u. is
coloured according to the differential electrostatic potential of transition state and
reactants calculated at the HF/6-31+G(d) level of theory. The sign of the differen-
tial potential is inverted to reflect the electrostatic properties of a complementary
molecular environment. Red (blue) colour denotes regions where a negative (posi-
tive) charge would be optimal for catalytic activity.
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(Figure 3.14). This preliminary results suggest that qualitative features predicted
by catalytic fields are relatively insensitive to the accuracy of initial geometries.

3.2.2 Modeling of the PTE-sarin complex

Well-founded model of an enzyme-substrate complex constitutes an essential pre-
requisite to the study of a mechanism of enzyme-catalyzed reaction [280]. Due to
the considerable size of a protein-ligand system, preparation and testing of the ini-
tial model was performed with the utilization of molecular mechanics methods
implemented in Charmm package [173] along with the all-hydrogen parameter set
from Charmm27 force field [174].

Technical details The first step encompassed the development of sarin param-
eters necessitated by the lack of respective force field parametrization for this
molecule. Based on the similarity to already parametrized molecules, initial set of
parameters was assigned to isopropyl moiety. However, no analogous parameters
were found for the fluoro and methyl group attached to phosphorus atom. Molecu-
lar mechanics description of a molecule requires both the intra- and intermolecular
terms to be determined. The former includes equilibrium values for geometry pa-
rameters as well as the force constants for bond stretching, angle bending, and
dihedral rotation. Since the normal modes of molecule vibrations originate from
the coupled motion of multiple atoms (e.g., bond stretching and angle bending),
their separation is not possible and, thus, the force constants associated with
the potential energy curve for these particular deformations cannot be computed
directly. Accordingly, the most reasonable approach to the force constants evalu-
ation is the search for parameters with which the experimental and/or quantum
mechanically-derived vibrational spectrum will be sufficiently reproduced. Taking
advantage of the availability of automated iterative procedure for force constants
fitting (Automated Frequency Matching Method [281]), the testing set of initial
parameters was refined until the agreement with ab initio vibrational frequencies
was improved.

The intermolecular parameter optimization involves the electrostatic and van
der Waals interactions. General Charmm strategy with respect to intermolecular
terms parametrization is to reproduce structural and energetic aspects of a given
molecule interactions with water. The van der Waals constants depend heavily on
atomic properties and, thus, they are relatively insensitive to changes in molecular
environment. Consequently, the existing parameters from Charmm27 force field
were utilized with no further attempt to modify them. Of special importance is
the electrostatic term resulting from partial atomic charges assigned to particular
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atoms. Noticeably, even the slight variation in point charges has a great impact on
the overall interaction energy. Since partial atomic charges influence also the in-
tramolecular terms (e.g., the dihedral rotational profiles), extreme care must be
taken in their adjustment. The approach followed here involved the simultaneous
manual modification of the initial set of electrostatic potential derived CHELP
charges from quantum mechanical calculations to reproduce the energetics of in-
teractions with water as well as the rotational profiles for selected dihedral angles.

Throughout all the steps of sarin parametrization, ab initio results obtained
with Gaussian 03 program [175] were used as a reference. In particular, geometry
optimization, vibrational frequency analysis and rotational profiles for selected
dihedral angles were performed at the B3LYP/6-31G(d) level of theory. The same
model chemistry was applied in the analysis of sarin-water molecule interactions.
Minimum energy structures, CHELP charges and the corresponding interaction
energies were evaluated with the counterpoise correction [140] for BSSE.

Several available X-ray structures of PTE are remarkably similar—the RMSD
of Cα atoms does not exceed 0.2 Å. Factors considered during the selection of
a model structure included its quality, the absence/presence of ligands (e.g., in-
hibitor molecules) within an active site and the correspondence to native enzyme.
The latter resulted in the rejection of both cadmium and manganese-containing
structures (two zinc ions are present in native PTE) as well as phosphotriesterase
mutants. Similarly, apo forms of an enzyme were not considered. The remaining
three structures encompass PTE complexes with the following inhibitors: diethyl
4-methylbenzylphosphonate (2.1 Å resolution of crystal structure), triethyl phos-
phate (1.9 Å), and diisopropyl methyl phosphonate (1.9 Å). Due to relatively
high resolution and close resemblance of a ligand to the sarin molecule, the latter
structure [282] was chosen (PDB accession code 1EZ2). Noticeably, the selected
enzyme-substrate analog complex exhibits strong coordination of ligand phospho-
ryl oxygen to the more exposed zinc ion, as supported by the shortest zinc-oxygen
distance of 2.5Å.

The mode of substrate analog binding within an active site of 1EZ2 phosphotri-
esterase structure is consistent with the proposed catalytic mechanism. The only
difference between diisopropyl methyl phosphonate and sarin consists in substitu-
tion of the sarin fluoro leaving group by isopropyl moiety. As evidenced exper-
imentally, the highest is the rate of RP -sarin hydrolysis [283]. This finding can
be rationalized by examination of the active site geometry. The latter is usually
described as being composed of three pockets: the large one (formed by His257,
Leu271, and Met317), the small one (residues Ile106, Leu303, Phe306, His57, and
Gly60) and the leaving group pocket (Trp131, Phe132, Leu271, Phe306, Tyr309).
Possibly, productive enzyme-substrate complex requires the leaving group (fluoro
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substituent in the case of sarin) to be positioned in a leaving group cavity. In
a similar manner, the size of a bulky substituent, isopropyl moiety, is probably
the best suited for a large pocket. Finally, the small pocket should be occupied
by the smallest substituent at phosphorus atom, i.e., methyl group. In the case of
diisopropyl methyl phosphonate, the small, large, and leaving group pockets bind
isopropyl, methyl and isopropyl groups, respectively. Simply replacing the iso-
propyl moiety occupying the leaving group with a fluoro group would give SP -sarin
isomer. To perform simulation with the more active sarin enantiomer, substrate
molecule was spatially aligned with diisopropyl methyl phosphonate by superim-
posing the sarin methyl group onto the small pocket isopropyl moiety, so that
the fluoro group remained positioned in a leaving group pocket and a desired con-
figuration at phosphorus atom was retained.

From two identical monomers present in an asymmetric unit of X-ray structure,
only A chain was included in further simulation (the active site is formed entirely
from residues donated by the single subunit of a homodimer). The protein chain
is composed of 329 amino acid residues. In addition, two zinc ions bridged by
catalytic hydroxide and carbamylated lysine are present in an active site. Crys-
tallographic water molecules (total of 138 molecules) accompanying the protein
A chain were also included. Unless patched (see below), all aspartate and gluta-
mate residues (including the carboxylic moiety of carbamylated lysine side chain)
were negatively charged (−1), while lysine and arginine residues were assigned
a positive charge of +1. The pKavalues of particular titratable residues were ver-
ified independently using Propka method [284] and Uhbd program [285]. Pro-
tonation of histidines was determined based on the Optimal Hydrogen Bonding
Network method [171] accessible via What If program [172]. With the exception
of a positively charged His+254, all the remaining histidine residues were modelled
as neutral with proton attached either to δ (His55, His57, His123, and His230)
or to ε-nitrogen atom (His201 and His257). The latter approach resulted also in
the identification of possibly flipped positions of nitrogen and oxygen atoms form-
ing the amide moiety of Gln212 residue (similar size of these atoms makes them
indistinguishable by X-ray spectroscopy). Finally, both zinc ions were simulated as
divalent cations Zn2+. All the missing hydrogen atoms were added with Charmm
procedure Hbuild and their positions were further optimized using a series of 500
steps of steepest descent (SD) minimization followed by conjugate gradient (CG)
optimization repeated until the RMS gradient of 0.01 kcal·mol−1·Å−1 was satisfied.

To reduce the simulation effort, the whole system was truncated to a 25 Å
sphere centered on the more exposed zinc ion, Zn2. Since the charged residues
on protein surface might provide artificially large contribution to the energy, all
solvent-exposed residues capable of forming salt bridges were patched with residues
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Table 3.8: Harmonic force constants [ kcal · mol−1Å−2] acting within particular
buffer regions.

buffer region protein backbone Cβ atoms Cγ atoms the rest

21–22 Å 0.27 0.24 0.23 0.22

22–23 Å 0.85 0.78 0.73 0.69

23–24 Å 1.44 1.31 1.22 1.18

24–25 Å 1.70 1.55 1.45 1.40

of the same geometry but neutral charge. Final net charge of the system was equal
to −4.

Next step involved solvation of the system. The center of separately equi-
librated 30 Å cubic box of 8 · 103 water molecules was superimposed with Zn2
position. Water molecules located beyond the 25 Å sphere and those with oxygen
atom closer than 2.6 Å to any heavy atom of protein framework were removed. As
a result, total number of 717 water molecules was added to the model. To opti-
mize the positions of newly included solvent molecules, the latter were subjected
to 1500 steps of SD minimization followed by CG until the gradient tolerance of
0.01 kcal ·mol−1·Å−1 was obtained.

Final system used for simulation of enzyme-ligand complex included 313 amino
acid residues, two zinc ions, hydroxyl and sarin residues as well as 824 water
molecules (7316 atoms in total).

The actual MD run was preceded by the equilibration of all solvent molecules
(including the crystallographic ones). All non-water atoms were kept fixed at
their initial positions. Stochastic boundary potential (i.e., gradually increasing
harmonic forces acting beyond the radius of 19 Å) was applied to the surface shell
of water molecules to maintain a resemblance to bulk solvent and to prevent water
from diffusion. After the initial optimization encompassing 600 steps of SD and
1500 steps of Adopted Basis Newton-Raphson (ABNR) minimization algorithms,
molecular dynamics of solvent was performed. First, the system was heated from
10 to 300 K over 1 ps (30 K per 0.1 ps) followed by 25 ps of equilibration. Both
stages involved 0.5 fs timestep. Nonbonded interactions were calculated using
20 Å cutoff distance. Finally, analogous optimization procedure (600 steps of SD
followed by the ABNR minimization exited with gradient tolerance satisfied) was
carried out.
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In what follows, special treatment was required to avoid artificial results origi-
nating from truncation of protein framework—the overall shape of the sphere was
maintained with an aid of harmonic constraints. Atoms within an inner reaction
zone were free to move while the outer buffer zone beyond 21 Å was further di-
vided into four buffer regions differing in the magnitude of harmonic potential
acting on all atoms except for water molecules and hydrogen atoms (see Table 3.8
for details). Starting from the minimized final snapshot from water equilibration
dynamics, the whole system was optimized during 500 steps of SD followed by
1250 steps of Powell minimization algorithms. No atoms were kept frozen. Water
behaviour was controlled with stochastic boundary potential and the above listed
harmonic constraints within the particular buffer regions were applied. Subse-
quently, molecular dynamics was carried out in two stages. The first one involved
heating of the system from 10 to 300 K in three 10 ps time intervals (100 K per
10 ps). The following equilibration run lasted 50 ps. The common timestep of 1 fs
was utilized throughout the simulation. In addition to the stochastic boundary
potential and harmonic constraints, the behaviour of all heavy atoms beyond 21 Å
was affected by a friction force with friction coefficients of 62 and 250 ps−1 (water
oxygen and non-water heavy atoms, respectively). As previously, 20 Å cutoff for
nonbonded interactions was used. Positively charged His254 (HSP) was initially
selected because of its location between two negatively charged aspartate residues
(i.e., Asp301 and Asp253). Due to unclear protonation state of this particular
residue, the overall procedure was also performed for neutral form protonated ei-
ther at Nδ or Nε (HSD and HSE, respectively). Throughout the course of these
short test simulations, the protonated form of His254 turned out to be optimal, as
both setups containing neutral forms resulted in higher RMSD values of not only
the histidine under question, but also the residues encompassing PTE active site
(Figure 3.16).

The production phase of MD simulation consisted of three independent 5 ns
simulations differing in the values of seed for random number generator. The final
frames of MD simulations were further optimized within two series of 250 SD steps
and 1500 steps of ABNR.

Sarin parametrization Newly developed sarin parameters along with the cor-
responding Charmm27 topology file are given in the Appendix. The general
performance of a final set of partial atomic charges (see Figure 3.17) is summa-
rized in Table 3.9. An agreement between the reference ab initio interaction energy
and the corresponding force field-derived value is very good. The empirical length
of individual sarin-water molecule hydrogen bonds is slightly decreased, however,
the observed values are still reasonable [286].
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Figure 3.16: RMSD of His254 residue (left-hand side) and active site (right-hand
side) heavy atoms along the trajectories corresponding to different protonation
state of His254.

Figure 3.17: Sarin molecule—assignment of atom types (according to Charmm27
force field) and partial atomic charges. Black and blue arrows show the dihedral
angles discussed in what follows.

Initial set of intramolecular parameters was obtained either directly from the ab
intio reference geometry (i.e., equilibrium values for bonds and angles) or by simi-
larity to the already parametrized molecules (i.e., force constants). The latter was
verified in terms of an agreement between resulting vibrational spectrum and QM-
generated normal modes. In particular, the starting RMSD between force field and
ab initio vibrational frequencies was equal to 127 cm−1. After the iterative fitting
procedure was applied to selected force constants [281], the discussed RMSD value
was further reduced to 112 cm−1 (Figure 3.18). Although the improvement is not
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Table 3.9: Ab initio and force field-optimized sarin-water molecule complexes.
Full geometry optimization and interaction energy calculation were performed at
the B3LYP/6-31G(d) level of theory. For Charmm27 calculation, the final set
of partial atomic charges presented in Figure 3.17 was employed. Since no novel
atom type was introduced during the parametrization procedure (see Figure 3.17
for details), already existing van der Waals parameters were also utilized without
any further modification. ∆E [ kcal·mol−1] and R [Å] correspond to the interaction
energy and the shortest minimum energy distance, respectively.

ab initio FF ab initio FF ab initio FF

∆E -7.06 -7.07 -3.72 -3.82 -6.64 -6.83

R 1.916 1.753 2.100 1.974 1.971 1.759

ge
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very impressive, these results can also indicate that the initial set of force con-
stants was already sufficiently close to the optimal values. Nonetheless, reasonable
agreement between empirical and QM vibrational spectra confirms the validity of
tested bonded parameters.

Comparison of force field-optimized sarin geometry with the QM-derived struc-
ture given is in Figure 3.19. Noticeably, the reference geometry is very well repro-
duced within the empirical approach.

Another test of force field performance involves the correct estimation of po-
tential energy surface associated with conformational changes. In particular, two
dihedral angles (marked by arrows in Figure 3.17) were considered due to their
uniqueness within the available Charmm27 torsional parameters. Figure 3.20
shows the energy profile corresponding to rotation of phosphorus atom-attached
methyl group (i.e., rotation about the P-C bond). As indicated by a perfect match
between dashed black line (total Charmm energy) and black dots (QM-generated
values), remarkable agreement with the reference ab initio energy profile was ob-
tained. Additional analysis of the magnitude of individual empirical energy terms
reveals the torsional potential energy as a main contribution to the overall poten-
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Figure 3.18: Vibrational frequency analysis of sarin molecule—performance of
force field parameters (squares and triangles) with respect to the B3LYP/6-31G(d)
calculation (circles).

Figure 3.19: Comparison of the B3LYP/6-31G(d) and force field-optimized sarin
geometries. In blue given is the empirical geometry; RMSD between the two
structures is equal to 0.123 Å.
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Figure 3.20: Potential energy as a function of the F1-P-CT3-HA dihedral angle.
DFT energy profile was obtained using the B3LYP/6-31G(d) model chemistry.

tial energy curve. Only a fraction of rotational barrier arises from van der Waals
interactions, whereas electrostatic term is of minor importance in this case.

This is not a case, however, for the torsional profile of another dihedral angle
considered here, i.e., the rotation about P-O bond (Figure 3.21). The match
between total Charmm energy and the QM-derived one is no longer as close as
previously. The empirical equilibrium dihedral angle is shifted by 10 degrees and
the height of barrier is underestimated with respect to the ab initio value. Finally,
empirical energy profile exhibits additional minimum for 260 degrees, not present
in the reference potential energy curve. Contrarily to the P-C bond rotation, total
Charmm energy is dominated by electrostatic term. Thus, the discussed torsional
profile is very sensitive to assignment of partial atomic charges and great care
must have been taken while performing the latter procedure. In fact, the final
set of partial atomic charges constitutes a compromise between correct interaction
energies with water and reasonable behaviour of the P-O bond rotational profile.
Remarkably, imperfect match between empirical and QM energy profiles for P-O
bond torsion does not imply its uselessness, since the artificial minimum is very
shallow and it is not likely to influence the overall behaviour of sarin molecule
during molecular mechanics simulation.
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Figure 3.21: Potential energy as a function of the CT3-P-ON2-CN7 dihedral angle.
DFT energy profile was obtained using the B3LYP/6-31G(d) model chemistry.

Molecular dynamics simulation of PTE-sarin complex The dynamic prop-
erties of PTE-sarin complex were analyzed based on three independent 5 ns MD
simulations. The stability of energy components and structural parameters (e.g.,
RMSD of protein geometry from crystal structure, Figure 3.22) ensured that
the system under study is in equilibrium. As evidenced by RMSD values of ac-
tive site heavy atoms oscillating about 0.5 Å (Figure 3.22), active site geometry is
well preserved. Presumably, high degree of active cleft organization results from
the presence of two zinc ions that hold ligands in relatively stable positions. Ad-
ditional stabilization of the bridging hydroxyl group is achieved by hydrogen bond
interaction with Asp301 residue (Figure 3.23). Analogous results obtained for all
three trajectories also support these conclusions.

In addition to the dynamic behaviour of active site residues during simulation,
their deviation from initial X-ray structure should also be analyzed. Figure 3.23
shows the arrangement of PTE active site from final MD snapshot compared to
initial framework (only the first trajectory is considered, since the two remain-
ing ones exhibit essentially identical characteristics). The RMSD of active site
heavy atoms with respect to X-ray structure is equal to 0.33 Å (mean value for
the three trajectories). In contrast with this low value remains the correspond-
ing displacement of sarin molecule—depending on the trajectory, values of RMSD
in the range of 2.97–3.43 Å are observed. It should be kept in mind, however,
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Figure 3.22: RMSD of the PTE active site (i.e., His55, His57, carbamylated
Lys−169, His201, His230, Asp−301, OH−, Zn2+1, and Zn2+2) and sarin heavy
atoms (left-hand side) and variation in selected distances (right-hand side) along
the three independent MD trajectories.

that initial sarin positioning was very crude, as it involved only spatial alignment
of separately optimized sarin molecule with an inhibitor present in X-ray struc-
ture. It can be seen from Figures 3.22 and 3.23 that relatively high RMSD values
observed for sarin molecule 3.22 result mainly from the degrees of freedom asso-
ciated with an isopropyl group, whereas the phosphoryl oxygen is firmly attached
to the more exposed zinc ion, Zn2. In fact, this interaction provides a kind of
anchoring for sarin molecule, since only hydrophobic interactions are possible for
the remaining part of sarin residue and protein cavities that accommodate particu-
lar substituent at phosphorus atom (especially the large and leaving group pocket)
provide relatively much space for PTE substrate. Another interesting observation
concerning the final sarin placement relative to the initial one is that sarin methyl
group becomes buried in the small group pocket, entirely in agreement with initial
assumptions behind the starting mode of sarin positioning.
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Figure 3.23: Left-hand side: deviation of active site residues in the optimized
final MD snapshot relative to the X-ray structure (shown in green colour). On
the right: comparison of the sarin positioning (ball-and-stick representation) after
the three independent MD simulations.

Of utmost importance for further simulation of PTE-catalyzed process is
the distance between hydroxyl oxygen and phosphorus atom corresponding to
the reaction coordinate. Due to the stable hydroxyl position and strong zinc-
phosphoryl oxygen interaction, HO. . . P separation is relatively constant and its
average value (i.e., 4.00 Å) is reasonable for a reactive complex to be formed (Fig-
ure 3.22).

Recently published results of MD simulation performed for phosphotriesterase-
soman complex [257] have implied that the active site geometry is flexible in a sense
that it accommodates several zinc ions coordination patterns. The latter was not
observed for any of the MD trajectories reported here as no changes in zinc ions
coordination occurred (Figure 3.24). While this finding is in disagreement with
the results presented in Ref. [257] it might be argued that the difference results
from the substitution of a bridging hydroxide by a water molecule. It has been
shown both theoretically [287] and experimentally [264] that the bridging solvent
molecule is most likely to be a hydroxide and, thus, its replacement by water might
disrupt the active site framework.
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Figure 3.24: Coordination pattern of zinc ions shown as zinc-ligand distances
along the three independent MD trajectories.
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Figure 3.25: Mobility of PTE residues in terms of their RMSF values (i.e., RMSD
averaged over the trajectory). Blue and red colours indicate low and high flex-
ibility, respectively. Active site residues are shown as thin sticks ; thicker sticks
(or ball-and-stick representation in the case of sarin) denote residues with RMSF
exceeding 1.0 Å.

Due to the presence of a water molecule in the vicinity of each zinc ion (Fig-
ure 3.24), both zinc ions acquire octahedral coordination pattern. Since PTE
crystal structures show the presence of at most five zinc ligands, this outcome
might result from the the deficiencies in force field description of zinc complexes
by means of nonbonded method [256], as applied herein. Since this simulation
aimed at revealing the details of sarin binding and providing a starting geometry
for further QM/MM and QM models, this aspect was not pursued.

Exploration of flexibility of a protein-substrate complex during MD simulation
shows the increased mobility of several other protein residues. As presented in
Figure 3.25, these residues are located almost exclusively within the protein regions
assigned to the leaving group pocket, which is consistent with the role of the latter:
motions of residues forming leaving group cavity (Trp131, Phe132) might facilitate
the release of a fluoride (or another leaving group).
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3.2.3 QM modeling of PTE-catalyzed sarin hydrolysis

In the first attempt at reaction pathway modeling, umbrella sampling simulation
coupled with QM/MM description of the system was applied to reveal the potential
of mean force, i.e., the free energy surface along a specific reaction coordinate. To
allow for the sufficient sampling of a conformational space, the QM region (i.e.,
sarin molecule, both zinc ions and a bridging hydroxide as well as the side chains of
two zinc ligands: Asp301 and carbamylated Lys169; a total of 38 atoms including
link atoms) was described at the semiempirical level of theory. Both AM1 [133] and
PM3 [134] semiempirical methods (as available in Charmm program [173]) were
tested. Initial optimization and MD simulation of the enzyme-reactant complex
gave the most reliable outcome when conducted with the AM1 method and weak
restraints to control the zinc-histidine coordination. In the following umbrella
sampling simulation, two definitions of a reaction coordinate were considered, i.e.,
the reaction coordinate employing oxygen-phosphorus atom distance (the bond
being formed) or the more complex one corresponding to the difference between
oxygen-phosphorus and phosphorus-fluorine distances (the bond being broken).
Unfortunately, none of this approaches yielded a meaningful result as the former
failed to describe any bond breaking, while the latter resulted in an unrealistic free
energy profile and only P-F bond partially broken.

Subsequently, two alternative approaches were employed differing in the size
of a system under study. The most obvious way of improvement upon the pre-
viously observed flaws of semiempirical description would be to model the QM
region with a more reliable ab initio level of theory. However, computational de-
mands of the latter limit its applicability to optimization of the stationary points
along a reaction pathway. Even with the QM region restricted to reactants, any
optimization procedure lasts much longer due to tedious multi-step reoptimization
of enzyme environment. Hence, more accessible quantum-chemical description of
a limited active site model was also employed as a complementary way to provide
quick insight into the reaction scenario. In what follows, preliminary results of
QM/MM and QM models of PTE-substrate and PTE-intermediate complexes will
be compared.

Technical details Molecular mechanics model of PTE-sarin complex (sec-
tion 3.2.2) served as a starting point for quantum mechanical modeling of
the enzyme-catalyzed reaction pathway. The MM part was treated in a way
analogous to the one employed in an entirely force field based simulation. In
particular, harmonic constraints were applied within a buffer region to avoid non-
physical effects originating from truncation of a protein framework, while water
behaviour was controlled by stochastic boundary potential (see section 3.2.2 for
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details). Prior to QM/MM optimization, the entire system was reoptimized un-
til RMS gradient of 10−5 kcal·mol−1·Å−1 was reached. QM region selected for
the following calculations encompassed the reactants, i.e., sarin molecule and hy-
droxyl ion. Initial optimization employed the HF/3-21G model chemistry and
consisted of two stages. First, thorough optimization of the enzyme environment
was performed with QM atoms kept frozen. The resulting geometry was reop-
timized without any constraints (except for those applied at the boundaries of
the system investigated). Both stages were carried out until convergence criterion
(i.e., RMS gradient of 10−5 kcal·mol−1·Å−1) was satisfied. The resulting geometry
was then minimized with QM region described at the B3LYP/6-31G(d) level of
theory and using the same convergence criterion. To model the enzyme-product
complex, approximate structure obtained from the initial umbrella sampling simu-
lation was subjected to the analogous procedure as that employed for preparation
of an enzyme-reactant complex. The phosphorus-fluoride distance of 2.5 Å in
a starting structure decreased significantly in the course of optimization arriving
at the final value of 1.76 Å. Thus, the final optimized geometry turned out to
represent the pentavalent intermediate. All QM/MM calculations were performed
with Charmm [173] interfaced with Gamess(US) [170].

Initial geometry of QM model was prepared using the HF/3-21G//Charmm27
structure of PTE-sarin complex. Enzyme active site consisted of the two zinc ions
along with their entire coordination spheres (i.e., His55, His57, Lys 169, His201,
His230, and Asp301 residues). Amino acid residues were truncated so that only
respective side chains were kept. Due to uncertainty in the number of zinc ligands,
two cases were considered differing in the presence of water molecules bound to zinc
ions (as found in the final MM and QM/MM geometries). Including these water
molecules (Wat1 and Wat2; see Figure 3.26) resulted in pentacoordinated zinc
ions, as both Wat1 and Wat2 molecules were expelled from the first coordination
shell of Zn1 and Zn2 ions. This outcome appears to support zinc preference to
become pentacoordinated as suggested by X-ray data. However, water molecule
initially interacting with Zn1 (i.e., Wat1) was found to be hydrogen bonded to both
Asp301 and sarin ester oxygen atom. To test the possible influence of this water
molecule on the reaction coordinate, two model systems were considered consisting
of a total of 74 or 77 atoms (differing by the absence or presence of aspartate-
and sarin-bound water molecule). Stationary points along the reaction coordinate
were calculated using the B3LYP/6-31G(d) model chemistry. Final optimizations
involved no constraints as they were followed by vibrational frequency calculation
to verify the nature of a given stationary point and to obtain thermodynamic
quantities (e.g., enthalpy and Gibbs free energy).
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Figure 3.26: B3LYP/6-31G(d)//Charmm27 geometry of the PTE-substrate com-
plex.

QM/MM geometry The structure of an enzyme-substrate complex optimized
using the B3LYP/6-31G(d)//Charmm27 model chemistry is given in Figure 3.26.
While RMSD of active site heavy atoms with respect to starting MM model is
equal to 0.15 Å, the displacement of sarin is more pronounced as it is associated
with RMSD of 0.65 Å. Nonetheless, the key sarin-active site contacts considered
as crucial for catalysis are retained. In particular, the distance associated with
a reaction coordinate, i.e., HO. . . P separation, is decreased arriving at the final
value of 3.55 Å. The octahedral coordination of both zinc ions, resulting from
the presence of an additional water molecule at each metal ion, remains the same
as in MM structure. Since this region of PTE active site was treated by force field
parameters, no improvement upon using this particular QM/MM scheme could be
gained in terms of description of zinc coordination pattern.

As another stationary point on the potential energy surface, the geometry of
PTE-intermediate complex was determined. Surprisingly, this particular struc-
ture was obtained using the probable PTE-product complex as a starting point.
In the course of optimization, an approximate geometry of product evolved to-
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Figure 3.27: B3LYP/6-31G(d)//Charmm27 geometry of the PTE-intermediate
complex.

ward the pentacoordinate intermediate interacting with binuclear zinc center by
means of both phosphoryl and ester oxygen atoms (Figure 3.27). Similarly to
PTE-substrate complex, octahedral coordination of both zinc ions is retained also
in a discussed geometry. Interestingly, water molecule initially coordinated to
the more buried zinc ion was found to serve as a bridging ligand held firmly by
hydrogen bonding interactions to Asp301 carboxylate and the leaving fluoride.
This outcome might suggest the reaction mechanism encompassing a nucleophilic
attack of a bridging hydroxide accompanied by substitution of the latter with a wa-
ter molecule bound to more buried metal ion, Zn1. It is unclear, however, whether
this events are concerted or if one precedes another. Moreover, the structure of
PTE-intermediate complex is higher in energy relative to the PTE-substrate ge-
ometry by about 40 kcal ·mol−1, rendering these results inconclusive even without
the knowledge of the transition state(s) separating the reactant and intermediate
state.
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Table 3.10: Selected distances [Å] in the reactant, transition state and intermedi-
ate structures of the PTE-catalyzed sarin hydrolysis as derived from the B3LYP/6-
31G(d) calculations. The models composed of 74 and 77 atoms differ in the ab-
sence/presence of additional water molecule. QM/MM models correspond to
the B3LYP/6-31G(d)//Charmm27 structures given in Figures 3.26 and 3.27.

Model HO. . . P P. . . F PO. . . Zn2 Zn1. . . Zn2

Reactant

74 atoms 3.02 1.60 2.21 3.52

77 atoms 2.95 1.60 2.19 3.48

QM/MM 3.55 1.59 1.95 3.38

Transition state

74 atoms

77 atoms 2.17 1.63 2.25 4.56

QM/MM

Intermediate

74 atoms 1.81 1.70 1.89 4.17

77 atoms 2.01 1.64 2.18 4.60

QM/MM 1.67 1.76 1.85 3.71

QM geometry Enzyme-substrate and enzyme-intermediate complexes were ob-
tained at the B3LYP/6-31G(d) level of theory using small representation of PTE
active site including both zinc ions along with the respective coordination shells
(see geometries provided in Figure 3.28). PTE-reactant structure bears close re-
semblance to QM/MM results as all crucial contacts are maintained. It is remark-
able that despite of the two water molecules no longer interacting with zinc ions,
QM active site model is in good agreement with the parallel simulation employ-
ing MM description of an enzyme environment. However, HO. . . P distance equal
to 3.02 Å (Table 3.10) is much shorter than those predicted in MM or QM/MM
simulations (∼ 4 and 3.55 Å, respectively). Including aspartate- and sarin-bound
water molecule (model referred to as “77 atoms”) does not affect the key active
site distances (Table 3.10).

The complexes of PTE active site-bound pentacoordinate intermediate result-
ing from the nucleophilic attack of a hydroxide on sarin molecule differ qualita-
tively depending on the presence of the additional water molecule (Figure 3.28).
If the latter is not included (model referred to as “74 atoms”), more exposed zinc
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Figure 3.28: Structures of the PTE active site in complex with substrate, tran-
sition state and pentacoordinate intermediate (ball-and-stick representation) as
derived from the B3LYP/6-31G(d) calculations. The models composed of 74 and
77 atoms differ in the absence/presence of additional water molecule.
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Table 3.11: B3LYP/6-31G(d) relative energies [ kcal · mol−1] of the transi-
tion state and intermediate with respect to reactant structures as derived from
B3LYP/6-31G(d) calculations. The models composed of 74 and 77 atoms differ in
the absence/presence of additional water molecule. ∆E refers to electronic energy;
∆EZPE denotes the sum of electronic and zero-point energies, while ∆H and ∆G
stand for the enthalpy and Gibbs free energy, respectively.

Model ∆E ∆EZPE ∆H ∆G

Reactant
74 atoms 0.0 0.0 0.0 0.0

77 atoms 0.0 0.0 0.0 0.0

Transition state
74 atoms

77 atoms 4.7 4.8 3.6 5.3

Intermediate
74 atoms 15.4 16.0 15.7 16.6

77 atoms 4.6 5.1 4.3 5.4

ion becomes tetracoordinated as the oxygen atom from a former hydroxyl group is
no longer capable of bridging both Zn2+ ions. The coordination number of more
buried zinc ion remains the same due to maintained contact with nucleophilic
oxygen atom. Accordingly, pentavalent intermediate binds via simultaneous in-
teraction with both Zn2+ ions, in a manner similar to that observed in the case
of QM/MM PTE-intermediate structure (Figure 3.27). If present, water molecule
appears to influence the reaction scenario as it serves as a new ligand to more
buried zinc ion, Zn1, while pentavalent intermediate is bidentally coordinated to
Zn1 (Figure 3.28). Consequently, both zinc ions maintain their trigonal bipyra-
midal coordination pattern. Compared to the corresponding reactant geometry,
significant increase in the separation of zinc ions can be observed (Zn1. . . Zn2 dis-
tance of 4.60 in contrast with 3.48 Å).

Some of the recently reported studies of the PTE-catalyzed hydrolysis of
paraoxon [250, 259] has shown no changes in hydroxide-zinc ions interactions
upon formation of a pentacoordinate intermediate. However, this is not the only
likely scenario, as Gao et al. [258] proposed a single-step mechanism, whereby
the paraoxon hydrolysis proceeds via the transition state involving a hydroxide
interacting with one zinc ion only. Noticeably, the resulting enzyme-product com-
plex includes additional Zn1-bound water molecule, while hydrogen bonding pat-
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tern involving this water molecule, phosphorus-bound hydroxyl group, and Asp301
side chain [258] is very similar to that found herein for the enzyme-intermediate
structure (Figure 3.28).

In the case of “77 atoms” model, transition state structure immediately pre-
ceding the pentavalent intermediate was successfully determined (Figure 3.28).
However, the entire reaction pathway leading from reactant to this intermediate
seems to involve other transition state(s), as it is unlikely that rearrangement in
zinc coordination required to convert substrate to transition state occurs in a sin-
gle step. The energy of this particular transition state geometry is slightly higher
than that of subsequent intermediate only when electronic energy difference is con-
sidered (Table 3.11). Nonetheless, the intermediate energy relative to reactants is
about 3 times higher in the case of “74 atoms” model (Table 3.11), which seems
to imply that the catalytic mechanism involving water molecule is favored. An-
other advantage of such a reaction scenario involves straightforward restitution of
the active site, i.e., Zn1-bound water molecule additionally hydrogen bonded to
aspartate could be deprotonated by the latter and become a bridging hydroxide
serving as a nucleophile in another reaction cycle. While the remaining stationary
points along a reaction coordinate are yet to be found, these preliminary results
are consistent with the generally accepted catalytic mechanism of PTE, whereby
the nucleophilic attack of a bridging hydroxide triggers the hydrolysis of Zn2-bound
substrate molecule.

Catalytic field for sarin hydrolysis Catalytic fields for the first step of al-
kaline hydrolysis of sarin (i.e., intermediate formation) were superimposed with
the structure of PTE active site (Figure 3.29). Interestingly, only the catalytic
field associated with B path seems to fit into the enzyme active site, as optimal
electrostatic environment for A path implies the presence of negative charges on
both sides of the attacking hydroxide (see side view in Figure 3.14). Negative
and positive charges on the opposite sides of a nucleophilic hydroxide proposed by
B path catalytic fields coincide with the positions of Asp301 residue and Zn2 zinc
ion. In addition to likely preference for B path, the agreement between electrostatic
pattern of PTE active site and the one predicted by catalytic field suggests that
the corresponding active site constituents (i.e., Asp301 and Zn2) are catalytically
important as they are involved in transition state stabilization.
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Figure 3.29: Catalytic fields for the alkaline sarin hydrolysis (B path; see Fig-
ure 3.14) superimposed with the positions of PTE active site residues. The elec-
tronic isodensity surface of 0.01 a.u. is coloured according to the differential electro-
static potential of transition state and reactants calculated at the HF/6-31+G(d)
level of theory. The sign of the differential potential is inverted to reflect the elec-
trostatic properties of a complementary molecular environment. Red (blue) colour
denotes regions where a negative (positive) charge would be optimal for catalytic
activity.
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3.3 Intermediate Binding in Triosephosphate Iso-

merase Catalysis

Triosephosphate isomerase (TIM, E.C. 5.3.1.1) is a highly efficient glycolytic en-
zyme performing the conversion of dihydroxyacetone phosphate to glyceraldehyde-
3-phosphate [288]. Due to the considerable reaction rate enhancement of 109 times
relative to that in solution [289], TIM has served as an example of the extreme
power of an enzyme catalyst [290]. Accordingly, a hypothesis about covalent or
partially covalent catalysis in enzymes with remarkable proficiencies [36] included
TIM as a possible case where the binding of intermediate and/or transition state
may exhibit some degree of covalency.

The first and the last steps of TIM-catalyzed reaction involve formation of
an enediolate, EDT1, via proton abstraction by a catalytic base, Glu−165 residue,
and conversion of another enediolate, EDT2 (differing by the position of a hy-
droxyl group), to product by back donation of proton from Glu165 residue. Despite
a number of studies, uncertainty remains as to the actual mechanism of the middle
step [37, 291, 292], which might encompass either the intramolecular proton trans-
fer (see reaction course marked by black arrow in Figure 3.30) or yet another series
of proton donation and abstraction steps involving an electrophilic TIM residue
(Glu165 or His95).

While general acid-base catalysis exploited by TIM seems to fulfill the cova-
lency requirement put forward by Zhang and Houk [36], it would be interesting to
check whether there is any degree of covalency in binding of the reaction interme-
diate and/or transition state. The transition state associated with intramolecular
second proton transfer is particularly well-suited for this purpose, as it does not
engage any enzyme residue directly. However, such a reaction course is less likely
than the scenario assuming His95-assisted EDT1 to EDT2 conversion [37]. Since
the structure of TIM-EDT1 complex [37] was kindly provided by Dr. Caterina
Ghio, this preliminary study of the covalent nature of interactions taking place
in an enzyme active site was focused on the binding of the first intermediate of
TIM-catalyzed reaction. Selected hydrogen bonds were analyzed in terms of their
geometry, energetics, and topological characteristics of electron density.

Technical details The structure of TIM-EDT1 complex [37], courtesy of
Dr. C. Ghio, was employed in analysis of the possible covalent aspects of enzyme-
intermediate binding. Based on the distance to EDT1, 6 molecular fragments
were selected that make hydrogen bonds to intermediate (see Figure 3.30). In par-
ticular, imidazole, propionic acid, ethylamine and acetamide represented His95,
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Figure 3.30: Structure of the TIM active site model in complex with EDT1 in-
termediate (ball-and-stick representation). Molecular fragments shown in stick
representation were included in analysis of the nature of hydrogen bonds marked
by dashed lines. The colour scheme applied in the latter is consistent with the clas-
sification of hydrogen bonding interactions given in Figures 1.4 and 3.31.

Glu165, Lys+12, and Asn10 residues, respectively. Two hydrogen bonds involving
the EDT1 phosphate tail are formed with Ser211 and Gly171 main chain amino
groups. To mimic these interactions, Ser211 amino group was treated simultane-
ously with the preceding Gly210 residue, whereas Gly171 Cα and amino groups
were capped with carbonyl moiety of the neighbouring Ile170. Except for posi-
tively charged Lys+12 residue, all the remaining molecular fragments are neutral.
EDT1 intermediate bears a charge of −3.

Interaction energy was calculated with 6-31G(d) basis set in a pairwise man-
ner, i.e., within 6 dimers of EDT1 and respective residues/fragments. Variation-
perturbation decomposition of binding energy [26] was carried out as implemented
in the modified version of Gamess–US program [170]. The AIM theory of
Bader [147] was employed in topological analysis of the electron density distri-
bution based on the MP2/6-31G(d) wavefunction. Location and characterization
of the critical points was performed with EXT94B module of Aimpac code [293].
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3.3.1 Properties of TIM active site hydrogen bonds

Table 3.12: Properties of TIM-EDT1 intermediate hydrogen bonding interactions.
Topological parameters and interaction energies are given in a.u. and kcal ·mol−1,
respectively.

Property

Residue-EDT1 dimer

1a 2 3 4 5 6

(Ser211) (Gly171) (His95) (Glu165) (Lys12) (Asn10)

RXH...Y
b 1.189 1.375 1.520 1.746 2.023 2.273

ρC
c 0.166 0.118 0.073 0.052 0.026 0.015

∇2ρC
d 0.079 0.622 0.218 0.100 0.070 0.051

HC
e −0.138 −0.019 −0.010 −0.011 −0.002 0.0002

ratiof 0.70 0.46 0.51 0.69 0.08 0.30

∆EMP2 −18.49 46.77 −29.08 −11.21 −235.31 −23.55

∆E
(2)
CORR −2.01 −9.71 −3.91 −5.36 −3.16 −0.37

∆ESCF −16.48 56.49 −25.17 −5.85 −232.15 −23.18

∆E
(R)
DEL −73.70 −60.76 −28.21 −19.17 −18.01 −6.55

∆E(1) 57.23 117.24 3.04 13.32 −214.14 −16.64

∆E
(1)
EX 162.45 248.63 58.13 41.14 12.67 5.51

∆E
(1)
EL −105.22 −131.38 −55.09 −27.82 −226.81 −22.15

aNumbering of complexes according to designation introduced in Figure 3.30
bHydrogen bond proton-acceptor distance in Å
cElectron density at the BCP
dLaplacian of the electron density at the BCP
eLocal electron energy density at the BCP
f∆E

(R)
DEL/∆E

(1)
EL

As described in section 1.3.3, the degree of covalency of hydrogen bonding in-
teraction can be assessed based on the values of Laplacian of the electron density,
∇2ρC , and local electron energy density, HC , in a given proton-acceptor bond
critical point (BCP). Covalent bonds, implying the concentration of electronic
density in an interatomic region, exhibit negative values of both ∇2ρC and HC .
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Positive Laplacian coupled with HC < 0 is presumed to indicate a partially co-
valent nature of interaction [148]. This classification appears to be reflected in
the ratio of delocalization to electrostatic components of interaction energy, i.e.,
∆E

(R)
DEL/∆E

(1)
EL [142]. In particular, covalent or partially covalent hydrogen bonds

(HC < 0) are accompanied by the value of ∆E
(R)
DEL/∆E

(1)
EL greater than ∼ 0.45.

According to the properties of 6 hydrogen bonds studied herein (Table 3.12),

4 of them seem to be partially covalent, since the ∆E
(R)
DEL/∆E

(1)
EL ratio exceeds

0.45. Remarkably, this finding is confirmed by the negative HC values. While
the shortest hydrogen bond present in Ser211-EDT1 complex (RNH...O = 1.189
Å) falls into the region associated with covalent bonds (Figure 3.31), its possible
covalency is not confirmed by negative ∇2ρC . However, considerable value of
electronic density in the corresponding BCP, ρC= 0.166 a.u., is characteristic of
covalent bonds. It is then unclear, whether this inconsistency results from some
intrinsic features of the system under study or it is due to application of relatively
small basis set without diffuse functions.

A distinctive feature of Lys12-EDT1 complex is the interaction of two oppo-
sitely charged monomers, one of them bearing a charge as large as −3. This
is reflected in the large value of interaction energy, a major part of which en-
compasses first-order electrostatic term (Table 3.12). Despite the hydrogen bond
proton-acceptor distance (RNH...O = 2.023 Å) ruling out any degree of covalency,
HC value is negative. Again, this might result from unique features of the Lys12-
EDT1 complex or be simply an artifact arising from basis set inadequacy.

Comparison of the topological and energetic results describing hydrogen bonds
considered herein (Table 3.12) reveals lack of correlation between increasing length
of a hydrogen bond and decreasing binding strength. While the former is closely
followed by lowering of the electronic density in a given BCP, the ordering of com-
plexes based on the interaction energy is inconsistent with their intermolecular
separation or ρC value. Based on the positive value of binding energy, Gly171-
EDT1 complex, suggested to be partially covalent (Figure 3.31) does not seem
to occur at all. Repulsive interaction observed here results from too short inter-
monomer distance—nitrogen and oxygen atoms belonging to different monomers
are separated by RO...N = 1.802 Å. Significant contribution of delocalization ef-
fect is then artificial and the two monomers appear to be too close to each other,
probably as a result of molecular mechanics origin of the structure [37]. Finally,
apparent inconsistency concerning the binding strength versus the proton-acceptor
distance and BCP characteristics could result from the arbitrary division of an ac-
tive site into molecular fragments interacting separately with EDT1 intermediate.
Still, this preliminary results seem to confirm that TIM-EDT1 interaction involves
hydrogen bonds of partially covalent nature.
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Figure 3.31: Classification of hydrogen bonding interactions including 6 points
corresponding to the intermediate binding in TIM active site (marked as yellow
diamonds). The numbering of these points corresponds to structures of dimers
inserted into the plot. The location of proton-acceptor bond critical points within
each dimer is shown as green ball. The remaining points in the plot refer to
34 hydrogen bonded complexes studied in Ref. [142].



CHAPTER 4

Summary

This work was intended to provide insight into the fundamental phenomena re-
sponsible for enzyme-ligand interactions. As one of the first such contributions in
the literature, it was focused on the nature of intermolecular forces that govern
the recognition of ligands within a binding pocket of an enzyme or enhance a par-
ticular reaction performed by an enzyme. The main tool to study the intermolec-
ular interactions was the nonempirical variation-perturbation scheme of binding
energy partitioning. Catalytic activity of enzymes was analyzed in the framework
of Differential Transition State Stabilization (DTSS) methodology, which provides
the clear connection between the binding energy and the catalytic function. In
addition to these methods, a variety of computational chemistry techniques was
applied in preparation of the structures of enzyme-ligand complexes (e.g., docking,
molecular dynamics, QM and QM/MM calculations). The key conclusions of this
work are presented herein.

Enzyme inhibition

A detailed, novel in the existing literature, nonempirical analysis of the physical
nature of interactions taking place in an enzyme binding pocket was performed for
potato phenylalanine ammonia-lyase (PAL), parsley PAL and human urokinase-
type plasminogen activator (uPA) inhibitors (Chapter 2).

130



131

General conclusions The following conclusions regarding the intermolecular
interactions-based study of enzyme inhibitory effects can be drawn upon these
results:

� Binding energy within three sets of enzyme-inhibitor complexes shows
correlation with experimental inhibitory activity (i.e., − logKi or
− log IC50). Quantitative agreement obtained for potato PAL inhibitors
features r2 and standard error of estimate (SEE) values of 0.99 and
1.48 kcal ·mol−1 (at the MP2 level of theory). Weaker correlation found
in the case of parsley PAL inhibitors might result from considering a larger
and more variable set of inhibitors bound in two different arrangements as
well as a lack of post-docking refinement of receptor-ligand complexes. Sim-
ilarly, structural flaws due to force field based optimization of uPA-inhibitor
complexes could explain worse performance of inhibitory activity models ob-
tained in this case. Nonetheless, these results indicate that solvation
and entropic contributions are relatively constant across the three
series considered herein and valid binding affinity prediction could
be made based on the analysis of interaction energy only.

� In general, the higher the level of theory applied to the description
of intermolecular interactions, the greater the degree of correla-
tion with experimental binding affinity. This observation does not
seem to apply to the cases, where inaccurate structures of enzyme-inhibitor
complexes were employed (e.g., uPA complexes), as derived from force field
calculations. Even in such a case, fortunate cancellation of errors in short
range terms might result in a reasonable description of the inhibitory activity
despite an application of a more approximate electrostatic model. Addition-
ally, it appears that limiting the size of an active site representation could be
a remedy to some structural flaws of receptor-ligand complexes, as the noise
introduced by residues contributing little to the overall interaction is proba-
bly larger than their actual involvement in inhibitor binding.

� Ab initio results indicate that some force field optimized uPA-inhibitor struc-
tures contained shortened intermolecular contacts due to the deficiencies of
empirical parametrization (section 2.2). This resulted in a poor correlation
of the ∆ESCF and ∆E(1) levels of theory containing exaggerated exchange
and delocalization components. As these terms are of opposite sign,
they tend to cancel each other to a significant degree explaining
a remarkably reasonable correlation of the electrostatic term ∆E

(1)
EL

with experimental results.
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� Monitoring of the drop in correlation when omitting a given re-
ceptor site residue(s) in the inhibitory activity model allows for
determination of residues important for ligand specificity. As a re-
sult, the minimal active site representation can be constructed leading to
the more computationally tractable models. For example, accounting for
the two of a total of nine uPA active site residues results in a remarkable
agreement with experimental data.

� Systematic analysis of both the physical nature of interactions and binding
contribution of receptor site residues allows for rational derivation of sim-
ple yet sufficiently accurate models of inhibitory activity related, for
example, to the molecular electrostatic potential of inhibitors in several se-
lected contact points. Such models, derived from the first principles
of quantum mechanics (in contrast to QSAR approach), provide
rapid and straightforward estimation of binding affinity without
using any empirical parametrization.

Parsley PAL inhibitors The results of the docking study of parsley PAL in-
hibitors (section 2.1.4) can be summarized as follows:

� The binding of 11 parsley PAL inhibitors studied herein is directed by an ionic
pair involving the phosphonate (carboxylate) group of inhibitors and the side
chain of Arg354 residue. Depending on the size and flexibility of a remain-
ing part of a ligand molecule, two different arrangements of an inhibitor
aromatic ring are possible. Complementarity with a more polar region of
parsley PAL active site (i.e., residues Gly115, Gln348, Pro385, and His396)
appears to increase the binding affinity. Of the two possible conformers of
2-aminoindane-2-phosphonic acid derivatives, the one with axial phospho-
nic group seems to be favored as it binds within this particular region of
a receptor site, resulting in a stronger enzyme-inhibitor interaction.

Enzymatic catalysis

DTSS methodology supplemented by catalytic fields approach was employed in
the investigation of phosphorylation process catalyzed by 4-methyl-5-β-hydroxy-
ethylthiazole kinase (ThiK) and cAMP-dependent protein kinase (PKA). With
the aim of further application of an analogous approach to the study of organophos-
phate hydrolysis catalyzed by phosphotriesterase (PTE), the attempts at modeling
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of PTE catalytic mechanism were also undertaken here. To address the Zhang and
Houk [36] hypothesis concerning covalent catalysis possibly exploited by proficient
enzymes, the last part of this thesis focused on the nature of a reaction intermediate
binding within triosephosphate isomerase (TIM) active site.

General conclusions The main findings regarding the intermolecular interactions-
based study of enzyme catalytic effects (section 3.1) are the following:

� Due to the minor role of electron correlation and mutual cancellation of de-
localization and exchange effects, interaction energy within ThiK and
PKA active sites is mainly electrostatic in nature. This outcome
further confirms the hypothesis about electrostatics playing a major role in
stabilization of the enzymatic transition states [21, 98, 99]. Accordingly,
computationally inexpensive electrostatic interaction energy could be em-
ployed in the assessment of a possible catalytic contribution arising from
the presence of a given residue.

� DTSS analysis reveals the role of active site residues in enzyme
catalytic activity. Of particular importance for differential transition state
stabilization are Glu126 and Cys198 residues as well as Mg2 magnesium ion
of ThiK. PKA active site components with the most significant contribu-
tion to the lowering of activation energy barrier include both magnesium
ions as well as Lys72 and Asp166 residues. Despite moderate inhibitory ef-
fects due to the presence of PKA Ser53 residue, the total DTSS energy of
residues building the glycine-rich loop is negative confirming its involvement
in transition state stabilization. Noticeably, identity of enzyme residues
exhibiting outstanding catalytic or inhibitory effects matches their
sequence and structure conservation.

� Destabilization of the transition state resulting from the presence of a par-
ticular residue suggests a structural role of the latter (e.g., Lys168 residue of
PKA presumably involved in an optimal spatial alignment of the reactants
or magnesium ligands engaged in metal ion binding). Another likely expla-
nation involves the pairwise fashion of interaction energy calculation that
entirely neglects any possible many-body contributions.

� Analysis of the electronic charge redistribution along a reaction
pathway allows the ideal catalytic environment to be derived from
the first principles of quantum mechanics. The comparison between
spatial arrangement of enzyme active site components and the catalytic
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fields representing the electrostatic characteristics of an optimal catalyst pro-
vides a qualitative measure of complementarity of both charge distributions
achieved in an evolutionary way. More importantly, such an analysis could
be employed in the prediction of an influence of mutation allow-
ing for the rational catalyst design. Accordingly, catalytic fields for
ThiK-catalyzed reaction correctly predict increased catalytic activity upon
Cys198Asp mutation.

ThiK-catalyzed reaction The results concerning ThiK catalytic mechanism
lead to the following conclusions:

� ThiK-catalyzed phosphoryl transfer reaction appears to proceed according to
an SN2-like mechanism. The latter involves a nucleophilic attack of the sub-
strate hydroxyl group on the phosphorus atom followed by a single transition
state with the hydroxyl proton already transferred to the γ-phosphate oxygen
atom. No direct involvement of Cys198 residue was confirmed.

PTE-catalyzed hydrolysis of organophosphates The results involving gas
phase alkaline hydrolysis of PTE substrates as well as preliminary findings re-
garding PTE catalytic mechanism (section 3.2) can be summarized in a following
way:

� While all base-catalyzed hydrolysis reactions studied herein appear to fol-
low an associative mechanism, the cleavage of P-O and P-S bonds occurs
according to a one-step direct-displacement mechanism involving the pres-
ence of a single SN2-like transition state, whereas the hydrolysis of P-F and
P-CN bonds is consistent with an addition-elimination scenario employing
several trigonal bipyramidal intermediates. Two alternative reaction path-
ways are possible for each of these mechanisms that differ in a position of
the attacking hydroxide relative to the phosphoryl oxygen atom. Apparently,
the most energetically favorable reaction coordinate involves the hydroxide
proton being stabilized by a phosphoryl oxygen. As suggested by catalytic
fields, the mechanism involving opposite placement of hydroxide appears to
be exploited inside the PTE active site. The rate-limiting step of multistep
mechanisms appears to be associated with an intermediate formation.

� Reliable model of PTE-sarin complex was developed that is consistent with
the current hypotheses regarding substrate binding and the following cat-
alytic events.
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� PTE active site is well organized by the stabilizing interactions between zinc
ions and their ligands. Bridging hydroxide ion is hydrogen bonded to Asp301
carboxylate group, which is crucial for proper positioning of hydroxide with
respect to phosphorus atom of substrate.

� Although isopropyl group of sarin molecule is able to acquire a variety of
positions within large group binding pocket of PTE, sarin itself is anchored
by strong interaction between more exposed zinc ion and phosphoryl oxy-
gen atom. Small group binding pocket accommodates methyl substituent,
whereas fluorine atom is directed toward the leaving group portion of PTE.

� In agreement with both MD results and available X-ray data, QM/MM and
QM models of PTE-sarin complex support the generally accepted catalytic
mechanism of PTE. The latter might involve additional water molecule that
becomes zinc ligand in the course of a reaction and, possibly, aids the active
site restitution.

� The comparison between catalytic fields derived from gas phase mechanism
of sarin hydrolysis and the arrangement of PTE active site residues suggests
that Asp301 residue and Zn2 zinc ion are catalytically important, as their
formal charge is in agreement with the electrostatic properties of an optimal
catalytic environment predicted by the catalytic fields.

The nature of intermediate binding in TIM catalysis The binding of ene-
diolate (EDT1) intermediate of TIM-catalyzed reaction involves 6 hydrogen bonds.
Ab initio analysis of the physical nature of these hydrogen bonds (section 3.3) leads
to the following results:

� Topological and energetic properties of the hydrogen bonds anchoring EDT1
in the TIM active site suggest that 4 hydrogen bonds are partially covalent
in nature. This finding is supported by the value of ∆E

(R)
DEL/∆E

(1)
EL ratio

greater than ∼ 0.45 as well as the negative value of electron energy density,
HC , in a given proton-acceptor bond critical point. While more compre-
hensive investigation encompassing other enzymes as well as transition state
binding is required to confirm the hypothesis of Zhang and Houk [36], it
appears that at least partially covalent interactions with reaction interme-
diates and/or transition states might account for the catalytic advantage of
the most powerful enzymes.
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putational design of biological catalysts. Chem. Soc. Rev., 2008, 37(12),
2634–2643.

[26] Sokalski, W. A.; Roszak, S.; Pecul, K. An efficient procedure for decompo-
sition of the scf interaction energy into components with reduced basis set
dependence. Chem. Phys. Lett., 1988, 153(2,3), 153–159.
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[163] Appert, C.; Zoń, J.; Amrhein, N. Kinetic analysis of the inhibition of pheny-
lalanine ammonia-lyase by 2-aminoindan-2-phosphonic acid and other pheny-
lalanine analogues. Phytochemistry, 2003, 62(3), 415–422.
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[165] Zoń, J.; Miziak, P.; Amrhein, N.; Gancarz, R. Inhibitors of phenylalanine
ammonia-lyase (PAL): synthesis and biological evaluation of 5-substituted 2-
aminoindane-2-phosphonic acids. Chem. Biodivers., 2005, 2(9), 1187–1194.
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CHARMM27 topology and parameters for sarin

Topology file

RESI SAR 0.00 !

GROUP ! H21

ATOM P1 P 1.030 ! |

ATOM O1 ON2 -0.440 ! H23--C2--H22 H31

ATOM O2 ON3 -0.540 ! | /

ATOM FP F1 -0.280 ! H11--C1----C3--H32

! ! | \

! ! HP1 O1 H33

ATOM C1 CN7 0.270 ! | |

ATOM H11 HN7 -0.040 ! HP2--CP--P1--FP

! | ||

GROUP ! HP3 O2

ATOM C2 CN9 -0.120

ATOM H21 HN9 0.040

ATOM H22 HN9 0.040

ATOM H23 HN9 0.040

GROUP

ATOM C3 CN9 -0.120

ATOM H31 HN9 0.040

ATOM H32 HN9 0.040

ATOM H33 HN9 0.040

GROUP

ATOM CP CT3 -0.18
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ATOM HP1 HA 0.06

ATOM HP2 HA 0.06

ATOM HP3 HA 0.06

BOND P1 O1 P1 O2 P1 FP P1 CP O1 C1

BOND C1 H11 C1 C2 C1 C3

BOND C2 H21 C2 H22 C2 H23

BOND C3 H31 C3 H32 C3 H33

BOND CP HP1 CP HP2 CP HP3

Additional parameters

BONDS

P F1 233.0 1.600

P CT3 236.0 1.800

ANGLES

CN9 CN7 CN9 58.35 113.60 11.16 2.561

ON2 CN7 CN9 115.0 109.7

HA CT3 P 42.7 110.0

CT3 P ON3 98.9 118.0

CT3 P ON2 37.0 103.0

F1 P ON3 50.0 112.0

F1 P ON2 50.0 103.0

F1 P CT3 47.1 102.0

DIHEDRALS

CN9 CN7 ON2 P 0.40 1 180.0

CN9 CN7 ON2 P 0.30 2 0.0

CN9 CN7 ON2 P 0.10 3 0.0

CN9 CN7 CN9 HN9 0.195 3 0.0

ON2 CN7 CN9 HN9 0.195 3 0.0

HA CT3 P ON3 0.10 3 0.0

HA CT3 P ON2 0.10 3 0.0

F1 P ON2 CN7 0.10 1 270.0

F1 P CT3 HA 0.10 3 0.0

CT3 P ON2 CN7 0.10 1 0.0
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