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Introduction

When considering a river valley during the passing of the �ood wave as a phy-
sical system, it is necessary to determine the state of this system, its characteristic
variables and its response to the external factors. A mathematical abstraction is
modelled to determine the features of this physical system. Due to the role of
the �oodplains in farming as well as the �ood consequences, �ow modelling in
valleys is an important part of hydromechanics and hydraulics. Publications on
determination of �ood hazard zones and the methods to limit �ood consequences
have became particularly important after the �oods of 1997 and 1998 (Kubrak
and Nachlik, 2003; Radczuk et al., 2001; Grocki and Czamara, 2001).

The river valley as a �oodplain features high diversi�cation of land cover which
in�uences surface roughness to a great extent. In particular, valleys which are used
for farming (arable lands, meadows and pastures), small plants (shrubs) and tall
plants (clump of trees, forests) have di�erent �ow resistance. Parameterization of
selected geometric features of plants depends on establishing the type of plants
(particularly in case of tall plants � deciduous trees, coniferous trees) and their
height (Mokwa, 2003). The knowledge of these parameters facilitates evaluation
of characteristic data for the surface roughness classes such as spacing of trees,
diameters of trunks, etc. In hydrodynamic calculations, the value of resistance
coe�cient can be established on the basis of calculations which tare the model
(Parzonka et al., 2000). It requires, inter alia, hydrodynamic measurements of hy-
draulic parameters (velocity distribution in section), which is not always possible
in the case of a passing �ood wave. The other approach depends on determi-
nation roughness coe�cients on the basis of the shape and land cover analysis.
Maps, aerial photographs, GIS databases and site surveys results are used for this
purpose. The most common method of identi�cation and classi�cation of images
in the aerial photographs is a visual interpretation, called photointerpretation
(Cioªkosz et al., 1999). The development of new measurement techniques such as
laser scanning and advanced digital methods of classi�cation, e.g. neural networks,
may be the basis to claim that these methods can be used to assess the forms of
land cover on �oodplains with allowance for �ow coe�cients.

This paper is the result of a research which has been carried out over the course
of a few years and which focused on remote sensing, photogrammetric, digital
acquisition and digital processing methods for the purpose of surface roughness
evaluation of �oodplains. It presents the technique of automatic identi�cation of
land cover for the need of evaluation of resistance coe�cients of �ood waters on
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the �oodplains using the method of computer-aided decision making and transfor-
mation of the obtained coe�cients to a hydrodynamic model. Chapter 1 of this
publication is an attempt to summarize the literature concerning issues of hydro-
dynamic calculations and determination of �ood hazard zones with respect to the
role and methods of �ow resistance evaluation. Due to the purpose and nature of
this publication, this knowledge is crucial to learn and understand the needs of
experts who work in this �eld. Chapter 2 concerns classi�cation in remote sensing,
particularly new techniques and solutions. A method of automatic identi�cation
of land cover classes for the need of hydraulic features evaluation of �oodplains is
also discussed here. The potential sources of data for this classi�cation and the
accepted method of accuracy assessment were also indicated. Chapter 3 provides
a description of the adopted identi�cation method in the selected part of the river
valley, short description of the study area, a discussion of possible approaches
to classi�cation as well as an analysis of the results obtained and their accuracy
evaluation. Chapter 4 is a summary.



Chapter 1

The role of �ow resistance coe�cients

in hydraulic calculations of natural open

river beds

Hydraulic calculations of �ow parameters in natural open river-beds have been
extensively discussed in the existing professional literature (Kubrak and Nachlik,
2003; Sobota, 1994; Puzyrewski and Sawicki, 2000; Nachlik, 2000; D¡bkowski and
Pachuta, 1996). Due to the diversi�ed shapes of �ow areas, as well as forms of
land cover, the rising discharges which frequently extend to economically exploited
areas, present a di�cult issue to study. A correct determination of hydraulic
characteristics of high water in river valleys requires the estimation of parameters
which describe the �ow resistance. While the roughness parameters of the major-
ity of material types which may compose the bottom and sidewalls of river-beds
(especially the ones that can not be washed away) have already been precisely
determined and tabled (Chow, 1959), the estimation of the in�uence of plants on
the �ow capacity of river-beds and valleys is a problematic issue, mostly due to
the richness of plant types and the dynamic changes of plants features (Tymi«ski,
1996). The occurrence of plants on �oodplains of river beds intensi�es the in-
terchange of water masses between the �oodplain and the main river bed. The
phenomenon applies mostly to tall plants (taller than the �ow depth and unlikely
to change under the in�uence of the hydrodynamic water pressure (Bretschneider
and Schultz, 1985)) and is called interaction. It impedes the water �ow in the
river-bed and is very important for determining the rising discharge �ow in river
valleys and for specifying the �ood-threatened areas (Nachlik, 2000).

1.1. Estimation of �ow resistance in �oodplains

A number of technical problems concerning the �ow capacity of river beds are
solved by the assumption that the water �ow in a river bed is �xed and uniform.
Although the aforementioned assumptions are valid for numerous cases, they are
also erroneously used in situations in which not all of the conditions are ful�lled
(a situation of water �ow obstructed by plants may be an example). When the
water �ow is obstructed by tall plants (trees), the �ow is regarded as quasi-uniform
(Kubrak and Nachlik, 2003). One of the most fundamental formulas in the study
of hydraulics of open river-beds is the Chézy formula, describing the mean �ow
velocity of steady, turbulent open channel �ow:

ν = C
√
RJ (1.1)
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where: ν � mean velocity of water �ow in the cross-section,
C � Chézy resistance coe�cient,
R � hydraulic radius of the cross-section,
which can be expressed in the form of the following equation:

R =
A

O
(1.2)

where: A � cross-sectional area of the �ow,
O � wetted perimeter.
J � hydraulic gradient (the fall of the energy line
in the uniform motion, which is equal to the bottom fall).

The mean velocity of water �ow can also be calculated on the basis of empirical
dependencies presented by:
� Strickler (Sobota, 1994):

ν = kstR
2
3 J

1
2 (1.3)

where: kst � roughness coe�cient of the bottom surface and sidewalls.

� Manning (Sobota, 1994; Puzyrewski and Sawicki, 2000):

ν =
1

n
R

2
3 J

1
2 (1.4)

where: n � roughness coe�cient of the bottom surface and sidewalls.

Analysis of formulas 1.1, 1.3 and 1.4 leads to the derivation of an equation illus-
trating the dependencies between various coe�cients which characterize the river
bottom and sidewalls resistance:

C = kstR
1
6 (1.5)

kst =
1

n
(1.6)

An extensive collection of numerical values for the C, kst and n coe�cients, as
well as for various surface types is presented in the professional literature (Sobota,
1994; Kubrak and Nachlik, 2003; Puzyrewski and Sawicki, 2000).
The �ow resistance can also be calculated on the basis of the universal Darcy-Weisbach
equation, by establishing the value of the coe�cient λ (Sobota, 1994):

ν =

√
8gRJ

λ
(1.7)

where: g � gravitational acceleration,
λ � linear resistance coe�cient.
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The λ coe�cient for uniform surface roughness can also be established (while mak-
ing certain assumptions) on the basis of the simpli�ed Colebrook-White equation:

λ =

[
−2.0 log

(
ks

14.84R

)]−2

(1.8)

where: ks � absolute river-bed roughness.

The relation between n, kst coe�cients and the non-dimensional λ coe�cient is
given by the following equation:

kst =
1

n
=

√
8gRJ

λR
1
3

(1.9)

The use of n or λ coe�cient in mathematical modelling depends on the employed
computer software, which is based on one of the possible methods of �ow resis-
tance calculations (Kubrak and Nachlik, 2003). In the contemporary, high-quality
computer software the motion resistance is mostly determined on the basis of
a generalized �ow law. It is most frequently applied to the studies of areas covered
by plants, where the surface and vegetation parameters determine the strength
of motion resistance. The problems of growth parameterization and related �ow
calculations have been widely discussed in the papers by Kaªu»a (1996, 1999,
1995a,b), Kubrak and Nachlik (2003), �elazo (2002) and Rickert (1986). Other
authors, e.g. Petryk and Bosmajian (1975), Kouwen and Unny (1973), D¡bkowski
and Pachuta (1996), Tymi«ski (1996) studied the in�uence of various types of
plants on the water �ow resistance and usually proposed their own formulas re-
lated with the average numerical values of the plants geometrical parameters. It
is important to bear in mind that the character of plant �ow resistance change
with the velocity of water �ow. According to The German Association of Water
Management and Land Melioration the description of vegetation from the point of
view of hydraulic calculations should include the type, distribution and arrange-
ment of existing plants (Parey, 1991). In practice, the plants are grouped on the
basis of hydraulic criteria into (Kaªu»a, 1996):
� dense groups of trees or shrubs,
� single trees or shrubs,
� mixtures of trees and shrubs.

The �ow resistance of tall plants depends mostly on the resistance of the plant's
bulk shape, which is �own around by water. In case of a clump of trees, the
parameterization of the plants is reduced to establishing their average diameter dp
and spacing ax and ay (Fig. 1.1). The coe�cient of a clump of trees λp is given
by:

λp = CWR
4dph cosα

axay
, (1.10)

where: h � depth of the �ow,
α � inclination angle of the area's longitudinal pro�le.
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The resistance coe�cient of the water �ow for a clump of trees CWR is given
by Rickert (Rickert, 1986):

CWR =

[
1.1 + 2.3

dp
ay

]
·
[
0.6 + 0.5 log

(
ax
ay

)]
+ 2 ·

 1

1− dp
ay

− 1

 (1.11)

Figure 1.1. Parameterization of geometrical features of tall plants.

The resistance coe�cient for shrubs may be established similarly (Kaªu»a,
1999), with only one di�erence: in case of areas overgrown by single shrubs, ax, ay,
dp are treated as macro-structural dimensions, that is the spacing and diameter
of an entire shrub (here, shrubs are perceived as impermeable objects), while the
micro-structural model is applied to areas densely overgrown by shrubs (here,
plants are treated as permeable and the average diameter dp and spacing ax, ay
of branches play an important role). The �ow resistance coe�cient accepted for
calculations is a sum of the trees (shrubs) resistance coe�cient λp and the river
bottom resistance coe�cient λd (Kubrak and Nachlik, 2003):

λ = λp + λd (1.12)

Speci�cation of the plants substitute parameters requires that the measurement
is conducted on representative areas, called sample plots (Kukuªa et al., 1997). Due
to the vastness of the �oodplains, a comprehensive recording of existing vegetation
is impossible. Numerous authors have suggested using the statistical method to
record the vegetation. The method implies drawing conclusions concerning the
parameters of the entire area on the basis of a statistical sample. The method
proposed in the presented paper is based on a direct recording of vegeta-
tion on sample plots, and then preparing a feature vector that describes
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the plots and is followed by an attempt to locate similar plots on the
entire study area by conducting a supervised classi�cation.

1.2. Hydrodynamic modeling as a tool for �ood protection

The notion of �ood is understood as a set of complex phenomena and con-
ditions that accompany freshets and eolian water lifting and water rising due to
river congestion occurring at inland waterways and maritime belt, and causing se-
curity threat, as well as economic, social and moral losses (Radczuk et al., 2001).
According to the methodology of (Nachlik, 2000), the study of �ood threat should
encompass the evaluation of the existing �ood protection system, based on inven-
tory control of �ood protection facilities, river-bed evaluation from the point of
view of water discharge, and the evaluation of the condition of river banks and
water discharge facilities on built-up areas. The evaluation of a river-bed capacity
of water discharge can partially be based on hydraulic calculations that include
information concerning the shape and development of the studied area. Topo-
graphic data can be represented as formulas, boundary conditions and coe�cients
(for instance, related to roughness). The geometry and land development are
usually de�ned on the basis of through, geodetic site surveys and, more frequently
nowadays, via remote methods (Photogrammetry and Remote Sensing) (Goªuch
et al., 2000, 2004).

The increasing accuracy and detail of river-beds descriptions, related to im-
proved data acquisition and processing methods, allow implementatin of advanced
mathematical models that simulate water �ow processes.

1.2.1. Computer simulation of river water �ow

Di�culties related to simulation of various physical processes with real hy-
draulic models led to the development of mathematical modeling (Majewski, 2005).
A mathematical model of a river stretch is a certain mathematical abstraction,
which is related to variables characterizing the state of a system, external impact
on that system and its reactions to this impact, being always a simpli�cation of the
real system where the complexity is practically unlimited (Radczuk et al., 2001).
As the ratios of river lengths to their widths and depths are usually incomparable,
�rst one dimensional (1D) model systems were invented and implemented. There,
the distribution of velocity and other values, e.g. temperature, changes in only
one direction which is the direction of water �ow. Although such approach is very
simplistic, in most cases it can be successfully employed by engineers (Majewski,
2005). Due to the increasing computational capacities of computers, numerical,
two-dimensional modeling of open river-beds became possible. Physical parame-
ters in such models are averaged in the vertical direction but they change horizon-
tally. Attempts have been made to employ three-dimensional models in hydraulic
calculations, but the great number of data required for model calibration, as well as
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the task's computational complexity prohibited their use by engineers (Majewski,
2005).
A number of computer systems employed to hydrodynamic modeling have been de-
veloped, e.g.: HEC-RAS, HEC-HMS (developed by US Army Corps of Engineers
- Hydraulic Engineering Center), MIKE 11, MIKE 21 (Danish Hydraulic Insti-
tute), SMS (Brigham Young University), CARIMA (Laboratoire d'Hydraulique
de France), FLUVIAL National Research Council USA) and SiReN (Wrocªaw
University of Environmental and Life Sciences).

1.2.2. Means of surface roughness representation in hydrodynamic
models

Depending on the employed approach and type of hydraulic calculations, the
surface roughness can be described in various ways. Researchers (Sobota, 1994;
Radczuk et al., 2001; Kubrak and Nachlik, 2003) emphasize the importance of
a proper surface roughness estimation for correct water �ow calculation. This ap-
plies to both: river beds (which is not the subject of this paper) and �oodplains,
that are particularly relevant for the issues of high water �ow calculations and
modeling).
Depending on the number of coordinates required for water �ow description, the
computer systems used for hydrodynamic phenomena modeling are classi�ed as
follows: one-dimensional (1D), two-dimensional (2D) and three-dimensional (3D).

One-dimensional models (1D)
One-dimensional systems, which are based on the assumption that the velocity
component is in agreement with the river axis direction, employ description of the
�ow area geometry in the shape of cross-sections perpendicular to the direction
of the river �ow (HEC-RAS, 2006). HEC-RAS computer program is an example
of 1D system developed by US Army Corps of Engineers. It is based on the
Muskingum and Muskingum-Cunge kinematic wave model (Kot and Szymkiewicz,
2002), and the calculations are made from one cross-section to the next by solving
a �xed multivariant �ow equation using the iteration method. Determination of
velocity coe�cients for a single cross-section involves the division of a �ow area into
parts that have identical properties. Two approaches to the problem of roughness
description in one-dimensional models prevail (Radczuk et al., 2001):

� acceptance of a substitute coe�cient for a river-bed and each �oodplain sepa-
rately, avoiding the division into smaller zones,

� acceptance of a substitute coe�cient for a river-bed exclusively, while the �ood-
plains section is divided into parts, each of which is treated as a compact
section, homogenous from the point of view of their roughness.

Both of the described approaches can be employed in the HEC-RAS system.
Most often, however, the river-bed area is treated as an indivisible element, while
the surrounding lands are divided into parts on the basis of establishing points of
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Figure 1.2. Surface roughness representation in 1D models (Mokwa, 2003)

change in the roughness coe�cient, according to Manning formula (1.4) (Sobota,
1994). This is illustrated in Fig. 1.2.

The value of the roughness coe�cient on a segment cross-section should make
allowance not only forthe change in surface hydraulic properties along the cross-
section, but also of the whole area till the next cross-section. The means of map-
ping �oodplain roughness coe�cient on a calculation cross-section are described
in (Gierczak, 1998). On the basis of the methods described by Gierczak, three
general approaches to the problem can be distinguished: the �rst one concerns
to the roughness expressed in segments on a cross-section, while the other two
concern the substitute roughness for the entire �oodplain. The �rst method is
based on the division of the right and left �oodplain cross-section into segments,
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Figure 1.3. Scheme of the method for roughness calculation in a cross-section
(Gierczak, 1998)

each of which possesses its own distinguishable properties. The division re�ects the
percentage share of a partial area Fi in the entire area, according to the formula
(Gierczak, 1998):

Li =
Fi∑n
i=1 Fi

·B, (1.13)

where: Li � i-th cross-section segment,
B � roughness of the �oodplain.

According to the presented method, segments are arranged along the cross-section
in such a way that the rougher segments are located at the external valley-banks,
while the segments of smaller roughness value are located at the river-bed (vide:
Fig. 1.3).

The second and third method require the calculation of the substitute coe�-
cient as the average roughness from partial areas. The way of de�ning the average
distinguishes the two methods. In practice, however, expression of a coe�cient ac-
cording to the changes observed along the cross-section is usually employed. The
method is legitimate when the cross-sections are made frequently and in places
characteristic from the point of view of their shape and roughness changes.

Two-dimensional models (2D)
Two-dimensional models are employed to simulate water �ow in river-beds where
the vertical vector components of velocity and acceleration are considerably smaller
than their components in the horizontal plane. RMA2 from the SMS package
may be an example of such a model. It is used for modeling water �ow and trans-
port of particles in rivers, estuaries and coastal belts. The package employs the
�nite-element method in order to solve equations which describe two-dimensional
water �ow and depositional transport. It also allows for one-dimensional cal-
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Figure 1.4. Scheme of the method for roughness representation in 2D models
(Mokwa, 2003)

culations in cases when two-dimensional calculations are not required, and for
three-dimensional calculations in special situations. The velocity components
� averaged vertically � in the horizontal plane are calculated by integration of
a three-dimensional set of equations of conservation of mass and momentum along
the vertical component from the bottom to the water surface. It is assumed that
the movement along the vertical component is irrelevant and the constant water
density is ρ. Solution of the equations requires establishing a number of parameters
which describe hydraulic and geometric properties of the modeled area. According
to (Froehlich, 2002), description of river-bed and �ood-plain roughness characteris-
tics should be based on site surveys (this is particularly important for a river-bed),
as well as aerial photographs, ground photographs and topographic maps. Infor-
mation concerning the surface roughness is often saved together with information
concerning relief in the form of a digital terrain model (Fig. 1.4). The majority
of the computer systems used for water �ow modeling can use data gathered in
the Geographic Information Systems (GIS). It is, therefore, possible to use the
same information concerning the layout of the land (usually in the form of digital
terrain model) and its forms of covering in the majority of systems as a thematic
layers, and � by means of appropriate tools � to transform those values into the
form required by a model.





Chapter 2

Supervised classi�cation of land cover

as a method of surface roughness

evaluation on �ood-plains

The characteristic parameters of plants are de�ned on the basis of inventory
and direct site surveys (Kubrak and Nachlik, 2003). Detailed determination of
plant types and estimation of dp, ax and ay geometric parameters of tall plants
(chapter 1.1) require labor intensive studies and site inspections. Application of
modern techniques of remote sensing and aerial photographs allows estimation of
those parameters with little or no �eld work involved, especially in cases when
a visual analysis of trees, based on oblique aerial photographs is supplemented by
the information concerning tree height. First, an expert de�nes the properties of
plants on small test �elds and then � by means of a statistic or computer aided
decision method (which is the subject of the present work) � he identi�es similar
areas occurring in the entire study area. The method can also be used to determine
other forms of land cover and to assign resistance parameters to them, which is
a much easier task. a map of areas of similar roughness parameters, which was
created in this process, may, next to the numerical terrain model, serve for both
one and two-dimensional hydrodynamic modeling (Mokwa and Tymków, 2004;
Tymków and Mokwa, 2005; Tymków et al., 2006).

2.1. Theoretical basis of the recognition problem

The ability to recognize objects (phenomena, processes, signals, situations) can
be de�ned as the ability to assign them a de�nite meaning (class) on the basis of
their certain characteristic properties (features) (Kurzy«ski, 1997). In order to
recognize an object correctly, measurements and a correct selection of features are
necessary. These tasks constitute separate problems in the recognition process.
Measurable values of features (for instance: from continuous or discrete domain
of real numbers, natural numbers or fuzzy numbers) put together in one column
are called feature vectors:

x =


x(1)

x(2)

...
x(d)

 (2.1)
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The feature vector constitutes a source of information about a classi�ed object
for recognition algorithms and methods. Two main stages can be distinguished
in the recognition process (Hoppner et al., 1999; Tadeusiewicz, 1993; Linh, 2004;
Kurzy«ski, 1997):
� measurement, selection and reduction of features describing the classi�ed ob-

ject,
� proper classi�cation on the basis of feature vector.

In order to accomplish classi�cation in X feature space, which is for the as-
sumption x ∈ R a multidimensional sub-space of the Euclidean space (X ⊆ Rn),
features of objects from the same class should be located close to one another
in the sense of the Euclidean geometry (feature variation should be small (Linh,
2004), but at the same time they should be separated from the clumps of points
from other classes (Tadeusiewicz and Flasi«ski, 1991; Kurzy«ski, 1997). This rule,
known in the literature (Tadeusiewicz and Flasi«ski, 1991) as the Brawermann's
rule, constitutes the basic law, on the basis of which it is possible to distinguish
one object from another. As in the majority of tasks the number of features that
can be gained is very large, their increasing number in all of the algorithms leading
to considerable computational complication of the task, it is important to limit the
size of the feature vector to a minimum that still guarantees proper recognition.
This activity, known as feature selection, should precede the task of classi�cation,
but its nature is very complex, often heuristic and arbitrary. When the number of
all the object features (N) exceeds considerably the number of features that can
be used in the classi�cation process (d), it is possible to talk about a special task
of discrete optimization in which the set of possible solutions equals:(

n
k

)
=

N !

d! (N − d)!
(2.2)

Solution of this problem is not easy, and the impossibility of its algoritmization
compels numerous authors to o�er various optimization methods (for instance
based on neural networks, genetic algorithms, etc.) for solving it (Meyer-Bäse,
2004; Tadeusiewicz, 1993; Cichocki and Unbehauen, 2002; Vonk et al., 1997). The
proper classi�cation means that each x ∈ X vector is assigned to a i ∈ M class
number, where M = {1, 2, . . . ,m}, by means of certain Ψ decision rule, called
a classi�cation algorithm:

Ψ : X →M (2.3)

Realization of an algorithm is called a classi�er.
In general, all the classi�cation methods can be divided into unsupervised methods
(without a trainer) and supervised methods (with a trainer) (Meyer-Bäse, 2004;
Kurzy«ski, 1997; Cichosz, 2000; Kwiatkowski, 2001; Adamczyk and B¦dkowski,
2005; Mularz, 2004).

Supervised classi�cation
The construction of a classi�er, that allows for the class themes required by the
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user, is based on certain knowledge obtained from external sources (from the
so-called expert or on the basis of the Sj training sequence) (Campbell, 1996;
Kurzy«ski, 1997; Kwiatkowski, 2001; Meyer-Bäse, 2004; Shapiro and Stockman,
2001). The learning sequence is a set of feature vectors xi and class numbers
j, which contains objects described by those features. Therefore, the learning
sequence for the j class, which is a sub-set of and S sequence is illustrated by the
following formula:

Sj = {xj,k ∈ X, k = 1, 2, . . . , Nj} , j ∈M (2.4)

The task of the supervised recognition system at the learning stage is to observe
the input and output information presented by a trainer, and �tting the recognition
algorithm to a problem on the basis of the received response, which is compared to
the expected response (Cichosz, 2000). According to the probabilistic approach,
the supervised recognition is described as an estimation problem of probability
density distribution P (X|Y ), where (X,Y ) are random variables with a common
distribution Pr (X,Y ) (Hastie et al., 2001).
As it was mentioned, the recognition algorithm Ψ maps the feature space on
a set of class numbers (2.3), which can be represented as generating feature space
distribution on decision areas (2.5), that is on a disjoint set family (2.6) and a set
family, which covers the entire X feature space (2.7) (Kurzy«ski, 1997).

Di
x = {x ∈ X : Ψ(x) = i} , i ∈M, (2.5)

Di
x ∩Dj

x = �, i, j ∈M, i 6= j, (2.6)

⋃
i∈M

Di
x = X (2.7)

Description of decision areas can be conducted on the basis of the so called decision
functions (gi, discriminating function) (2.8), which are selected in such a way that
function with index i has greater value in the i − th decision area than in other
decision areas (majorization rule, maximum rule ) (2.9).

gi : X → R, i ∈M (2.8)

∀i∈M ∨x∈D(i)
x
gi = max

k∈M
gk(x) (2.9)

Description of supervised recognition process is graphically presented as a scheme
(Fig. 2.1).

Unsupervised classi�cation
It is possible to talk about an entire group of unsupervised recognition methods and
numerous authors give examples of their application in remote sensing and image
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Figure 2.1. Supervised classi�cation scheme

analysis (Aplin and Atkinson, 2001; Atkinson and Lewis, 2000; Chang et al., 2002).
Those methods identify clusters of points that represent object features without
the training information participation (expert's knowledge), just on the basis of
points distribution in the X space. The system, while analyzing the input vector
sequence x(i), should be able to determine the correct answers (output variables)
(Cichosz, 2000). According to the probabilistic approach, the recognition train-
ing system receives a number N of observations (x1, x2, . . . , xN ) concerning the
properties of an object (characterized by certain distribution of probability) and
its task is to infer about the type and parameters of the distribution without the
trainer's aid (Hastie et al., 2001).

Supervised methods o�er an easy to accomplish possibility of training quality
determinations and recognition via comparison of classi�cation results with the
test pattern (verifying sequence that is similar to the training sequence, but not
used for training), for example as a loss function L (i, j) which evaluates the loss
caused by the classifying an object from class i into a class j. Unfortunately, due
to the lack of a pattern in unsupervised classi�cation, this type of direct measure
does not exist.

Due to the fact that classes are distinguished without semantics related to the
land surface, and that there is no possibility of direct identi�cation of a number of
natural classes of land cover (which may be the sum of several separate decision
areas), unsupervised classi�cation methods are rarely employed for land use recog-
nition on remote sensing data and photographs (especially the high resolution pho-
tographs) (Duda, 2001). Rapid development of new recognition methods, as well
as their non-homogeneous character causes that there is not common standard of
their systematization. Tadeusiewicz and Flasi«ski (1991) attempted to classify the
recognition methods. Apart from such methods as structural recognition, decision
trees or wavelets, a particular attention should be paid (due to their application
in the presented paper) to methods based on arti�cial neural networks and meth-
ods based on probabilistic model. All of the modern approaches and methods
used in recognition (arti�cial neural networks), genetic algorithms or fuzzy and
hybrid systems have developed during the last dozens of years, mainly due to the
growing computational abilities of computers. The modern methods are based
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on much earlier statistic and syntactic methods, which are still used and which
very often o�er results much better than their successors. The older methods are
recommended especially in cases when statistic information and indicators which
describe the problem are available (Meyer-Bäse, 2004).

2.1.1. Probabilistic approach

According to the probabilistic approach, in order to accomplish the task of
recognition (classi�cation), it is necessary to assume that feature vector x and
class index j to which the vector belongs, both constitute a realization of a pair of
random variables (X,J), where X ⊆ Rd is a continuous variable, while J variable,
which accepts values from M = {1, 2, . . . ,M} set is of a discrete type. Random
variable X has for all the j values a probability distribution function (2.10), which
is also called a conditional distribution of class features.

f (x/j) = fj (x) , x ∈ X (2.10)

The probability distribution for J variable is as follows:

P (J = j) = pj , j ∈M, (2.11)

and is called a priori probability of belonging to the class (Kurzy«ski, 1997). The
probability is related to a situation in which measurement information about the
object under the process of recognition does not exist, and can only be inferred
on the basis of particular classes participation in an object generating source.
Moreover, it is necessary to assume the existence of a certain non-negative and
limited function, which will be referred to as the loss function:

0 ≤ L (i, j) <∞, i, j ∈M. (2.12)

The function describes the loss which is caused by classifying j class object to an
class i, thus the consequences of misclassi�cation. In certain situations, such as
classi�cation of land cover on satellite or airborne images, an incorrect classi�cation
of an object (a pixel) from a certain class to a class to which it does not belong does
not implicate a loss greater than the classi�cation of that object to yet another
class which is also incorrect. Misclassi�cation of objects causes usually similar
loss for the classi�cation process in all the classes. Application of the following
function:

L (i, j) =

{
0, i = j
1, i 6= j,

(2.13)

called a zero-one loss function in such a situation seems to be reasonable.
Therefore, if the x values are the realization of a random variable X, the recogni-
tion result indicated by algorithm Ψ is also a realization of a random variable I.
It is a discrete variable and assumes the values from a set M :

I = Ψ (X) (2.14)
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It is possible to determine � on the basis of the described conditions � the possibility
of occurrence of an event, when a j class object is classi�ed as belonging to an i
class (Kurzy«ski, 1997):

q (i/j) = P (I = i/J = j) =

∫
D

(i)
x

fj(x)dx, i, j ∈M (2.15)

It is equivalent to a statement that recognition algorithm Ψ classi�es the feature
values of the object from j class to a decision area i. Naturally, q(j/j) stands for
the correct classi�cation probability.
The probability

Pe [Ψ] =
∑
j∈M

pj
∑

i∈M,i6=j

q (i/j) (2.16)

is known as the average probability of incorrect classi�cation of algorithm Ψ.
The expected value of the L(i, j) function is known as the average risk of the
decision rule Ψ:

R [Ψ] = E [L(I, J)] = EX,J [L(Ψ(x), J)] (2.17)

Due to the continuous character of variable X and the discrete character of
variable J , the risk R[Ψ] can be expressed as:

R [Ψ] =
∫
X

∑
j∈M L(i, j)pjfj(x)dx =∑

j∈M pj
∑
i∈M L(i, j)

∫
D

(i)
x

fj(x)dx =
∑
j∈M pj

∑
i∈M L(i, j)q(i/j) (2.18)

The unconditional probability density of variable X equals:

f(x) =
∑
j∈M

pjfj(x) (2.19)

The probability determined on the basis of Bayes' formula:

pj(x) =
pjfj(x)

f(x)
(2.20)

is known as the a posteriori probability of belonging to a class. It refers to a speci�c
object, the features of which were measured and are known. It determines the
degree of object's belonging to class j.
The case in which the probabilities (2.11) and conditional densities (2.10) are
known is called the case of a complete probabilistic information. The algorithm
Ψ∗, which minimizes the average risk (2.17):

R[Ψ∗] = min
Ψ

R[Ψ] (2.21)

is known as the optimum algorithm or the Bayes algorithm, while the risk R∗ =
R[Ψ∗] is called the Bayes risk. Thus, minimizing of the average risk applying
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rule (2.20) we obtain the following equation (Kurzy«ski, 1997; Tadeusiewicz and
Flasi«ski, 1991; �urada et al., 1992):

min
Ψ

R[Ψ] = min
Ψ

∫
X

M∑
j=1

L (i, j) pjfj(x)dx = min
Ψ

∫
X

f(x)
M∑
j=1

L (i, j) pj(x)dx (2.22)

As the unconditional feature density function (2.10), which constitutes a part of
the above equation, does not in�uence the decision, it can be omitted. Thus we
obtain the following equation:

min
Ψ

R[Ψ] = min
i∈M

M∑
j=1

L (i, j) pj(x) = min
i∈M

M∑
j=1

L (i, j) pjfj(x) (2.23)

For the zero-one loss function (2.13) one can notice that the risk minimization of
making a mistake can be substituted by the maximization of the correct decision
probability:

min
Ψ

R[Ψ] = min
i∈M

M∑
j=1,j 6=i

pj(x) = min
i∈M

(1− pi(x)) = max
j∈M

(pj(x)) (2.24)

Hence follows a simple decision rule Ψ∗ of optimal classi�cation:

Ψ∗(x) = i⇒ pifi(x) = max
k∈M

pkfk(x), (2.25)

Thus, the recognized object should be included to a class for which the a posteriori

probability (or the a priori probability multiplied and the feature density class
distribution function) is greatest. So, it has a highly intuitive justi�cation.
Classi�cation on the basis of multispectral information is not possible directly by
application of Bayes algorithm (2.25) in remote sensing, mostly due to the lack of
complete probabilistic information. Researchers ((Atkinson and Lewis, 2000), etc.)
assume that the spectral features are characterized by a normal multidimensional
distribution (Adamczyk and B¦dkowski, 2005):

fj(x) =
1

(2Π)k/2 |Ej |1/2
exp

[
−0.5 (x−mj)

T
E−1
j (x−mj)

]
, (2.26)

where: mj � average values vector,
Ej � feature covariance matrix.

Such an assumption may lead to a parameterization of the recognition task. The
basis of the parameterization is to select the distribution parameters and deter-
mine the a priori probability on the basis of the training sample. In practical
applications of the method it is necessary to check whether the distribution nor-
mality hypothesis is ful�lled at a satisfactory reliability level. The generalized
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multidimensional Kolmogorov-Smirnov test can be employed in such situations
(Tadeusiewicz and Flasi«ski, 1991). Due to the fact that normally the veri�ca-
tion of the multidimensional distribution is a di�cult task, the aforementioned
approach is often employed in order to verify the character of a distribution, or
the veri�cation of the hypothesis is conducted via the (one dimensional) feature
histogram analysis. Although the suggested approach is contradictory to the pos-
tulated need of hypothesis veri�cation, and in the light of the presented remarks
is an error, it is widely accepted. The a priori probability can be approximated
by the quotient, which describes the participation of individual classes in the set
of all the objects:

p̃j =
Nj
N
, j ∈M, (2.27)

where: Nj � number of objects from the class j,
N � number of all the objects.

It is one of the possible approaches to the recognition problem. De�nitely, the
normal class density distribution assumption is disputable. Moreover, the assump-
tion of x feature continuity is a considerable limitation in remote sensing, mostly
due to the discrete character of the observations (limited radiometric detection). In
that case, however, there are no di�erences in the approach and acting rules of the
recognition task. Assuming that the X random variable is discretely distributed,
it can be presented by the conditional probability:

P (X = xk/J = j) = p(xk/j), xk ∈ X, j ∈M, (2.28)

while the unconditional distribution can be expressed as:

P (X = xk) = p(xk) =
∑
j=M

pjp(xk/j). (2.29)

Therefore, the incorrect decision probability equals:

q(i/j) =
∑

xk∈D(i)
x

p(xk/j) (2.30)

Making allowance for the aforementioned changes leads to the following form of
Bayes algorithm for the zero-one loss function (2.13):

Ψ∗(xk) = i⇒ pip(xk/i) = max
l∈M

plp(xk/l) (2.31)

When information concerning the type and parameters of the distribution is
lacking, the solution of the task is reduced to the non-parametrical case. Such an
approach is universal and possible to apply in all the recognition tasks, but it is
more di�cult to implement. The problem can be solved in a number of ways by
the employment of the training set. Numerous researchers such as: (Devijver and
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Kittler, 1982; Duda and Hart, 1973; Bubnicki, 1969; Ripley, 1996) discuss various
algorithms, of which special attention should be paid to the following methods: the
smallest interval, k-th nearest neighbor, the nearest neighbor. They are frequently
employed in remote-sensing systems of decision support.

2.1.2. Arti�cial neural networks approach

Historical background

The structure and function of the natural nerve cells in the brain was the basis
for the formulation of the �rst formal model of the arti�cial neuron by McCulloch
and Pitts in 1943 (Tadeusiewicz, 1993). In 1949, Hebb discovered that knowledge
can be stored by means of arti�cial neural networks. The theory had been under
development for years, but no spectacular implementation of the invention was
made until after the great increase in computer powers in the 1980s. This has
caused a revival of the arti�cial neural networks idea and its implementation in
a number of practical tasks.

Natural nervous system

The nervous system of living organism is built of nerve cells, known as neurons.
Those cells can receive numerous signals (up to 1000) via entries, called dendrites,
and emit one signal from a cell via an appendix called an axon. The cells transfer
signals between one another by means of chemical and physical processes which
takes place in synapses. Synapses serve as an intermediary. As a consequence
of their functioning, the signal can be either ampli�ed or quenched, so that, the
signals leaving one neuron and reaching another are modi�ed. If the sum of signals
reaching a neuron exceeds a certain value, further signals are sent away from the
neuron's entrance. Functioning of a number of arti�cial neurons and neural net-
works have been formulated and formalized on the basis of the described, simpli�ed
nervous model system. The characteristics of them can be found in a number of
papers (for instance: (Tadeusiewicz, 1993; Linh, 2004; �urada et al., 1992; Duda,
2001)).

Arti�cial neuron model

The formula describing the functioning of a single neuron can be presented as
(Rutkowski, 2005):

y = f(s) (2.32)
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where: s =
∑n
i=0 xiwi,

n � number of inputs to the neuron,
x = [x1, . . . , xn]

T � input vector,
w = [w0, . . . , wn]

T � synaptic weight vector,
y � output value,
f � neuron activation function .

The operation of a neuron is as follows: input signals x0, . . . , xn are multiplied by
the corresponding weights w0, . . . , wn. Next, a sum of products is created, and it
is subjected to the operation of the activation function:

y(t) = f

(
n∑
i=0

wi(t)xi(t)

)
(2.33)

One of the input signals (x0) can be distinguished and then its value is constant
and equals 1. Its weights w0 is called bias and constitutes the boundary value
of the neuron output activation. The activation function is usually a non-linear
function, for instance sigmoidal:

f(x) =
1

1 + e−βx
(2.34)

Depending on the type of the activation function, the training method (weight
modi�cation), and the possible introduction of a feedback, various neurons models
can be distinguished.
Given a certain expected neuron response, the error Q of its functioning can be
calculated:

Q(w) =
1

2 [d− f (
∑n
i=0 wixi)]

2 (2.35)

The essence of neuron training consists in �nding such a system of weights wi
that the error Q becomes minimal.

Neural networks

The application of a single neuron is rather limited. It is able to divide the
n-dimensional input value space into two sub-spaces by means of an (n-1) � di-
mensional hiperplane (Rutkowski, 2005). More complex tasks can be solved only
by neural networks, that is neurons which are specially connected to one another
and which are distributed in two or more layers. a number of neuron connec-
tion variants exist. The presented paper elaborates on uni-directional networks
with a sigmoidal activation function. As the networks are of a lamellar struc-
ture and the response error is known only for the output layer, training of such
structures is more complicated than in the case of a single neuron. A number
of training algorithms related to neural networks can be found in the literature.
The method of standard back-propagation based on the maximum fall rule, is
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with his own distance minimization algorithm of the Kohonen's neural network
weight vector, trained by means of the Winner Takes All (WTA) competitive
method. In the author's opinion, the developed classi�er set allows to achieve
results better than any of the methods used separately, and the set can be success-
fully employed to the studies of issues related to remote-sensing data classi�cation.
A number of experiments employing the neural networks used as satellite and air
image content classi�ers have been described by Iwaniak, Paluszy«ski, Kubik and
Tymków (Kubik et al., 2004, 2005, 2006a,b; Iwaniak et al., 2005, 2006). The
results presented in the aforementioned publications prove the e�cacy of a clas-
si�cation based on arti�cial neural networks used for the purpose of land cover
classi�cation on satellite imagess. In most of the studies, the images from Landsat
TM were used. CORINE land cover map was used as the classi�cation pattern.
The classi�cation results were evaluated as very good, and their comparison to
the manual classi�cation showed agreement at the middle level of the κ̂ coe�cient
(which exceeded 0.9). The results of studies conducted by other authors who
focused on using a similar air image content classi�cation were unsatisfactory. An
attempt at an automatic recognition of classes of buildings on color, high resolu-
tion photogrammetric pictures � done exclusively on the basis of the RGB pixel
value and by means of neural network construction with allowance for contextual
information of a classi�ed pixel � was satisfactory. However, application of the
same method for asphalt roads recognition may be considered unsuccessful.

2.2. Data sources for the automatic supervised land cover
analysis

A number of measuring techniques can be applied in the process of land cover
class identi�cation used for estimation of the resistance coe�cients. Particular
attention should be paid to: airborne and terrestrial laser scanning, and both
airborne and satellite imagery.

2.2.1. Airborne laser scanning as the source of data for digital terrain
model and digital surface model generation, as well as
information concerning the forest �oor

Airborne laser scanning is an advanced data acquisition technology which com-
prises three modern measuring techniques: GPS (Global Positioning System),
INS (Inertial Navigation System) and LRF (Laser Range�nder). The cooperation
scheme of the three techniques is illustrated in Fig. 2.3.

Airborne laser scanning � principle of operation
A laser device, which is installed on the aircraft, sends impulses at various angles,
usually perpendicularly to the direction of the aircraft �ight. On the basis of the
measurement of signal running from the transmitter to the measured object (point)
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and its return to the receiver, the distance between the aircraft and the ground
surface (or the object which caused the re�ection of the signal) is measured.

Spatial position of an aircraft is determined by GPS in the Di�erential Ground
Positioning System (DGPS) mode. It means that an antenna and a GPS receiver
have to be placed on the aircraft and on at least one permanent point on the ground
surface. INS determines the orientation of the aircraft in relation to the external
system by the measurement of three angles: pitch, roll and yaw. The entire system
determines the positioning of points in spatial the coordinate system in which the
angle and distance from points are measured by means of a laser scanner. GPS
determines � in one second time intervals � the positioning of the polar system
point of origin, while INS determines its constantly changing orientation. Accurate
processing of the data coming from the three systems gives the points coordinates
in the WGS84 cartesian coordinate system. Knowledge of the ground-based point
coordinates on which the GPS antenna is placed, as well as the knowledge of
the geoid's altitude on the studied area, enables to determine coordinates in the
coordinate system and the altitude system used in a given area (Borkowski et al.,
2006a).

Figure 2.3. Airborne laser scanning components (Borkowski, 2006)
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2.2.2. Terrestrial laser scanning as the source of plant parameters

The principle of operation of terrestrial laser scanning is similar to the one
present in airborne laser scanning. Here, the system is also composed of a trans-
mitter, that is a device which produces the laser beam (emission of a coherent
light beam is its main feature), and a receiver, which is a device that collects the
returning data beam. There is no need, however, to register the device position
during the measurement (lack of INS), as it is placed on a tripod and is immov-
able. It is necessary to determine the coordinates of measurement points and of
calibration points.

Application of the terrestrial laser scanning for the purposes of making inven-
tories in forests has been the subject of intensive development works during the
last few years (Ascho� et al., 2004; Chasmer et al., 2004; Barilotti et al., 2006;
Buddenbaum and Seeling, 2006; Ducic et al., 2006; Koch et al., 2006; Straub et al.,
2006; Lucas et al., 2006). It is possible to determine the forest stand a�uence,
average tree heights and diameters at breast height, as well as the distribution of
trees on the basis of terrestrial laser scanning. Knowledge of the aforementioned
parameters is also essential for the correct evaluation of hydraulic characteristics
of the area, which became the inspiration for employing the described technology
in the �eld of �ood-plain hydraulics. Studies on the application of terrestrial
laser scanning technology were conducted lately by Warmink, Middelkoop and
Straatsma from the University of Utrecht (Warmink et al., 2006). They managed
to describe an experiment aiming at the measurement of the Vegetation Area

Index and determination of vegetation density on the Lower Rhine �oodplain in
Holland. The researchers' results were confronted with direct measurements and
were evaluated as satisfactory. They managed to prove that the conventional
measuring methods can be successfully replaced by scanning. However, in case
of areas densely covered by shrubs and saplings, the accuracy and e�ectiveness
of measurement decreases considerably. Nevertheless, terrestrial scanner serves
as a very useful device when employed to making forest inventories. Therefore,
application of the scanner in the inventory of training samples for the
�ood-plains' supervised classi�cation � as a response to the hydraulic
modeling needs � should also be taken into consideration.

2.2.3. Air photographs and satellite images as the sources of data
on spectral re�ection and texture

Diversi�ed re�ection (and sometimes also emission) of the electromagnetic ra-
diation by various �eld objects, and image registration in various spectral ranges
allow conducting an automatic classi�cation and analysis of image content. Satel-
lite images are most often used for that purpose. Registration of a number of
spectral channels allows determination of various classes of objects characteristics.
Classi�cation in multidimensional spectral response space or analysis of colored
compositions give satisfactory e�ects in of numerous environmental issues. Spatial
resolution of such imageries is usually at the level of a dozen to hundreds meters



2.3 Evaluation of the classi�cation quality 35

(e.g. Landsat TM � circa 30 meters for most of the channels). When high resolu-
tion images are employed (e.g. Ikonos), the detail, and therefore diversi�cation of
content, make the classi�cation process more di�cult.

Classical photogrammetric images cannot be easily automatically classi�ed,
due to the lack of multispectral image registration. In the case of colored pictures,
the feature vector can be based on color space channel values (e.g. RGB or HSV);
the received information, however, is poor in comparison to multispectral imagery.
Texture feature values of the registered areas may serve as another classi�cation
support. Nevertheless, results of automatic air photographs classi�cation are def-
initely inferior to manual vectorization and are not commonly employed for map
creation in the nearest future.

Air images are widely used in forestry. However, forest analysis usually requires
image registration on the material or by means of sensors which are sensitive not
only to the visible but also to the infrared light.

2.3. Evaluation of the classi�cation quality

Evaluation of the supervised classi�cation quality for the training data does
not pose any problems. However, it does not deliver reliable information on the
results quality. Veri�cation of the recognition quality is conducted on a prepared
test data set, that is a vector set and the expected response of a classi�er that
were not been used previously in the training process. The process is illustrated
in Fig. 2.4.

Figure 2.4. Recognition process joined with quality analysis
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Various measures can be applied to the quantitative description of classi�cation
quality. Researchers (e.g. Adamczyk and B¦dkowski (2005)) postulate that the
error matrix A = [aij ] methods should be employed. The matrix determines
a number of points belonging to class j, which were classi�ed as points belonging
to class i. The error matrix structure can be presented as follows (Kubik et al.,
2006b):

Belongs to a class According to the standard
1 2 . . . M

According to the
classi�er

1 a11 a12 . . . a1M

2 a21 a22 . . . a2M

. . . . . . . . . . . . . . .
M aM1 aM2 . . . aMM

In the case of the classi�cation results evaluation for only one class, the table
can be presented as follows:

Belongs to a class According to the standard
yes no

According to the
classi�er

yes a11 a12

no a21 a22

A number of parameters can be calculated on the basis of the de�ned error
matrix (Foody, 1960; Hubert-Moy et al., 2001; Adamczyk and B¦dkowski, 2005;
Kubik et al., 2006b):

� share of correctly classi�ed pixels Icp � the sum of correctly classi�ed pixels to
the total number of pixels under consideration:

Icp =

∑M
t=1 atp
a

, (2.36)

� user accuracy of class i:

ui =
aii
ari

, (2.37)

where: ari =
∑
i ai. (sum of elements in i line);

� producer accuracy of the class i:

pi =
aii
aci

, (2.38)

where: aci =
∑
i ai. (sum of elements in i column);

� total accuracy d of classi�cation:

d =

∑
i aii
at

, (2.39)

where: at =
∑
i aci =

∑
i ari (total number of points);
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� simple Kappa coe�cient:

κ̂ =
Po − Pe
1− Pe

, where Po =

∑
i aii
at

and Pe =

∑
i ariaci
a2
t

(2.40)

� weighted Kappa coe�cient:

κ̂w =
Po(w)−Pe(w)

1−Pe(w)
, where Po(w) = 1

at

∑
i

∑
j wijaij

and Pe(w) = 1
a2t

∑
i

∑
j wijariacj

(2.41)

Weights wij should ful�ll the following condition: 0 <= wij < 1. Weight of
each class can be calculated on the basis of its size.
Fleiss (1981) o�ered the following interpretation of the weighted coe�cient:

κ > 0.75 substantial agreement
0.4 < κ ≤ 0.75 moderate agreement

κ ≤ 0.4 poor agreement of the compared images.

Landis and Koch (1977) o�er a di�erent interpretation of agreement:

0.81 ≤ κ ≤ 1 almost perfect agreement
0.61 ≤ κ ≤ 0.80 substantial agreement
0.41 ≤ κ ≤ 0.60 moderate agreement
0.21 ≤ κ ≤ 0.40 fair agreement
0.00 ≤ κ ≤ 0.20 slight agreement

κ < 0.0 poor agreement





Chapter 3

Automatic �oodplains valorization with

respect to �ow resistance as exempli�ed by

a stretch of the Widawa river valley

3.1. Description of the study area

Widawa is a right-bank tributary of the Odra river, joining Odra at its 266.9
kilometer at the altitude of 110 metres above the see level. The length of Widawa,
which originates in Twardogóra Hills at the altitude of 204 metres above see level,
is approx. 103 km. Its watershed is estimated at 1716.1 km2. Widawa is a lowland
river and on the major part of its length, it is situated in a gently sloping, wide
and �at river valley. Due to its shallow bed, Widawa often �oods the surrounding
areas. The river segment under examination is partly embanked and controlled. It
�ows through developed areas, and at its estuary it �ows through agricultural areas
and forests. The studied area covered approx. 10 kilometres of the �nal stretch
of the river, to its estuary in the Wrocªaw administrative area. This area was
chosen for investigation due to its good recognition with respect to its hydraulics
and diversi�ed land cover.

3.2. Site survey

The following elements of site survey were conducted in order to prepare a nu-
merical terrain model and its classi�cation with respect to �ow resistance:

� Airborne laser scanning,
� Preparation of non-metrical air photographs,
� Land survey aiming at making an inventory of the land-cover classes inventory,

supplemented by a terrain laser scanning.

3.2.1. Airborne laser scanning

A prototype ScaLars II scanner was used in the project (it was constructed in
the Navigation Institute of Stuttgart University). The scanner uses a continuous
wave (CW) and its beam is de�ected by means of a rotating mirror. Assembly
of the mirror rotation and the airplane movement results in the survey points
distribution along the ellipsis moving on the scanned area. The system records also
the intensity of the beam re�ection. The most important parameters characterizing
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the scanner are presented in Tab. 3.1. The Applanix system was employed to
register the GPS and INS signal.

Table 3.1. ScaLars system parameters (Borkowski et al., 2006b)

Laser power 0,8 W
Wave length 810 nm

Footprint diameter 5 cm
Measurement frequency (CW) 1 MHz, 10 MHz

Measurement range 750 m
Measurement accuracy (H=700 m) 0,12 m

Beam de�ection method Rotating mirror
Beam de�ection from the �ight direction 7,60

Beam de�ection from direction perpendicular to �ight direction 13,60

Registration of the GPS signal was possible due to the application of Trimble
4700 receivers. The scanned area width equaled circa 2 kilometers. The project
parameters during the airborne scanning were the following:

� Flight speed: 150 km/h,
� Altitude: 550 m,
� Scanned belt width: 280 m,
� Space between �ight axes: 190 m.

Two to three points per square meter were registered on average. The average
distance between the neighboring points on individual scans is about 0.6 m. A digi-
tal terrain model and a digital surface model were constructed in the Geodesy and
Geoinformatics Institute of the Wrocªaw University of Environmental and Life
Sciences on the basis of the collected points (x, y, z) information. A �akes method
was employed in order to recognize the points which were not re�ected by the
surface (Borkowski, 2005). The models were constructed on the basis of fragments
related to the classi�cation areas presented in 3.3.1 subchapter. Subtraction of
complementary model area points and model land-cover points resulted in the
information concerning the height of land-cover forms, which was used later in the
supervised classi�cation process (Tymków and Borkowski, 2006; Tymków et al.,
2006). Moreover, the point data were used to estimate the vegetation density on
various levels above the land surface (subchapter 3.3.3).

3.2.2. Aerial photographs

In order to acquire image information about the studied area within a couple
of days from the airborne laser scanning, circa 200 non-metrical air photographs
were taken by means of Nikon d70s digital camera (resolution; 5 million pixels).
70% of the studied area was covered by the photographs. The altitude from which
the photographs were taken was circa 800 m above see level. An example of
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Figure 3.1. Non-metrical air photograph presenting the estuary part of the
Widawa river taken from a Wilga airplane

a photograph (before picture calibration and photomapping) is presented as in
Fig. 3.1.

3.2.3. Determination of the land cover of training sites
and veri�cation areas

During the site survey, inventory of the studied area land cover was conducted.
It allowed to distinguish 17 land cover classes, 6 of which belonged to tall plants
(trees). Two test �elds, 50 x 50 m each, were chosen for each class and characteris-
tics of tall plants were analyzed and measured. Moreover, average height, diameter
at breast height and distribution of trees growing in forests were measured. The
measuring sample equaled 10 trees per each test �eld. Moreover, location of the
two �elds was established via GPS and photographs illustrating both �elds were
taken. Average geometric parameter values of plants and the estimated resistance
coe�cient for each class (either calculated or copied from Ven Te Chow's tables)
are presented in Tab. 3.2.
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Table 3.2. Identi�cation of the surface roughness classes of the study area and
determination of their parameters

Class number Description Image
Tall plants

1

Dominating species: populous,
height: 30 m. Average plant spac-
ing: ax = ay = 6, 3 m. Avera-
ge diameter: 0, 45 m. Numerous
saplings and shrubs present in the
undergrowth. Surface roughness
coe�cient λp calculated on the ba-
sis of the 1.10 formula for the as-
sumed water surface level under
the branch level (h = 1.5 m):
0.366

2

Dominating species: oak. Height:
10.2 m. Average plant spacing:
ax = ay = 0.85 m. Average dia-
meter: 0, 09 m. Sparse under-
growth. Surface roughness coef-
�cient λp calculated on the basis
of formula 1.10 for the assumed
water level below the branch level
(h = 1.5 m): 0.779.

3

Dominating species: oak, elm.
Height: 15.4 m. Average plant
spacing: ax = ay = 0.90 m. Ave-
rage diameter: 0, 50 m. Numerous
saplings and shrubs in the under-
growth. Surface roughness coef-
�cient λp calculated on the basis
of formula 1.10 for the assumed
water level below the branch level
(h = 1.5 m): 1.433.
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Class number Description Image

4

Dominating species: oak. Height:
18, 2 m. Average plant spacing:
ax = ay = 1.2 m. Average dia-
meter: 0, 19 m. Surface roughness
coe�cient λp calculated on the ba-
sis of formula 1.10 for the assumed
water level below the branch level
(h = 1.5 m): 0.993.

5

Dominating species: willow, oak,
elm. Height: 16, 4 m. Avera-
ge plant spacing: ax = ay =
2, 8 m. Average diameter: 0, 27 m.
Numerous saplings and shrubs
present in the undergrowth. Sur-
face roughness coe�cient λp cal-
culated on the basis of formula
1.10 for the assumed water level
below the branch level (h =
1.5 m): 0.208.

6

Dominating species: oak. Height:
27 m. Average plant spacing:
ax = ay = 18, 4 m. Average diam-
eter: 1, 10 m. Surface roughness
coe�cient λp calculated on the ba-
sis of formula 1.10 for the assumed
water level below the branch level
(h = 1.5 m): 0.107
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Class number Description Image
Low plants and arable lands

7

Meadow, roughness coe�cient n,
according to (Chow, 1959): min.
0.030, average 0.035, maximum
0.050

8

Meadow with single shrubs,
roughness coe�cient n, according
to (Chow, 1959): min. 0.035,
average 0.050, maximum 0.070

9

Stubble �eld, roughness coe�cient
n, according to (Chow, 1959):
min. 0.020, average 0.030, maxi-
mum 0.040

10

Ploughed land, roughness coef-
�cient n, according to (Chow,
1959): min. 0.020, average 0.030,
maximum 0.040
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Class number Description Image

11

Sprouting crops, roughness coef-
�cient n, according to (Chow,
1959): min. 0.030, average 0.040,
maximum 0.050

12

Polders � the �oodplain, meadows
vegetation, roughness coe�cient
n, according to (Chow, 1959):
min. 0.030, average 0.035, maxi-
mum 0.050

Waters

13

Running water � river-bed proper.
Surface roughness coe�cient n for
a selected river-bed of the Widawa
river type, according to (Chow,
1959): minimum 0.045, average
0.050, maximum 0.060.

14

Stagnant water. Determination
of the roughness coe�cient re-
quires determination of the bot-
tom material on the basis of site
inspection. For example, rough-
ness coe�cient n for earth reser-
voirs equals, according to (Chow,
1959): minimum 0.025, average
0.027, maximum 0.033.
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Class number Description Image
Urban areas

15
Buildings � they are treated as lo-
cal obstacles

16

Asphalt roads, roughness coef-
�cient n, according to (Chow,
1959): minimum: 0.017, average:
0.020, maximum 0.025

17

Railroads � when situated along
the river �ow � the resistance co-
e�cient n, according to (Chow,
1959): minimum 0.020, average
0.030, maximum 0.035. When
situated perpendicular to the river
�ow, they are treated as a wide
top overfall.

3.3. Data integration

3.3.1. Calibration and photomapping of aerial images

Non-metric aerial images taken as a part of site surveys are burdened with gross
geometric errors. For geometric correction, they were registered in the coordinate
system PUWG 1992 via projective transformation with the use of the nearest
neighbor resampling method. In case of areas without details on the map (such
as meadows), pictures were adjusted to topographic map with the use of reference
points acquired by digitization and some speci�c identi�able points measured in
the �eld. Ten adjustment points were used on average for a single picture. The
accuracy of adjustment was circa 3�4 meters and was accepted adequate. Due
to the amateur method of picture acquisition, gross adjustment errors occurred.
However, this does not have a negative e�ect on methodology of image classi�ca-
tion. The standard tonal adjustment method was applied during the process of
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Figure 3.2. Mosaic of aerial pictures for the study area with marked division
of computational sections

photomapping. Spatial resolution of pixel was 1 meter. Fig. 3.2 shows the result
of photomapping.

On account of computational complexity of the process of recognition, the mo-
saic was divided into squares of 1000x1000 m spatial dimension in accordance with
the grid on the topographical map, which constituted the data for classi�cation.

3.3.2. Height estimation of land cover forms

Using a hierarchic method of points �ltering situated outside the land surface,
digital terrain model (DTM) and digital surface model (DSM) were constructed on
the basis of airborne laser scanning. The �akes-based �ltering method was adopted
when constructing these models (Borkowski, 2005). They were constructed in
stages, with 1 m resolution, creating 1x1 km fragments (like in the case of aerial
pictures). Height accuracy determination of the models was estimated to be below
0.5 m. Fig. 3.3 and 3.4 show colourful visualization of the terrain model and the
surface model.

By subtraction the altitude coordinates values of the digital surface model from
altitude coordinates of the digital terrain model a height model (DM) of land cover
forms was obtained. Data were transformed into 8-bit space of shades of grey (Fig.
3.5) and were included in the feature vector of recognizable cover grades.

3.3.3. Estimation of forest �oor data

Raw scanning data contain a series of survey points which are re�ections from
various forms of land cover. In forest areas a part of the registered points represents
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Figure 3.3. Colour visualization of the digital terrain model of the study area
(author: G. Jó¹ków)

Figure 3.4. Colour visualization of the digital surface model of the study area
(author: G. Jó¹ków)
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Figure 3.5. Visualization of elevations obtained from laser scanning (from left):
DTM, DSM, DM

Figure 3.6. Fragment of a vertical section of survey points in a woodland area

re�ections from land surface and the other part re�ections from vegetation on
di�erent levels. Due to the fact that laser rays have the ability to penetrate forest
areas, a change in tree density can be estimated on the basis of the number of
laser ray re�ections (a number of points) at separate levels above land surface.
Fig. 3.6 presents a fragment of a vertical section through measured data. It was
obtained from the cloud of recorded points by cutting it with 1 m distant planes.
If at least one recorded re�ection in one section, a plant was assigned (1 m grid).
Then, on the basis of the previously derived digital terrain model, the planes were
transformed into surfaces which were parallel to the land surface. Thus, binary
information about the occurrence of re�ection on the speci�c height above the
land surface was obtained. Fig. 3.6 shows section of projection onto a vertical
plane of 1 m � wide land strip (that correspond to 1 pixel). In the section there
are re�ections of land surface line and, above it, re�ections from the canopy and
a forest �oor line. In some places, an obvious gap between the canopy line and
the land can be seen. On the basis of this pro�le the average height of the �rst
level of branches above the land surface can be determined and it is possible to
conclude that thick vegetation occurs in the forest �oor.

Information about the occurrence of re�ections on speci�c levels constitutes
1 m special resolution model (named in this work as LEV) which may be shown
graphically in the form of binary images. In total 30 sections spaced at 1 m were
obtained (the highest canopy height was about 30 m). Fig. 3.7 presents three
examples of sections at the levels: 2, 10 and 20 metres above the land surface.
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Figure 3.7. Fragment of visualization of information about the recorder re�ections
at speci�c levels above the land surface. From left: 2 m level, 10 m level, 20 m

level

3.3.4. Image texture analysis

Texture constitutes a very important feature of images. It enables to carry
out segmentation or supports the process of recognition in the macroscopic scale.
The method of extraction of texture features applied in this research belongs to
a whole range of methods which use proximity of pixels in the analyzed image.
This method involves constructing a matrix which characterizes the frequency of
pixels of speci�c value in proximity to the others in speci�c direction in the whole
image or in its fragment only.
The adjacency matrix is described with the use of distances and angles (parameters
of the analysis). Distance equal 1 indicates a direct pixels proximity, whereas the
angle indicates a speci�c pixel in the analyzed proximity. Speci�c numbers in the
adjacency matrix mean neighbouring frequency of one shade pixel to the other
shade pixel. The GLCM (Grey Level Co-occurrence Matrix ) adjacency matrix can
be de�ned as follows:

Vl,α(i, j) = |{((r, s), (t, v)) : I(r, s) = i, I(t, v) = j}| (3.1)

where: i, j = 0, . . . , N − 1 gray levels of points on the picture situated
at the distance of l in the α direction,
N � number of gray levels,
I(x, y) � pixel value of (x, y) coordinates,
(t, v) = (r + l cosα, s+ l sinα).

The adjacency matrix V is a square matrix and its size is determined by the
amount of gray levels of an image. The columns of GLCM matrix represent grey
levels of neighbouring points, whereas rows � gray levels of reference points.
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The matrix is subjected to symmetrization and normalization in the course of
calculations. The symmetry is obtained by adding the matrix and its transposition
and, then, by dividing it by 2:

V̄l,α =
Vl,α + V Tl,α

2
(3.2)

Normalization consists in reducing the values in the matrix to the 〈0, 1〉 interval,
according to the formula:

Pi,j =
V̄l,α(i, j)

N−1∑
i,j=0

V̄l,α(i, j)

(3.3)

Only a symmetric and normalized GLCM matrix can determine statistical
features of the analyzed land. The symmetry enables analyzing only pixels at one
of the angles in a speci�c direction, in other words, GLCM matrixes are similar
at 90o and 270o. Calculations for di�erent angles and distances are analyzed
separately or averaged. The following parameters, obtained on the basis of GLCM
matrix analysis, were used in this project:

� contrast
N−1∑
i,j=0

Pi,j(i− j)2 (3.4)

� dissimilarity
N−1∑
i,j=0

Pi,j |i− j| (3.5)

� similarity
N−1∑
i,j=0

Pi,j
1 + (i− j)2

(3.6)

� maximum Pi,j in a mask
max(Pi,j) (3.7)

� ASM (Angular Second Moment)

N−1∑
i,j=0

P 2
i,j (3.8)

� energy √
ASM (3.9)

� entropy
N−1∑
i,j=0

Pi,j(− lnPi,j) (3.10)
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The method which enables to calibrate the number of shades of grey to the range
0÷ 255 was implemented. Due to the computational complexity, reduction in the
shade number is recommended. The cover classi�cation quality of aerial images is
in�uenced by GLCM mask window which depends on the quali�ed objects type
and the image scale. To achieve satisfactory results, an optimal mask size for spe-
ci�c phenomena and scales need to be determined. Interpretation of the obtained
GLCM parameters may be simpli�ed by presenting these parameters in a graphic
form by linear transformation into an 8 bit space.
The results of the GLCM method contain seven basic parameters described above
which constitute average features for every neighbouring direction. In addition, it
is possible to use these features in the same form for each of the separate directions,
without averaging.

3.3.5. Beam re�ection intensity of airborne laser scanning

Airborne laser scanning provides not only geometric information in the form
of coordinate points, but also data about intensity of laser beam re�ection. The
intensity value depends basically on the type of land cover (it strongly depends
on moisture) and, moreover, it may be a valuable source of information in the
classi�cation process. The scanning laser emits its own radiation. Assuming that
the re�ecting surface is homogeneous, the re�ected radiation intensity I is propor-
tional to the pulse power P and the re�ection coe�cient of the puls-illuminated
surface, and inversely proportional to the square of the distance between the sensor
and the topographical surface h (Mikrut et al., 2006):

I ≈ P · r
h2

(3.11)

The coe�cients for speci�c land cover forms are show in Tab. 3.3 (Mikrut
et al., 2006).

Table 3.3. Re�ection intensity values of di�erent land cover forms

Surface type Re�ection coe�cient (%)
Snow ∼ 80− 90

Deciduous forest ∼ 60
Sand ∼ 50− 40

Coniferous forest ∼ 30
Buildings (di�erent roo�ng) ∼ 20− 30

The laser ray is absorbed by water and dark surfaces (e.g. asphalt roads). The
intensity image may be helpful to determine precisely the course of a real river bed
when it is covered by tree canopies, as well as in locating stagnant water reser-
voirs (which often have diversi�ed colours), and in improving roads and building
recognition. Fig. 3.8 presents exemplary image of re�ection intensity in a palette
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of colours. Waters are distinctly visible and it is possible to locate forest areas and
�ood embankments.
Katzenbeisser (2003) examined the usefulness of re�ection intensity in the forest
area analysis. The analysis carried out by Katzenbeisser contains a detailed de-
scription of speci�c laser pulse registration in vegetated areas. He applied an
instrument which allowed to register many re�ections of just one pulse. This fea-
ture made Katzenbeisser's instrument di�erent from the instrument applied in this
project, which used continuous wave in measurements. It examined, for example,
the reduction of intensity of a single beam re�ected from a forest area. According
to Katzenbeisser' analysis, re�ection intensity data is di�cult and complicated
to use. Intensity constitutes a reliable piece of information about surveyed land
but only in the case of �at surfaces. In forest areas, where partial re�ection from
successive vegetation levels occurs, many additional parameters should be taken
into consideration in the intensity analysis.
Song, Han and Kim (Song et al., 2002) conducted research on classes of land
use using re�ection intensity data. The results they obtained for classi�cation of
vegetated areas were not satisfactory. The reason for this is the fact that the
intensity value of di�erent vegetation types (e.g. grass and trees) is similar and
equals about 50%. However, in conclusions, it was stated that the classi�cation
quality could be signi�cantly improved by using elevation data from airborne laser
scanning.
Charaniya, Manduchi and Lodha (Charaniya et al., 2004) conducted research on
features related to laser measurement, such as: normalized height, which is the
di�erence between DTM and DSM; texture which is determined on the basis of
local height change, the di�erence in height between the �rst and the last pulse
and re�ection intensity. They used these pieces of information to delineate forest
areas with the use of parametric supervised classi�cation which employs Gauss'
model and Expectation-Maximization (EM) algorithm. They achieved good re-
sults. Moreover, they observed that classi�cation may be improved by using air-
borne images as the source of additional data. Independently, the author of the
present work developed a similar idea of feature vector construction for supervised
classi�cation in order to assess land cover forms which are homogeneous in terms of
�ow resistance. This idea has been presented in a number of publications (Mokwa
and Tymków, 2004; Tymków and Mokwa, 2005; Tymków et al., 2006).

3.4. Supervised classi�cation of a stretch of the Widawa
valley and analysis of the results

In the process of the supervised classi�cation the �rst stage constitutes prepa-
ration of two data � called the teaching one (in other words a pattern) and the test
one. The set of teaching vectors must be selected in a way to be representative for
a problem and to characterize it e�ectively. The teaching set must consist not only
of input vectors, but also of the output vectors which are the expected respond
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Figure 3.8. An exemplary image of re�ection intensity in a colour palette
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Figure 3.9. The scheme of classi�cation by means of the arti�cial neural network

of the network after the process of teaching. The feature vector of single pixel is
based on the following information:
1. pixel values from separate RGB channels of the airborne photograph,
2. values of texture features calculated with the use of GLCM method on the

basis of airborne image in shades of gray,
3. the heights of separate land cover forms calculated on the basis of the di�erence

between the digital surface model (DSM) and the digital terrain model (DTM),
4. values of laser array re�ection intensity recorded in the course of airborne laser

scanning,
5. number of points re�ected on separate levels above the land surface, which

describe the forest �oor density in the forest stands.
Tables 1 and 2 are annexes to the project and present the visualization of

the practice and test sets which are used to assess the 15x15 pixels GLCM mask
quality and averaged features (of all classes except for tall vegetation).

3.4.1. Classic�cation with the use of the arti�cial neural network

The clssi�cation was based on arti�cial neural networks taught by the Standard
Back-Propagation method. Fig. 3.9 presents an ideal scheme of classi�cation with
the use of the arti�cial neural network.

When a single input vector constituting a single data portion for the network
is processed, the results are compared with expected values and the response
error is calculated. Then, the error is back-propagated in the network with the
simultaneous weight correction for each vector. The aim of this process is to
reduce the input error when the vector is processed again. This cycle is repeated
until the error value is lower then the value assumed in the initial condition.
Once it happens, the network proceeds to processing the next vector. When the
whole process of vector processing is completed, the epoch error is calculated.
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The teaching cycle described above is repeated till a satisfactory solution of the
problem is achieved.

The network operation veri�cation in its initial stage depends on selecting
vectors which di�er from the teaching set. Then, the vectors are processed, but
the errors are not propagated in this case. The output vector is not given. It is
obtained as the outcome of processing. The architecture of the arti�cial neural
network is an important parameter a�ecting the classi�cation quality.

This architecture covers the number of the hidden layers and the number of
neurons within these layers. It has been already documented (Kubik et al., 2006b;
Jankowski, 2003) that by using more than three-layered network the classi�cation
quality does not improve, but the computational complexity rises signi�cantly.
Therefore, the network topology selection is an optimization problem. If the per-
centage share of correctly recognized pixels in the test set is accepted to be the
quality measure, the problem was solved with the use of the evolutionary strategy.

The selection of GLCM mask size for each class

The selection of the mask window size with the use of GLCM method in�uences
the classi�cation quality. Many experiments were carried out to decide which of
the four masks considered will be the best one for each land cover class. Masks in
sizes 7×7, 15×15, 25×25 and 35×35 pixels were tested for average and non-average
of GLCM features. The neural network with a single hidden layer which consists of
9 neurons was used as a classi�er. Tab. 3 and 4 available in the appendix contain
results of class recognition for classes 1 to 14 for the testing sample. Tab. 5
in the appendix includes training images, the classi�cation standards and the
results for the classes of the buildings, streets and railways from 15 to 17. Tab 6
presents the training images, the classi�cation images and the expected results
for these classes. A quantitative analysis of the accuracy (Tab. 7, 8, 9 and 10)
proved that the texture information has a signi�cant impact on the classi�cation
quality, particularly in vegetated areas. In these tables the GLCM mask size
which is considered to be the best in a particular class was highlighted in grey.
The obtained results prove that the classi�cation quality is better when using
a vector which is extended to include non-averaged GLCM features. However, this
increases the computational complexity of the problem. In the case of oriented
textures, the woods in particular, the use extended features seems to be legitimate.
The classi�cation results for masks of 15, 16 and 17 classes are very similar and
therefore, the texture features, which are important when the other classes are
recognized, do not a�ect the buildings, streets and railways recognition. Due to
the texture character of di�erent classes and their shapes (e.g. street, buildings),
there is no general GLCM mask size.
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Designing the neural network architecture by using the evolutionary
strategy

It is known that the arti�cial neural network architecture is signi�cant in the
process of information processing (Tadeusiewicz, 1993; Rutkowski, 2005; Vonk
et al., 1997). The number of neurons on particular layers also in�uences the
network. Too many neurons extend the training process, while too few may result
in over�ting of the network. In other words, there may be an e�ect of a perfect
neuron network adjustment to the training data and, simultaneously, there could
be loss of capability to generalize the knowledge. It causes a rapid error growth
at the network output for test samples.

The network architecture designing is the selection of appropriate layers and
numbers of neurons in the layers. Additionally, this process may involve a way
in which the neurons connect within the network, rejecting the assumption that
neurons connect �with each other�. There are many di�erent methods of Network
architecture selection � for example the ODB algorithm (Optimal Brain Damage)
(Rutkowski, 2005). Because of the fact that the task is a part of the classical task
of optimization, it can also be solved with the use of evolutionary methods (Vonk
et al., 1997). It is not common, however, to use the operational methods in the
selection of the neural network structure. Many authors select the network struc-
ture with the use of the trial and error method and they also achieve satisfactory
results.

The genetic and evolutionary algorithms, just like neural networks, are the
results of the development based on the nature observation. The idea of genetic
algorithms is based on the laws of natural selection and inheritance. In nature
all the organisms have a speci�c genetic material in the form of genes located
in chromosomes which encode information about genes and enable its passing
to the next generations. The new organism comes into being in the process of
reproduction. This organism inherits some of its parents' traits through the process
called crossover. During the process of passing traits the genotype modi�cation
(the genetic material modi�cation) often occurs. It is also known as mutation. If
it turns out that the descendant is well adapted, it has a greater chance of passing
their genetic material to the next generation than the less adapted individual.

In the digital realization of the optimization task, this idea is based on encoding
the problem in the binary form (for the classical genetic algorithm) or in the
real form (in case of evolutionary strategies). The environment is de�ned on the
basis of the problem solution by determining so-called adjustment function whose
value is maximized during the algorithm operation. The adjustment function
determines the degree of the solution correctness. New tasks called generations
are created with the use of appropriately de�ned crossover and mutation operators.
The whole evolutionary algorithms family is described in the literature (Rutkowski,
2005; Tadeusiewicz, 1993). The elements below distinguish them from traditional
optimization methods, such as the review and analytical methods:
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� the evolutionary algorithms do not convert the task parameters directly but
their encoded form,

� they search for the optimum solution starting from a group of solutions (so-called
initial population), not from an individual solution,

� they use the destination function,
� they use the probabilistic rules, rather than the deterministic ones.

The process of accepting the manner of encoding a structure in a genotype
constitutes the �rst stage in the evolutionary design of the arti�cial neural network
structure. On account of the long process of network teaching, it is possible to
resign from incomplete connections between neurons in separate layers � neurons
located between the layers are connected with one another. It has been proved
that three-layered network is able to de�ne any solution area in multidimensional
solution space (Rutkowski, 2005). It enables to limit the searching space to the
maximum of three hidden layers. Taking into consideration the rapid growth of
calculations connected with the use of extended networks, it was assumed that
the number of neurons on one layer will not exceed 10. These assumptions enable
the chromosomes of a single solution to reduce to three natural code numbers, the
number of chromosomes on separate layers. The modi�ed evolutionary strategy
used in calculations (µ+λ) is wider described in literature (Rutkowski, 2005; Vonk
et al., 1997). Fig. 3.10 presents a modular scheme of this method.

The algorithm starts with drawing the initial parental population P containing
µ individuals and assessing their adjustment (the network is taught on the basis
of the teaching set, the testing set is classi�ed and �nally classi�cation quality
is evaluated). The classi�cation quality measure 2.36, de�ned in chapter 2.3,
was assumed as the adjustment function. Then, via reproduction a temporary
population T , containing λ individuals, is created. The process of reproduction
is based on a repeated random selection of λ individuals from a population P .
Individuals of population T are subject to crossover and mutation and as a result,
a descendant population O is obtained. Next, an assessment of adjustment of the
O population individuals is carried out and µ well-adjusted individuals are chosen
from both populations P ∪O constituting the new parental population P . This
process is repeated an initially assumed number of iterations (the assumed number
of generations). The best individual from the last generation is accepted as the
solution.

The (µ+ λ) strategy contains an automatic adjustment of the mutation scope
which is very signi�cant in the new searching solutions. Every individual, apart
of genes which include the encoded x-task parameters, also has a chromosome σ
where values of standard deviations used during mutation are stored. Both chro-
mosomes are subject to operations described above. Thus, the scope of searching
for new solutions is regulated and it should diminish when it approaches the op-
timum solution.

The operation of the crossing operator consist in drawing two individuals ac-
cording to the formula 3.12,
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Figure 3.10. Scheme of the evolutionary strategy algorithm (µ+ λ)
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where: qi = 1 lub qi = 2.

The mutation operator acts on a single individual. As the �rst the chromosome
σ is subjected to mutation according to formula 3.13.

σ̂i = σi exp (τ́N(0, 1) + τNi(0, 1)) , (3.13)

where: i = 1, . . . , n,
n � chromosome length,
N(0, 1) � random number from the normal distribution, drawn once
for the whole chromosome,
Ni(0, 1) � number from the normal distribution drawn once for the whole gene,
τ i τ́ � parameters which in�uence the algorithm convergence.
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Table 3.4. Selection of the optimal neural network topology for classi�cation
of land cover classes.

Class Best topology Adjustement function [%]
1 10 3 10 100
2 0 10 10 99.02
3 10 10 10 94.05
4 0 10 10 96.24
5 10 10 3 92.86
6 1 10 10 92.86
7 10 5 1 99.59
8 4 5 10 96.09
9 10 5 8 99.97
10 10 10 2 99.47
11 1 10 1 99.74
12 10 10 2 99.44
13 0 7 4 97.03
14 10 10 5 96.49
15 10 3 10 90.33
16 10 5 10 90.33
17 6 1 8 98.03

To calculate the parameters τ and τ́ , the following formulas can be applied (Rutkowski,
2005):

τ́ = 1/
√

2n, τ = 1/

√
2
√
n (3.14)

Parameters σ̂i in�uence the xi value change:

x̂i = xi + [σ̂iNi(0, 1)× 10] (3.15)

The algorithm modi�cation consist in on formulating such mutation operators
that the solutions space is limited to natural numbers. It was achieved by increas-
ing by one order of magnitude the product of mutation coe�cient and a random
number and by using their integer part to modify the xi parameter.

Many experiments were carried out in order to select the best neural network
topology for the image classi�cation of land cover classes. The process of selection
was carried out for eight generations. The initial population µ and the descendent
population λ equal 10. For each land cover class the best construction of the neural
network was determined. The process of training was carried out on the training
samples and the adjustment assessment was done on the test samples. The results
are presented in the Tab. 3.4.



3.4 Supervised classi�cation of a stretch of the Widawa valley
and analysis of the results 61

Land cover classi�cation of the Widawa valley with the use of neural
networks with allowance for the �ow resistance

The last stage of the image classi�cation with the use of the arti�cial neural
networks is to construct the classi�er through the process of training with the use of
the training samples which contain data chosen in the previous experiments. The
process of recognition was carried out individually for each class, which means
that for each of the seventeen classes the individual network was trained, which
could indicate points belonging or not belonging to the class being recognized.
The applied networks' architectures are presented in the Tab. 3.4. Non-average
GLCM features were taken into consideration in the vector. The GLCM masks'
sizes indicated in a Tab. 9 were used. In the case of neural networks, the process
parameters are:

� training method � to choose from: standard back-propagation method, rprop,
QuickProp,

� number of neurons on the hidden layers � maximum three layers,
� number of training cycles,
� colour palette used for classi�cation.

The data for classi�cation should be loaded after the network's training. The data
format is similar to the training data, however, there is no demand for the initial
standard. The visualization of the neural network depends on:
� in the case of one class recognition � a decision about belonging to the class, if

the value on the output neuron equals or is higher than 0.5,
� in the case of multiple-class recognition � a decision is taken on the basis of the

majority vote of the value on the network output. One neuron of the output
layer is assigned to each class. The decision depends on classifying a pixel into
the class whose neuron has the greatest output value, however, not smaller
than 0.2. If the values on any of the output neurons did not meet the above
condition � lack of recognition was marked in black.

Recognition of all the classes for the whole study area was carried out. The network
was trained with the use of the standard back-propagation method within 2000
cycles. The obtained results for single recognition were put together in one colour
image, presented in Fig. 3.11. The quantitative assessment of recognition quality
for each class was carried out on the basis of training samples (Tab. 3.5).

By analyzing data presented in Tab. 3.5 one can notice a poor quality of
image classi�cation for classes 3, 5 and 6, i.e. for some types of forest. These
results suggest that the assumed classi�cation detail might have been too high.
The image classi�cation quality of other classes can be assumed good. It should
be remembered that the veri�cation was carried out on a small testing area only.
Moreover, the quality of photographic material (problems with tonal adjustment)
and the digital terrain model caused that incorrectly classi�ed areas can be noticed
in some places when comparing the achieved results with the image mosaic. To sum
up, the majority of areas was classi�ed at a satisfactory level, just the recognition
of some kinds of forests failed. However, the quality of the image classi�cation can
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Table 3.5. Compilation of quality measures for classi�cation based on arti�cial
neural networks for the test set

Class
number

Measure
κ̂ ui pi d

1 1 1 1 1
2 0.9972 0.9954 1 1
3 0.3458 0.2101 0.6481 0.9300
4 0.9104 0.8241 0.9867 0.9921
5 0.3110 0.7204 0.3400 0.8674
6 0.2842 0.2516 0.4442 0.9240
7 0.9991 0.9948 0.9940 0.9999
8 0.7848 0.7210 0.9800 0.9917
9 0.9997 1 0.9981 1
10 0.9999 0.9990 0.9778 0.9978
11 0.9896 0.9958 0.9842 0.9995
12 0.9961 0.9899 0.9986 1
13 0.9608 0.9570 0.9569 0.9993
14 0.8462 0.7802 0.9524 0.9789
15 0.9161 0.9875 0.9207 0.9824
16 0.9738 0.9989 0.9718 0.9699
17 0.9640 0.9707 0.9974 0.9540

be improved by replacing the amateur aerial images with professional photogram-
metric imageries (made together with laser scanning at small time interval) and by
using digital terrain model and digital surface model, which are more e�cient with
respect to point �ltering for forest areas. Further research on vegetation density
in vertical section, on the basis of laser scanning data, seems to be very promising.
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Figure 3.11. Land cover map of the study area showing �ow resistance
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3.4.2. Image classi�cation with the maximum likelihood method

In the statistic approach described in section 2.1.1, called in literature the ma-
ximum likelihood method or the Bayes' parametric algorithm case, to create the
classi�er it is necessary to assume a known type of distribution and estimate this
distribution parameters on the basis of the training samples and a'priori likelihood
value of the class membership. The multi-dimensional normal distribution model
was used in the test. A visual histogram analysis (one-dimensional) of the training
samples was carried out before making the decision. RGB and GLCM data have
the histogram characteristics similar to the normal distribution. However, the
height model (DM) for classes 7�17 and intensity (INT) data for classes 13�14
certainly do not have the normal distribution. The above conclusion is con�rmed
by the fact that the attempt of data estimation with the normal distribution results
a peculiar matrix of features covariance and, thus, it eliminates the possibility of
carrying out the image classi�cation. Despite all these restrictions, an attempt
was made to assess the usefulness of the method in image classi�cation in order to
evaluate the roughness coe�cients. The results of the experiments were compared
with the results obtained with the use of arti�cial neural network in the previous
chapter 3.4.1.

First, classes 1 to 12 were recognized. The multi-dimensional normal distri-
bution of features was assumed in the class recognized and the same model was
assumed for other areas that constituted one common class. The method is simi-
lar to assumed image classi�cation with the arti�cial neural network described in
chapter 3.4.1 and depends on recognition of areas belonging to one class during
one experiment. Tab. 3.6 presents the achieved recognition quality measures
(according to section 2.3).

When analyzing the obtained measures, Tab. 3.6, and comparing them with the
results obtained with the arti�cial neural network, it can be stated that the image
classi�cation with the use of the maximum likelihood algorithm is not successful.
The achieved measures prove that there is no correct recognition (classes: 3, 4, 6,
7, 8, 9, 12), or there is little conformity with the expected outcome(classes: 1, 2,
5, 10, 11). This fact is con�rmed by the image classi�cation of a part of the study
area (square no 6), compiled in Fig. 3.12 with the result of the neural network
recognition.

The next experiment consisted in classi�cation of all the classes of tall vege-
tation (classes 1�6) assuming the multidimensional normal distribution model for
features in each class. Fig. 3.13 presents visualization of the recognition with
a use the maximum likelihood method for the test samples. Tab. 3.7 presents the
calculated quality measures.

Comparison of the results in Fig. 3.13 and Tab. 3.7 with the results of clas-
si�cation of the same classes using the arti�cial neural network method speaks in
favour for the second method. Fig. 3.14 presents the results of classi�cation of
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Class Feature vector Expected result Achieved result

1: Populous forest (30m)

2: Oak forest (10m)

3: Oak-Elm forest (15m)

4: Oak forest (18m)

5: Willow-oak-Elm forest (16m)

6: Oak forest (27m)

Figure 3.13. Visualization of the test vectors classi�cation for classes 1 to 6 using
the maximum likelihood method

Table 3.7. Compilation of quality measures for classi�cation of classes 1 to 6
with maximum likelihood method for the test set

Class
number

Measure
pi ui κ̂ κ̂w d

1 0.90600 0.76962

0.42696 0.53906 0.52247

2 0.58400 0.74149
3 0.54320 0.54363
4 0.34760 0.51787
5 0.71080 0.36399
6 0.04320 0.10485
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3.5. Transformation of the roughness coe�cients
to hydrodynamic models

Creation of a high quality hydrodynamic model requires a precise geometric
description of the discharge area as well as the characteristics of the surface rough-
ness. In the case of systems using two-dimensional model (e.g. SMS, MIKE-11,
MIKE-21) the data is entered in the form of a discrete grid with the resistance
coe�cients attributed to meshes. This so-called �surface� approach results in that
the map of roughness classes which is achieved by the automatic classi�cation
(Fig. 3.11) and the complementary digital terrain model may be directly intro-
duced to this type of the system. The model developed for the purpose of this work
as well as the cover map have 1x1 m resolution which may be problematic because
of the calculation e�ort connected with the process of the hydrodynamic modeling.
Thus, a reduction of the grid resolution should be taken into consideration before
putting it into the model.

The process of putting in a digital terrain model with resistance coe�cients can
be technically carried out with the use of GIS systems (e.g. ARC-GIS). The auto-
matic vectorization of the resistance coe�cients map is required. The 1-D models
are commonly used in the engineering practice, for example in the HEC-RAS
model. To describe geometry, this model uses cross-sections which should be per-
pendicular to a dominating direction of the water stream (Radczuk et al., 2001). In
such a model the coe�cients are put in segment by segment along the section or in
the form of equivalent roughness separately for left or right �oodplain and the river
bed (Sobota, 1994). However, the river bed area is always treated as homogeneous
in its section with respect to the �ow resistance. Transformation of the geospatial
data to the HEC-RAS model in version 4.0 may be performed using geospatial
data import function in the *.geo format. It is essential to transform the record
of the surface roughness classes into data of valley cross-sections. It is carried out
on the basis of digital terrain model, the roughness class map as well as a table
that assigns a speci�c resistance coe�cient to each class through the process of
resampling the height value for the indicated section and in accordance with one
of the methods described in Chapter 1.2.2. Fig. 3.15 presents the visualization of
a part of the digital terrain model of the river valley with marked sections and the
watercourse axis.

The export data �le of the HEC-RAS package is a text �le. It contains sec-
tions describing locations of the watercourse axes, coordinates of points in the
cross-sections along with the resistance coe�cients. The detailed format speci�ca-
tion may be found in the appendix to the package usage (HEC-RAS, 2006). The
process of loading the data �les to the HEC-RAS project is carried out through the
geometric data import module (the geometric data window, the option: �Import
geometry data � format GIS� (Fig. 3.16).
Fig. 3.17 presents an exemplary section of the Widawa valley with information
about roughness.
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Figure 3.15. An exemplary part of the digital model of the river valley with marked
location of the sections and the watercourse axis

Figure 3.16. The option of the geometric data import in the HEC-RAS package

The minimum interval between sections is limited to DTM resolution and the land
cover map. Thus, it is possible to generate data of very high detail (Fig. 3.18).

To sum up, the transfer of the assessed discharge resistance and the digital ter-
rain model to di�erent hydrodynamic models is possible to perform. It is necessary
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Figure 3.17. An exemplary section of the Widawa valley with information about
the roughness imported into HEC-RAS model

Figure 3.18. An exemplary import of detailed data into HEC-RAS system

to enter the rest of the required data (such as the hydrological information, the
information about the channel and embankment location, etc.) before modeling.
The laser scanning method does not provide information about the real channel
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shape. Information on the river bed roughness also needs to be completed by
consulting other sources. On account of economy, the use of digital models and
the high resolution roughness coe�cients maps is questionable in the case of 1D
models. A great amount of data is lost at the transformation stage. The method-
ology of geospatial data generation for the purpose of hydrodynamic modeling,
discussed in this paper, should be associated with the development of 2D and 3D
models which, due to the increasing calculation capacity of computers, may shortly
replace 1D models.





Chapter 4

Summary and conclusions

Summing up, there is a possibility of automatic recognition of surface rough-
ness classes on the basis of integrated data from di�erent sources. However, the
quality and detail of such classi�cation is signi�cantly in�uenced by the applied
measuring techniques and the selection of classi�cation methods and parameters.
Satisfactory results can be achieved by combining laser scanning data with airborne
images. Such data integration from di�erent sensors, in other words the process
of combining information from many di�erent sources, is up-to-date. Moreover,
airborne laser scanning as the main technology of data acquisition, which are used
to create detailed terrain models, may also be used as a source of information on
the land cover classi�cation. The presented method of automatic recognition of
homogeneous areas with respect to the �ow resistance was based on the supervised
classi�cation techniques. The �rst stage is to indicate a minimum of two small
areas (the training and testing areas) for each class as their representation, which
is used to create the classi�er and for quantitative assessment of accuracy. These
areas should be surveyed paying special attention to their hydraulic characteristics.
For that purpose it is recommended to carry out a reconnaissance. The resistance
parameters of class samples can be determined on the basis of tables (e.g., Ven Te
Chow) or in case of tall vegetation areas � on the basis of measured geometrical
parameters of trees and bushes. These parameters are the average diameter of tree
trunk (in case of bush: the macro structural approach) and the average gauge. The
classi�er's model should be created on the basis of the training samples after data
integration on the basis of airborne laser scanning and airborne images. To create
the classi�er, it is necessary to determine parameters of features extraction (the
GLCM mask size) and of the classi�cation (topology of the hidden layers of a neu-
ral network, the distribution type of features density in classes and the a priori

probability in the likelihood algorithm). The determined parameters are not uni-
versal. They depend on the imagery scale and the character of the recognized
classes. They need to be selected for every measuring campaign. The test samples
are used to assess the classi�cation quality. In the case of a positive recognition
assessment it is possible to classify the whole study area. The roughness map
obtained as a result of classi�cation and the complementary DTM constitute the
geometric base of the hydrodynamic modeling. Depending on the applied system,
the process of entering the data may di�er. The procedure of data transforming
into one-dimensional HEC-RAS model is presented in this work. The suggested
system of land cover classi�cation for application in hydrodynamic modeling can
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Figure 4.1. Classi�cation system scheme of the land cover for the use of hydrody-
namic modeling

be presented in the form of a scheme (Fig. 4.1). The suggested method of au-
tomatic transformation of the geometric data and terrain features (the roughness
classes) into hydrodynamic models should be connected with their improvement
and development.

On the basis of the presented research it is possible to formulate the following
detailed conclusions:
� The image classi�cation with the maximum likelihood method, assuming the

normal distribution model as features density function in a class, gives substan-
tially worse results than the arti�cial neural network method and, moreover,
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is impossible to apply in the case of data that do not conform to the normal
distribution.

� The best results of image classi�cation were achieved with the neural classi�er
assuming recognition of each class with the use of separate network.

� In the case of maximum likelihood classi�er the application of the same ap-
proach (separate classi�er for each class) gives no positive results � practically
no recognition. However, a simultaneous classi�cation of all classes with the
use of this method gave acceptable results, not worse than the results obtained
with the use of the arti�cial neural network method.

� The e�ectiveness of recognition highly depends on data quality and selection
of the classi�cation parameters as well as on the manner of features extraction
(the selection of mask size in the GLCM method, the features selection, the
neural network topology).

� Slightly better results can be achieved by allowing non-averaged GLCM pa-
rameters in the features vector.

� The GLCM mask size as well as the neural network topology should be deter-
mined individually for each class.

� In the process of selecting the best topology of hidden layers of neural networks,
the evolutionary strategy gives the satisfactory results.

� GLCM features do not signi�cantly a�ect the class recognition of buildings,
roads and railways.
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APPLICATION OF PHOTOGRAMMETRIC
AND REMOTE SENSING METHODS

FOR IDENTIFICATION OF RESISTANCE
COEFFICIENTS OF HIGH WATER FLOW IN RIVER

VALLEYS

Key words: surface roughness coe�cients, remote sensing, supervised classi�ca-
tion, laser scanning, hydrodynamic modelling

S u m m a r y

This paper focused on remote sensing, photogrammetric, digital acquisition
and digital processing methods for the purpose of surface roughness evaluation of
�oodplains. It presents the technique of automatic identi�cation of land cover for
the need of evaluation of resistance coe�cients of �ood waters on the �oodplains
using the method of computer-aided decision making and transformation of the
obtained coe�cients to a hydrodynamic model. Chapter 1 of this publication is
an attempt to summarize the literature concerning issues of hydrodynamic cal-
culations and determination of �ood hazard zones with respect to the role and
methods of �ow resistance evaluation. Due to the purpose and nature of this
publication, this knowledge is crucial to learn and understand the needs of experts
who work in this �eld. Chapter 2 concerns classi�cation in remote sensing, par-
ticularly new techniques and solutions. A method of automatic identi�cation of
land cover classes for the need of hydraulic features evaluation of �oodplains is
also discussed here. The potential sources of data for this classi�cation and the
accepted method of accuracy assessment were also indicated. Chapter 3 provides
a description of the adopted identi�cation method in the selected part of the river
valley, short description of the study area, a discussion of possible approaches
to classi�cation as well as an analysis of the results obtained and their accuracy
evaluation. Chapter 4 is a summary.
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ZASTOSOWANIE METOD FOTOGRAMETRYCZNYCH
I TELEDETEKCYJNYCH DO IDENTYFIKACJI
WSPÓ�CZYNNIKÓW OPORU PRZEP�YWU

WIELKICH WÓD W DOLINACH RZEK

Sªowa kluczowe: wspóªczynniki oporu przepªywu, teledetekcja, klasy�kacja nad-
zorowana, skaning laserowy, modelowanie hydrodynamiczne

S t r e s z c z e n i e

W obliczeniach hydraulicznych rozpatruj¡c dolin¦ rzeki w czasie przej±cia fali
wezbraniowej jako pewien system �zyczny, niezb¦dne jest okre±lenie stanu tego
systemu, jego zmiennych charakterystycznych oraz reakcji na oddziaªywania ze-
wn¦trzne. W celu okre±lenia tych wªasno±ci systemu �zycznego modeluje si¦
pewn¡ abstrakcj¦ matematyczn¡. Ze wzgl¦du na znaczenie gospodarcze terenów
zalewowych oraz konsekwencje wezbra« modelowanie przepªywów w dolinach jest
wa»nym dziaªem hydromechaniki i hydrauliki. Prace nad wyznaczaniem stref
zagro»enia powodziowego oraz metodami ograniczania skutków powodzi nabraªy
szczególnego znaczenia po kataklizmach z 1997 i 1998 r. (Kubrak and Nachlik,
2003; Radczuk et al., 2001; Grocki and Czamara, 2001).

Dolina rzeki jako obszar przepªywu charakteryzuje si¦ wysok¡ ró»norodno±ci¡
pokrycia terenu, które ma zasadniczy wpªyw na szorstko±¢ powierzchniow¡. Szcze-
gólnie zagospodarowanie rolnicze doliny (grunty orne, ª¡ki i pastwiska), ro±lin-
no±¢ niska (krzewy) i wysoka (skupiska drzew, lasy) maj¡ ró»ne odzwierciedle-
nie w oporze przepªywu. Parametryzacja wybranych cech geometrycznych ro±lin
odbywa si¦ poprzez okre±lenie rodzaju ro±linno±ci (zwªaszcza wysokiej - drzewa
li±ciaste, drzewa iglaste) oraz ich wysoko±ci (Mokwa, 2003). Znajomo±¢ tych para-
metrów pozwala na oszacowanie danych charakterystycznych dla klas szorstko±ci
powierzchniowej takich jak rozstaw drzew, grubo±¢ pni itp. W obliczeniach hy-
draulicznych warto±¢ wspóªczynników oporu mo»na dobiera¢ na podstawie oblicze«
taruj¡cych model (Parzonka et al., 2000). Wymaga to mi¦dzy innymi pomiarów
hydrometrycznych parametrów hydraulicznych (rozkªad pr¦dko±ci w przekroju),
co nie zawsze jest mo»liwe, zwªaszcza w przypadku przej±cia fali wezbraniowej.
Innym stosowanym podej±ciem jest okre±lenie warto±ci wspóªczynników szorstko-
±ci na podstawie analizy ksztaªtu i pokrycia obszaru. Do tego celu wykorzystywane
s¡ mapy, zdj¦cia lotnicze, bazy danych GIS oraz bezpo±rednie pomiary terenowe.
Najcz¦±ciej stosowan¡ metod¡ identy�kacji i klasy�kacji obrazów na zdj¦ciach lot-
niczych jest interpretacja wizualna zwana fotointerpretacj¡ (Cioªkosz et al., 1999).
Rozwój nowych technik pomiarowych, takich jak skaning laserowy, oraz zaawan-
sowanych numerycznych metod rozwi¡zywania problemu klasy�kacji, jak np. sieci
neuronowe staª si¦ motywacj¡ do sformuªowania tezy, »e mo»liwe jest zastosowanie
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tych metod do oceny form pokrycia terenów zalewowych uwzgl¦dniaj¡cej opory
przepªywu.

Niniejsza praca jest wynikiem kilku lat bada« nad teledetekcyjnymi, fotogra-
metrycznymi i numerycznymi metodami akwizycji i przetwarzania danych dla
potrzeb oceny szorstko±ci powierzchniowej terenów zalewowych. Przedstawiono
w niej metodyk¦ automatycznej identy�kacji pokrycia terenu na potrzeby oceny
wspóªczynników oporu przepªywów wód wezbraniowych na terenach zalewowych
za pomoc¡ metod komputerowego wspomagania decyzji oraz transformacji opra-
cowanych wspóªczynników do modelu hydrodynamicznego. Rozdziaª 1 stanowi
prób¦ podsumowania studiów literaturowych autora nad problemami zwi¡zanymi
z obliczeniami hydraulicznymi oraz wyznaczaniem stref zagro»enia powodziowego
w zakresie roli i sposobów oceny oporów przepªywu. Ze wzgl¦du na charakter i cel
pracy wiedza ta jest niezb¦dna do lepszego poznania i zrozumienia potrzeb spe-
cjalistów zajmuj¡cych si¦ t¡ tematyk¡. Rozdziaª 2 po±wi¦cony jest problematyce
klasy�kacji w teledetekcji, w szczególno±ci nowym technologiom i rozwi¡zaniom
z tego zakresu. Przedstawiono tu tak»e metodologi¦ automatycznej identy�ka-
cji klas pokrycia terenu na potrzeby oceny wªa±ciwo±ci hydraulicznych terenów
zalewowych. W rozdziale tym wskazano potencjalne ¹ródªa danych dla takiej kla-
sy�kacji, a tak»e przyj¦t¡ metodyk¦ oceny jej dokªadno±ci. Rozdziaª 3 zawiera
opis zastosowania przedstawionej metodyki na wybranym fragmencie doliny rzeki,
krótk¡ charakterystyk¦ obiektu badawczego, dyskusj¦ nad mo»liwymi do zastoso-
wania podej±ciami klasy�kacji a tak»e analiz¦ otrzymanych wyników i ocen¦ ich
dokªadno±ci. W rozdziale 4 zawarto podsumowanie pracy.
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Tab. 3. Compilation of classi�cation results for the testing set in case of di�erent
mask sizes and average GLCM parameters
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Tab. 4. Compilation of classi�cation results for the testing set in case of di�erent
mask sizes and non-average GLCM parameters
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Tab. 5. Aerial images, patterns and recognition results for classes 15, 16 and 17 �
training set
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Tab. 6. Aerial images, patterns and recognition results for classes 15, 16 and 17 �
test set
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Tab. 7. Compilation of quality measures for the testing set in case of di�erent
mask sizes and average GLCM parameters

Class
Mask
sizei

Measure
κ̂ ui pi d

1

7×7 0.55645 0.41880 0.92328 0.95600
15×15 0.81072 0.72120 0.95650 0.97774
25×25 0.91844 0.86400 0.99265 0.98983
35×35 0.99590 0.99400 0.99839 0.99946

2

7×7 0.52264 0.41080 0.81186 0.95111
15×15 0.73471 0.59960 0.99734 0.97129
25×25 0.76660 0.63880 1.00000 0.97420
35×35 0.90371 0.83480 1.00000 0.98820

3

7×7 0.05960 0.05320 0.21875 0.91880
15×15 0.10114 0.08280 0.29487 0.92034
25×25 -0.00830 0.00000 0.00000 0.92420
35×35 0.00000 0.00000 0.00000 0.92854

4

7×7 0.44350 0.37760 0.63356 0.93995
15×15 0.39977 0.29320 0.76275 0.94300
25×25 0.75854 0.72440 0.83226 0.96989
35×35 0.70067 0.56920 0.96671 0.96783

5

7×7 0.06881 0.09560 0.15765 0.89891
15×15 0.23591 0.36840 0.25379 0.87751
25×25 0.14388 0.23240 0.19277 0.87566
35×35 0.15207 0.20040 0.22012 0.89217

6

7×7 0.04759 0.06960 0.13953 0.90289
15×15 0.11445 0.14040 0.20336 0.89931
25×25 -0.06305 0.00000 0.00000 0.87786
35×35 -0.05923 0.00000 0.00000 0.88263

7

7×7 0.13088 0.12400 0.27003 0.91349
15×15 0.01956 0.02440 0.13319 0.91897
25×25 0.25722 0.16480 0.82731 0.93789
35×35 0.03007 0.02040 0.32075 0.92694

8

7×7 0.65547 0.75280 0.62401 0.94994
15×15 0.73433 0.74080 0.76561 0.96529
25×25 0.64557 0.75360 0.60892 0.94783
35×35 0.66457 0.72800 0.65538 0.95323

9

7×7 0.97906 1.0000 0.96191 0.99717
15×15 0.99024 0.98360 0.99838 0.99871
25×25 0.95518 0.92280 0.99654 0.99426
35×35 0.99145 1.00000 0.98425 0.99886

10

7×7 0.96002 0.99880 0.92963 0.99451
15×15 0.99102 1.00000 0.98348 0.99880
25×25 0.99978 1.00000 0.99960 0.99997
35×35 0.99784 0.99760 0.99840 0.99971
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Tab. 8. Compilation of quality measures for the testing set in case of di�erent
mask sizes and average GLCM parameters � continued

Class
Mask
sizei

Measure
κ̂ ui pi d

11

7×7 0.55325 0.79040 0.47466 0.92254
15×15 0.56234 0.85080 0.46665 0.91989
25×25 0.70792 0.90720 0.61463 0.95274
35×35 0.93865 0.91120 0.97684 0.99211

12

7×7 0.71865 0.77760 0.70537 0.96091
15×15 0.85906 0.96320 0.79341 0.97946
25×25 0.98565 0.97680 0.99673 0.99811
35×35 0.90094 0.98360 0.84415 0.98586

13

7×7 0.97355 0.98560 0.96552 0.99646
15×15 0.83626 0.99840 0.73956 0.97477
25×25 0.78961 0.96120 0.69551 0.96717
35×35 0.80848 0.98080 0.71093 0.97014

14

7×7 0.92832 0.96160 0.90717 0.99023
15×15 0.34746 0.29800 0.52837 0.93086
25×25 0.22972 0.22080 0.35407 0.91557
35×35 0.36627 0.54200 0.34496 0.89377

15

7×7 0.90615 0.98075 0.91207 0.90613
15×15 0.90873 0.97811 0.91637 0.90832
25×25 0.90937 0.97774 0.91726 0.90889
35×35 0.90927 0.97743 0.91738 0.90877

16

7×7 0.96038 0.99801 0.96175 0.95998
15×15 0.96101 0.99676 0.96337 0.96051
25×25 0.96021 0.99782 0.96174 0.95980
35×35 0.96008 0.99795 0.96151 0.95968

17

7×7 0.95949 0.96091 0.99654 0.95841
15×15 0.97251 0.97935 0.99236 0.97237
25×25 0.97843 0.98628 0.99172 0.97847
35×35 0.97987 0.98854 0.99099 0.97996
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Tab. 9. Compilation of quality measures for the testing set in case of di�erent
mask sizes and non-average GLCM parameters

Class
Mask
sizei

Measure
κ̂ ui pi d

1

7×7 0.75079 0.71480 0.82808 0.96903
15×15 0.97015 0.95240 0.99291 0.99611
25×25 0.97530 0.97080 0.98339 0.99674
35×35 1.00000 1.00000 1.00000 1.00000

2

7×7 0.71354 0.62400 0.88086 0.96711
15×15 0.81210 0.70320 0.99266 0.97843
25×25 0.92675 0.87200 1.00000 0.99086
35×35 0.99698 0.99440 1.00000 0.99960

3

7×7 0.08533 0.07800 0.23839 0.91634
15×15 0.22874 0.16880 0.52553 0.92974
25×25 0.05497 0.04280 0.26551 0.92317
35×35 -0.00286 0.00000 0.00000 0.92711

4

7×7 0.27866 0.24720 0.43737 0.92351
15×15 0.50795 0.39680 0.80324 0.94997
25×25 0.86043 0.79680 0.95677 0.98291
35×35 0.89463 0.82320 0.99613 0.98714

5

7×7 -0.01784 0.02200 0.04538 0.89709
15×15 0.22289 0.35960 0.24193 0.87377
25×25 0.27622 0.55440 0.25278 0.85111
35×35 0.28623 0.67160 0.24666 0.83003

6

7×7 0.28427 0.25160 0.44421 0.92406
15×15 0.06426 0.10200 0.14448 0.89271
25×25 -0.01634 0.00000 0.00000 0.91951
35×35 -0.00928 0.00000 0.00000 0.92366

7

7×7 0.73066 0.68560 0.82325 0.96703
15×15 0.93287 0.90600 0.97127 0.99137
25×25 0.97762 0.97000 0.98858 0.99706
35×35 0.99246 0.99320 0.99280 0.99900

8

7×7 0.66136 0.72600 0.65171 0.95271
15×15 0.62406 0.58680 0.72373 0.95449
25×25 0.68540 0.66040 0.75908 0.96077
35×35 0.74369 0.62560 0.96187 0.97148

9

7×7 0.99039 1.00000 0.98232 0.99871
15×15 0.99571 0.99960 0.99245 0.99943
25×25 0.98827 1.00000 0.97847 0.99843
35×35 0.99871 1.00000 0.99761 0.99983

10

7×7 0.96446 0.99880 0.93731 0.99514
15×15 0.97192 0.99520 0.95362 0.99620
25×25 0.94057 0.99720 0.89805 0.99171
35×35 0.98440 0.99400 0.97719 0.99791
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Tab. 10. Compilation of quality measures for the testing set in case of di�erent
mask sizes and non-average GLCM parameters � continued

Class
Mask
sizei

Measure
κ̂ ui pi d

11

7×7 0.78410 0.97800 0.68011 0.96557
15×15 0.98864 0.99480 0.98417 0.99849
25×25 0.97595 1.00000 0.95639 0.99674
35×35 0.96147 1.00000 0.93110 0.99471

12

7×7 0.74475 0.85360 0.69286 0.96251
15×15 0.93114 0.99120 0.88721 0.99037
25×25 0.99114 0.98800 0.99557 0.99883
35×35 0.99265 0.98880 0.99758 0.99903

13

7×7 0.95023 0.95800 0.94964 0.99337
15×15 0.83351 0.95600 0.75994 0.97529
25×25 0.62491 0.71480 0.60270 0.94597
35×35 0.72275 0.90920 0.63262 0.95580

14

7×7 0.82642 0.76000 0.93274 0.97894
15×15 0.71512 0.64160 0.85365 0.96654
25×25 0.57326 0.46320 0.83190 0.95497
35×35 0.56534 0.59200 0.60041 0.94271
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