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Profesor
Jerzy Bromirski
1918-1889

14 marca 1988 r. zmarit nagle Profesor Jerzy Bromirski - pionier
informatyki wroctawskiej, wychowawca wielu pokolen studentdw.

Swa, prace na Politechnice Wroctawskiej rozpoczat w 1948 r. jeszcze
jako student Wydziatu Elektromechanicznego. Te studia wroctawskie byty
kontynuac ja rozpoczetych w 1938 r. w Warszawie a przerwanych przez
udziat w kampanii wrzesniowej i pobyt w niemieckich oflagach. Po
uzyskaniu stopnia inZyniera elektryka i magistra nauk technicznych
zostar w 1850 r. asystentem w kierowanej przez Prof. Zygmunta
Szparkowskiego Katedrze Teletechniki CpdZniej Automatyki i
Telemechanikid.

W latach 19598-1981, juz jako docent, oprécz pracy na Politechnice,
zajmowal stanowisko gidwnego konstruktora d.s. maszyn matematycznych w
nowo powstaltych Wroctawskich Zakiadach Elektronicznych "“Elwro®. Byt to
okres budowy pierwszych komputerdw Odra 1001, Odra 1002 i Odra 1003.

Dzieki staraniom Profesora w 1962 r. powolano specjalno$d “maszyny
matematyczne' na Wydz. Elektroniki, rok pdéZniej natomiast utworzono
plerwsza w Polsce, oprdécz Politechniki Warszawskiej, Katedre Konstrukcji
Maszyn Cyfrowych. Od 1968 r., kiedy powstat Instytut Cybernetyki
Technicznej, Profesor . kierowal w nim Zaktadem Automatdw C(pdZnie]j
Systemédw Cyfrowychd, peitniac jednoczedsnie funkcje dziekana Wydziatu
Elektroniki C1971-1978>, nastepnie zas Wydziatu Informatyki a4
Zarzadzania C(do 1981).

¥ 1978 r.wraz ze swym zespolem przenidsi sie do Centrum
Obliczeniowego, gdzie utworzyl grupe inzynieril oprogramowania i wiaczyi
ja w prace nad sieciami komputerowymi .,

Po przejd¢ciu na emeryture w 1985 r., mimo przebytej operacji oczu,
nie =zerwal kontaktdw =z Politechnika - byt przewodniczacym pierwszej
konferencji '"Sieci komputerowe'" w 1985 r. oraz czionkiem komitetu

programowego tych konferencji w 1987 r. i 1989 r.

W czasie swej wieloletniej pracy naukowej i dydaktycznej Profesor
przygotowat ok. 70 prac naukowych, kilka podrecznikdéw akademickich
Cwérédd nich “Teoria automatdw” bytra podstawowa ksiazka studentdw
informatyki na wszystkich polskich politechnikachd, promowat 33
doktordéw, wychowal wiele pokolen studentdw, przez ktdrych byt szanowany
i lubiany. .

Profesor uczestniczy®! w pracy wielu stowarzyszehh, rad naukowych,
peinit rézne funkcje konsultacyjne; m.in. by* czlonkiem PaiAstwowej Rady
Informatyki, czionkiem ‘Zespotu Elektronizacji i Automatyzacji Rady
Gidwnej Nauki, Szkolnictwa WyZszego i Techniki, czionkiem Centralnej
Komisji Kwalifikacyjnej, zastepca Redaktora naczelnego "Podstaw
Sterowania® od chwili zatoZenia pisma, cztonkiem—-zatozZzycielem Polskiego
Towarzystwa Informatycznego.

Jego otwartosd na przedstawiane Mu problemy, Z2yczliwosd i
wyrozumiatod$d w kontaktach z innymi zjednywaity Mu powszechny szacumek 1
sympatie.

Odchodzac pozostawiit wdzieczna pamied o scblie 1 przedwiadczenie, zZe
zakoiczyt sie pewien okres polskiej informatyki - czas Jjej narodzin i
dojrzewania.
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information policy.

computer network

Jeo Van Arkel’r

NETWORKS AND POPULATION INFORMATION SYSTEMS

The use of networks by government is increasing sharply. This is
evident in various fields of application. This paper examines
the use of networks from the point of view of developments in
the field of personal data filing in the Netherlands. It also
describes the network conception that 'is wused to realise a
decentralised structure for the national population registration
gsystem. This decentralised structure asks for standardisation of
data elements as well as network protocols, enforced by strict
regulations.

1. NEED FOR A POLICY

In recent years, the importance of personal data has increased
owing to the growing number of government tasks. The government
carries out its tasks for the‘'benefit of individuals, groups of
people and the population as a whole. In order to carry out these
tasks satisfactorily, it has to have acces to certain information on
people. People’s lives can be directly affected by a poorly-designed
system. Important requirements for a coherent policy are:

- the wish to improve services by means of making optimal use of
technical aids; »

- attention for careful protection of privacy which includes the use
of administrative numbers and the linking up of various data
files;

- the need to use personal data more effectively and efficiently;

- the desire for more and improved information for policymaking;

- the tracking down and combating of fraud, for example social
security and tax fraud;

- the desire to establish a cost allocation formula for certain
flows of information;

- the need for good security.

*Ministry of Home Affairs, Netherlands



Thege are some reasons for having a good personal information
systems policy. As yet such policy has not been enshrined in
legislation.

2. ORGANISATIONAL CHART

Government information systems can be devided into areas of
attention, such as education and public health, items to be
registered, such as persons and property, and management systems,
such as finance and employees. Population registration policy cares
only about persons as objectives of registration.

In the Netherlands there is a minister responsible for each area
and for each item to be registered. A basic data filing system is
also being developed for the most important items to be registered.
Basic data filing systems contain certain core facts on each
registered item for general use within government. The Minister of
Home Affairs is the politician responsible for coordinating
government personal information systems.

His responsibility is directed primarily at the flows of
information between the various sectors and the more or less
comparable activities taking place in various sectors in order to
prevent work being repeated unnecesarily. A Provisional Council has

been set up in order to advise him in this respect.l)

3. VARIOUS ASPECTS OF PERSONAL INFORMATION SYSTEMS POLICY

The various interests which are served by a good personal
information system should at each occasion be weighedlup carefully.
These are: '
- the task of the organisation or the part of the organisation

concerned;

- the effectiveness and the efficiency of the information systems;
- the privacy of the individual.
Neither the task which a government body carries out nor the
organisational form chosen for its implementation are part of
personal information systems policy. The tasks of a government body
are often laid down by law and should be considered as given for the
purposes of personal information systems policy. Personal data may
be necessary for the implementation of 'such tasks. What data, when
and in what form are necessary is up to the organisation wich is
responsible for the implementation of the task in question. The
protection of privacy is in the Netherlands a limiting condition for
personal information systems policy. Late in 1988, an actz) was
passed in the Netherlands, which deals with the protection of privacy.
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If we take the task and the privacy aspects more or less as
facts of 1life then the emphasis in personal systems pclicy
automatically comes to lie on effectiveness and efficiency of the
way the government as a whole is handling its personal data.

In concrete terms this means for the lines of policy:

- not collecting and storing more data than is really necessary;

- collecting data only once (not collecting data which are already
available elsewhere in goyetnment);

- storing data only once if possible;

- storing data as close to the individual as possible;

- having as few large central data bases as possible;

- making use of personal data that is already available in
government.

The practical implementation of this decentralised approach
means that more and more communication will have to take place
between all the decentralized information systems. In other words:
nation-wide networking.

4. BASIC POPULATION REGISTRATION SYSTEMS

By tradition, municipalities in’ the Netherlands play an
important role in registering personal data. This is in general
registration for social and judicial purposes. It takes the form of
a card system and it is subject to stringent government regulations.
At this moment a néew electronic system 1is build for the above
mentioned purpose. The main points of the new system are:

- updating of the regulations; the municipalities remain responsible
for implementation; .

- the municipalities may choose their own hardware and develop their
own software; only the specifications are determined by the
regulations;

- the government develops and maintains the communications network;

- this network carries out the standardized communication between
all 700 municipalities and 500 data users;

- there is no question of interactive real time data exchange, but
of an electronic mail system.

The choise of an electronic mail system is based on
considerations of privacy, both individual and organisational.
Organisations would object to other organisations being authorised
to search their data bases and select information from them.
Organisations object far less to answering queries from other
organisations by using their own programs.



Conformity with international standards was sought in setting up the
system which means that for the bottom three levels of the OSI
model, the Dutch PTT’s X.25 is used and for the higher levels, the
X.400 standard.

5. FURTHER DEVELOPMENTS

We are working on further expansion of policy in a policy
document. This document will be presented to the Lower House in
1989)3. It contains recommendation in the following four areas:
Data, Functioning, Technical aspects, Management and organisation.

5.1 Data _

Particular attention will be given to the definition of personal
data and the format in which they are recorded for the purposes of
data exchange. Standardised regulations are to be drawn up for
personal data which are needed frequently.

5.2 Funtioning

Requirements regarding the functioning of the various systems

can be laid down only by the organisations in question.
General principles, however, such as collecting and storing data
only once, should be followed. Another general principle is that
policy information should not be collected separately but, where
possible, should be compiled on the basis of data already in the
basic data filing system or in executive files.

5.3 Technical aspects

Government departments are free in their choice of hardware and
software, as they are with the basic data filing systems.‘The
technical realisation of functional requirements is a matter for the
organisations in the various sectors. If however communication is
involved, then general regulations have to be adhered to. As for the
network it has already been decided that the PTT's X.25 data net is
to be used for government networks.d)

The next regulation should be that the X.400 standard for
personal data exchange should be adhered to unless this is not
practical. Because an organisation, 1like for example the police,
needs a very quick answer to certain questions.

The plan that in the future, data exchange between the various
basic data filing systems will be possible through a standardised
infrastructure (an interdepartmental/intergovernmental network) is
also playing a part. There will therefore be a functional and
physical network for the government as a whole on personal data,
property data and social objects for example.



5.4 Management and organisation

The problem of implementation is not the only factor determining
the choise of organisational form. The main 1issues are
centralisation and decehtralisation, i.e. the balance of power in
public administration.

In addition, the cost aspect is important. 1In view of the
amounts involved in large systems and networks, every party with an
interest in an information system should be able to discuss and make
decisions on its operation. At present, an organisational form for
the basic data filing system is being sought in which all interested
parties are represented in a balanced way and which establishes a
cost allocation formula. This formula will be laid down in
legislation. '

6. CONCLUSION

Developments in the Netherlands in the field' of personal
information systems are highly decentralised. Recently, municipali-
ties in particular have been strong supporters of this, the argument
being that anyone who has more or less exclusive acces to
information also wields power. Parliament too has opted for
decentralised small-scale personal data files in order to protect
privacy. .

As central government needs personal data and in view of the
progress in automation, the use of networks for the exchange of
pérscnal data will increase considerably. The need for
standardization in order to facilitate data exchange and the need
for joint operation in order to cut costs mean that cooperation
becomes more and more essential.

Experience has shown that cooperation does not always take place
if it is voluntary. Mutual interest is not enough! The allocation of
responsibilities is too fragmented and there is too little
coordination. Central control in the form of strict regulations in
this respect is therefore unavoidable.

References:

1) Royal Decree of Institution, 24/10/1985

2) Wet Persoonsregistraties (Dutch Privacy Act), 28/12/1988

3) praft document "Care for data", 01,/03/1989

4) Datanet 1 regulation, Stat 1982 nr. 82, Decree Informetion in
Central Government
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weryfikacia protokoldw,
logika niezmiennikow,

CSF

Janusz BARCZYRSKI®

MODULARNA WERYFIKACJA PROTOKOLOW™®

W poprzedniej pracy DJ przedstawiono akujomatycvne podejscie do
formalnego opisu i weryfikecji protokoZdw. Réwnies scharakterybowa—
no_technike szczego&owq zgodng z tym podejSciem. Jgzyk opisu proto-
koxéw jest unogdlnieniem nctacji CSP. Weryfikacja zas, dotyczy dowo-
dzenia w¥asnosci niegmienniczych protokoidw. Ten artykul zawiera
szerszg charakterystyke techniki. Dla ilustracji podano formalny
opis protokoxu z literatury i przeprowadzono jego weryfikacje.

1. WPROWADZENIE

Oprogramowanie komunikacyjne sieci komputerowe]j, w tym implementacja
protoko¥déw komunikacyjnych, tworzy rozproszony przestrzennie system pro-
graméw rdéwnolegiych (wspékbievach} ktdérego skiadowe komunikuja sie
przez wymiane komunikatdw. Gwarancje poprawnosci oprogramowania sieciowe=-
Zo, na akceptowalnym poziomie ufnosci, moze dadé Jedynie konsekwentne stc-
sowanie odpowiedniej metodologii konsitruowania, ktdre] integralnym frag-
mentem jest czeéé dotyczgca formalnego opisu oraz weryfikacji {23. Metedy
testowe, Jjak wiadomo, nie mogg zagwarantowadé poprawncsci. Wérdd formaliz-
méw, wykorszystywanych do opisu i analizy systeméw ze wspbZbieinosciz, is-

t

otne znaczyﬂlb maja dwa, a mianowicie notacja CSP Hoare’a LD! oraz CCS

ner 7] Warianty obu notacji znalaziy zastosowanie w dzisdzinie pro-

cZéw komunikacyjnych, Propozycja Hoare’a dotyczgca CSP, doprowadziia

powstaniz wielu odmian i uogolnwrf te] notacji. Migdey innymi powstaia
wers ja teoretyczna zbliZona do CCS. Upracowano rdine semantyki CSI orasz

systemy dowodowe dla wm“/fikacji CSPwproqraméw, Drugi nurt zaowocowad

pewnq liczbq ngykéw WS innymi ﬂp aco-

CSp/8€, CSP-i oraz inne. W fBT przedstawiono technike formalnego opisu i
-;
weryfikacji protokoXdw komunikacyjnych sieci komputerowej o architekiurze

#/ Centrum Obliczeniowe FPolitechniki Wroctawskiej, Wrockaw

#x/ Preca zrealizowana w ramach CFER &.13, cel nr 52



i1

zgodnej z modelem OSI. Jgzyk opisu protokoidw stanowi tu uogdlnienie no-
tacji CSP. Krétkg charakterystyke techniki podano w [ﬁj oraz [ﬁj. Nato-
mizst w {SE podano szerszy kontekst teoretyczny dla techniki a takze za-
proponowano nowe metody weryfikacji. Méwigc krdtko, protokory komunike~
cyjne zapisywane sg jako uogdélnione CSP-programy, natomiast weryfikacja
polega na dowodzeniu wiasnofci niezmienniczych takich programéw~protoko-
I6w. Inne wiasnosci mogg by¢ wyrazane przez jezyk logiki temporalnej.
System wnioskowania jJest kompozyeyjny, w sensie skiadania dowoddw. Ten
artykut zawiera suzerszg, w stosunku do 5133 charakterystyke techniki.
Dla ilustracji podano fragment formalnego opisu protokoiu wymiany danych,
z {43; i przeprowadzono jego weryfikacje.

2., © TECHNICE

Protokoty komunikecy jne ap«uvu@ne sg jako programy rdwnolegie 0 nas-
. ‘i 7 n
‘;',’/ ceo//Q

Jest procesem sek-

tepujace]j ogdélne] postaci G

09

wencyjnym L::P lub programem rownoleglym. jns\Lu“,gm komunikacy jne majg

J
postac:

b.in:=h.in

gdzie h.out

katdw odpowiednio wyJjsciowe]j oraz we

nacji. FormuZy poprawnodciowe, wyrazajgce twierdzenia o wilasnosciach

a]

viezmienniczych programdw {prctokokéw}g majg postad «<G,¢» inv I , gdzie

%ﬁoraz I sg formuZami pierwszego rzedu; I jest formuig-niezmiennikiem a

1/ jest warunkiem poczgtkowym programu Q.Frzy konstruowaniu formui-niez-
S

miennikéw wykorgystywane sg klasyczune spojniki logiczne oraz nastgpujgce
operatory na historiach komunikatow: §h% ~ dfugosé historii h; h o h’ -
konkatenacja historii h i h’ ; h(i) ~ i-ty element historii h, 1€ ig|n};
m€&h - "m jest elementem historii h "; h = h’ « "historia h jest rowna.
h' % h&h® - ¥ h jest poczatkowg podhistorig historii h’ * itp.

System dowodowy umoZliwia dowodzenie formul poprawno$ciowych. Zawiera,
miedzy innymi, reguly komponowania dowoddéw, ktére pozwalajsg na modularng
budowe dowodéw., Méwigc dok*adniej, dowdd wiasnosci niezmienniczych pro-
gramu réwnolegtego uzyskiwany jest z odpowiedniego zZozenia dowoddw dla
programéw-skiadowych tego programu. Dowody dla skiadowych sekwencyjnych
uzyskiwane s3 przy tym w oparciu o teksty odpowiednich proceséw. System
dowodowy podano w [5], natomiast nize] przedstawimy szkic dowodu w tym

systemie.

3. PRZYKxAD



Przyktad pozwala zapoznaé si¢ z niektérymi konstrukcjami jezyka opi-
su protokoXdéw, z postacig formuz-niezmiennikéw oraz ze sposobem ich dowo-
dzenia. Rozwazany bedzie nastepujacy program réwnolegiy

DIP = [SOURCE: :50//SYSTEM//SINK::SL] ,
gdzie: SYSTEM SlgM//MEDIUM//RECEIVER::R] jest modelem systemu komunika-
cyjnego umozliwiajgcego jednokierunkowy transfer danych pomiedzy uzytkow-
nikami (procesy SOURCE oraz SINK sg modelami uZytkowniké@); programy
sM =[SENDER: :S//TIMER: :T] oraz RECEIVER s3 modelami moduZéw protokotu -
formalny opis protokoiu polega na zdefiniowaniu tych programéw; program
MEDIUM jest modelem medium komunikacy jnego. Rys. 1 przecdstawia graf komu-
nikacyjny programu DIP, z zaznaczonymi zmiennymi historii. Proces SENDER
zdefiniowano w Dodatku, natomiast procesy TIMER oraz RECEIVER 2znajduja
sie w [4] - pominieto jJe aby nie zwigkszaé objetosci artykuiu.

SINK
Y

out

| sourcE |

X.in

Rys. 1 C:
sM| SENDER [¢]TIMER RECEIVER
a.out ¢ d.In c.outf .in
a.in d.out c.in b.out
MEDIUM i
SYSTEM

Formuly poprawnosciowe dla MEDIUM oraz SYSTEM mogg mieé¢ postaé:

(2 <MEDIUM, ‘FMEDIUM> inv Extypooo

gdzie Extypo o ¥ (Vm)ézeb.out —>n€a.in) A (Vm_ﬁ(m’ed.out —>n’€ c.in).
Medium komunikacyjne jest zawodne: moze gubié, zmieniadé kolejnosé oraz
generowaé¢ duplikaty przesyzanych komunikatéw.
(®)  <SYSTEM, Pgygrpy> inv Y.outgX.in

gdzie  Pgysrem = “spnpEr M “rmer A Puepiom N “Recerver ¢
System komunikacyJjny jest niezawodny: protokdék wymiany danych zabezpie-
cza przed bzedami, ktdére mogg byé wprowadzane przez medium.

Weryfikacja protoko¥u polega na udowodnieniu formuiy (b) przy zazo-
zeniu, ze zachodzi (a). Oto szkic dowodu w systemie z [3]. Wprowadzimy
nastepujgce oznaczenia:

0 dla h=g (historia pusta)

max({3: (3a) [3,a]€n}) dua ngg |

o mseq(h) =



édzie hG{a.out, a.in, b.out, b.in} ’
o Extgpyrr. = mseq(a.out) (X.in| A
(Vm)imé a.out —> (31)(1$ ig[x.in|A m = [, X.in(i)])},
® Extppoprver = lY.out’< mseq (b.in) A
(V) §1< xg|v out] —> [k, Yoout(@]€voind .
Poczgtkowo, biorgc teksty odpowiednich procesdéw dowodzimy formuzy:

(1) <SENDER, typyree> inv Extgper o ,

(2) (rimER, WpyEr” ADY true .
Ze zXozenia dowodéw (1) i (2) uzyskiwany jest dowdd formuly:
(3) <My @gy> inv Extgpepme » gdzie gy = YspypErA “rIMER *

Biorgc tekst procesu RECEIVER, dowodzimy formue:

(4) <RECEIVER, @hppopiype” 4BV Extppoooooo .

Ze ztozenia dowoddw formul(B) » (4) , (2) uzyskiwany jest dowdd formuky:

(5) <SYSTEM, @gygppy> 1OV Tgygrmy

= Ext A Ext

gdzie  TIgygrpy sENpER" EXEp1oM AFX RECETVER

Poniewaz prawdziwa jest formuia
(6) (rsyspey N 6L) —>Y.outLX.in

gdzie GI = a.out=a.inAb.out=b.inA c.out=c.inAd.out=d.in jest global-
nym niezmiennikiem, wiec z dowodu (5) uzyskiwany jest dowdd formuty (b) .
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MODULAR VERIFICATION OF PROTQCOLS

An axiomatic approach to a formel description and verification of
computer network protocols is presented in |1 {. In the same paper a de-
tailed technigue consistent with this approach is also characterized.
The protocol description language is a generalization of CSP notation,
while the verification ccnsists in proving invariance properties of pro-
toccls. A more extensive characteristic of this technique is presented
in this paper. As an illustraiion formal description of protocol from
the literature is given aud its icn made.

BEPKA KOPPEKTHOCTY MPOTOKOIOB

MOLYIEHAS TR0

Hpencranneds TeXHUKA QOPMATBEOID ONRCAHAS § IDOBEDEE KODPEKTHOGTE
[I0OTOKONIOE KOMIBNTEDHON CceTd. FAZHR ONAGAHNS HIDOTOKONOB HBIIZSTCE 0000me—
eM EoTarmy CSP. [IDOREDES HODDERTE SHOI2ETCH B NOMA3AHNAY HHBa~
WHY GBORCTE ODOTOHONOR. IIF RN M7 FEHO QOPMANBHOE ONHCEMNE
OKONE . DOMENEHHCIO P IHDENMeTHof AmTepaType W HDOBEHeHa eT0 HpoBeDHa
KOPDEXTHOCTH .

DODATEX. Definicja procesu SENDEL z warunkiem poczgtkowym

pe data = ...; seguence number = O..infinity;

squence_number,date {; aclk = {

iata; highest sent,ackno,wait

ry of data; a.qut:history of packet; d.in: history of ack:

-;iﬁg‘qighest_‘s ent=waiting for ack -1:gkip -—¥
highest_senti=highest_sent +1;
{SOURCE?data(S_data); X.in:=X.in o[S_data]>;

itpacket (nighest_sent,S_data); a.out:=az.cut olhighe

< TIMER!start;skip> . " N
Etrue;(lfl"DIUM?ack ackno); d.in:=d.in o{acl«:noi} ~3jobstuga potwierdzeniag
fackno # waiting fox_ack;gkip —3 skip [] )

‘ackno = waiting for_ack;skip - < TIMER!cancel:gskip>; .
waiting for ack:=waiting for ack+l]
ﬂ 'true;{TlMFR?timeout;_ﬂg} —z {obsiuga timeout’u:\i‘
< MEDIUM!packet (highest_sent,S_data) ;
a.out:=a.out o[highest_sent, Smdataj>;
(TIMER!start;skip ™>

Warunek poczgtkowy :

wSEl\'DER= highest sent=CAwaiting for_ack=1A X. in$¢ Ad.out=g Ad.in=g
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weryfikacia protokoltdw,
Estelley
Alternating Bit

Janusz BARCZYNSKI®

ANATIZA SEMANTYCZNA SPECYFIKACJI EXAMPLE™*

Example Jest specyfikacjg protckoiu Alternating Bit, wystepujacyg
w dokumentach ISO dotyczgcych techniki ESTELLE. W artylule poka-
zano, ze protokdi ten moze osiggnad tzw. zywy uscisk, ktdrego
efektem zewnetrznym jest brak postepu w swiadczeniu usug. Doko-
nano poprawy specyfikacji.

1. WPROWADZENIE

Jezyk ESTELLE i1 jego sementyka s§ przedmioctem prac standaryzacy j-
nych w IS0 [},é}. Istnienie formalnej semantyki Jest warunkiem koniecz~
nym kazdej techniki wer»f*&acgjo Jeduym z potencjalnych kandydatdw do
weryfikacii jest protokéi Alternating Bit ‘AB) ze specyfikacji Example.
Specyfikacja ta przytaczana jest w dokumentach ISO prezentujgcych tech-
nike ESTELLE T?j ( st P 9074, 2nd IP, DI-S)° Lnaliza semantyczna specy-
fikacii Exemple wskazuje, ze protokdZ AB nie jest peprawny. Mianowicie
mose Xatwo wystgpidé tzw. Zywy udcisk ngvelook} Ogdlnie, zywy uscisk
wystepuje w systemie komunikacyjnym jeteli moduiy protokoiu realizuja

7kl operacji C taki, ze:

¥
{i} z cyklu C nie ma wyjscia, chociaz istniejg przejscia z kazdego sta-
=y 3

cyklu C nie powoduje wykonywania Yuzyieczne] pracy”

zytvownikéw syst

isih komunlkﬁoaneén, warunek (ii} 0z=

stepu w Swiadezeniu rotokozu. Podobny efekt

usiu5

a przez system komunika-

N
v T e e 7 T 23 iy b Sndal ey -~ Tt A ey
Jny anu blokady { ock vmleLtLiny u501s§}? tzn, stanu, ktory

nie jest stanmem korcowyn i z kitdrego nie ma dalsaych przejsé.

#/ Centrum Obliczeniowe Wroczav
Z

#3;/ Praca zreall



W Example wystepuje definicja moduzu protokoiu AB oraz niekompletne
definicje modutu uzytkownika (User) i moduzu sieci (Network) - podano
tylko nagidwki tych ostatnich modudw (patrz np. [ﬁ] - DIS 907@). Na
rys. 1 przedstawiono fragment systemu egzemplarzy modutdw generowanego
przez Example oraz strukture pozgczen ich punktdéw interakeji.

Rys. 1

ABIZ|.U , AB[Z].N - punkty interakcji moduu
[ <ty A2ld] AB[Z], edzie Z&fX,Y}

W Dodatku podano czgsé deklarujgcy przejscia definicji ciaza moduzu pro-.
tokotu AB. Ta ostatria pozwala nam przedstawié strukture sterowania mo-
du*u AB jak na rys. 2. W dalszym ciggu przyjmiemy, bez utraty ogdélnosci
rogwazar, %e wymiana danych Jjest Jednokierunkowa - od uzytkownika User[k]
do User[Y]. Wtedy aktualne struktury sterowania egzemplarzy AB[X] oraz
AB{Y] majg postaé podang odpowiednio na rys. 3 oraz rys. 4.

2 ESTAB t5
/t1 t4

\ |
foans
Ve B

Rys. 2 Rys. 3 Rys. 4

t2

Z punktami interakcji AB[Z].N , gdzie ze{x,Y} (por. rys. 1), sko jarzone
s3 nieograniczone kolejki FIFO, ktdére oznaczymy przez QCAB[Z].N). Na ko=
niec kolejki Q(AB[Y].N) dotgczane 83 komunikaty sieciowe z danymi nada-~
wane, via sied, przez.egzemplarz AB[X] - przez wykonywanie przejsé X-t1
i X-t3, w ktérych wystgpuje instrukcja output N.DATA_request(B) (por.
Dodatek). Natomiast na koniec kolejki Q(AB[X].X) doXgczane sg komunikaty
sieciowe z potwierdzeniami nadawane, via sied, przez egzemplarz AB[X].
Komurikaty te mogg by¢é zdjete z poczatkdw kolejek Q(AB[Y].N) oraz
Q(AB[X].N) przez wykonanie przejsé¢ odpowiednio Y-t5, egzemplarza AB[Y],
oraz X-t4, egzemplarza AB[K]. W przejsciach tych wystepujg klauzule
when ;.DATA_response(Ndata) (por. Dodatek). Komunikaty sieciowe sg war-
to$ciemi zmiennych rekordowych B oraz Ndata, zadeklarowanych nizej.
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var B, Ndata : record

Id :(DATA, ACK); frodzaj komunikatu: DATA - komunikat z danymi,
ACK - komunikat z potwierdzeniem
Conn: Cep_type; {%dentyfikator nadawcy - w naszym przypadku X
ub Y

Data: U _Data type; {dane uzytkownika; w komunikatach z potiwierdze-
niami pole to jest puste
Seq : O..1 end {liczba sekwency jna 3
W dalszym ciggu bgdg nas interesoway pola Id oraz Seq, stad komunikaty
sieciowe bedg oznaczane nastepujgco :

e <DATA,...,1s> - komunikat z danymi,
e (ACK ,...,18> =~ komunikat z potwierdzeniem, gdzie lS€£O,1§ .

ZaXozenie 1. Zaxdzmy, zZe AB[X] znajduje sie¢ w stanie sterowania X-ACK_
WAIT oraz, Ze na wyjsciu k‘olejki Q(AB[X].N) zna jdu je sie komunikat
(ACE,...,1sp> taki, ze 1s # Send_seq . @

Przy takim zatozeniu przejscie X-t4 nie bedzie nigdy mozliwe, poniewas
zachodzi (Ndata.Id:ACK)gxii(Ndata.Seq;éSend_seq) (oczywiscie 1ls=Ndata.Seq)
i klauzula provided nie jest speiniona. Tylko wykonanie X-t4 moze zdjac
komunikat <ACK,...,18> z wyjécia kolejki Q(AB[X].N). Stad dalej AB[X]
moze wykonywaé jedynie przejscie spontaniczne X-~t3 powodujgce retransmis-
je komunikatu z danymi. W odpowiedzi na takie zachowanie AB[X], egzemp-
larz AB[Y] mo%e jedynie wykonywaé przejscie Y-t5 tzn. odbieraé retransmi-
towane komunikaty, nie przekazujac ich do bufora odbiorczego, i nadawaé
potwierdzenia. Z powyzszego widaé, ze gdy AB[X] znajdzie sig¢ w stanie
speinia jgcym zaiozenie (1) to wowczas zostanie przerwane przekazywanie
danych od User[X] do User[Y]. Na zakoriczenie wystarczy pokazal, ze stan
wymieniony w za., (1) moze byé Zatwo osiggniety. To ostatnie mozne zoba=-
czyé analizujac scenariusz komunikacji z rys. 5. Po wykonaniu, pokazane-
go tam, drugiego przejscia X-t1 zostaje osiggnigty stan z zalozenia (1)

livelock »
Send seq=0 Sen\d_seq=1 Send _seq=1
-
, X=11 N =13 X~-t4, 7\ X-t1 -~t3
18[]: ED-EEDLHEDEUED) BER, ..
N Wl
v o
3 ,v°“.L)/
? ;,./_/
o
v /

ST ARG wRY SR W Vo

Recv_seq=C
E = ESTAB , A = ACK WAIT

Rys. 5
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3, POPRAWA SPECYFIKACJI
Aby wyeliminowaé, omawiany wyzej, biad specyfikacji Example wystar-
czy nastepujgco zmodyfikowad przejscie t4 (por. Dodatek):

from ACK WAIT to ESTAB { przejscie ’c4"}
when N.DATA response(Ndata)

Tovided Ndata.Id = ACK
%egin if Ndata.Seq ,= Send_seq then
Degin Remove(Send_buffer);
Send_seq :=(Send_seq + 1)mod 2 end end

BIBLIOGRAFIA

[1] ESTELLE - A Formal Description Technique Based on an Extended State
Transition Model. ISC, 1st DP 9074 (1985, 2nd DP (1986), DIS (1987).

[2] Barczynski J.: Technika formalnego opisu ESTELLE - wprowadzenie do
jezyka i semantyki. Polit. Wrocz. Centr. Oblicz., raport spr 13/87.

DODATEK. Deklaracja przejS¢ moduzu protokoiu AB

from ESTAB to ACK WAIT - from ACK WAIT to ESTAB
when U.SEND_request (Udata) when N.DATA response(lidata)
{t1% Provided (Ndata.Id=ACK) and

begin
copy (P.Msgdata,Udata) ; (Ndata.Seq=Send_seq)
P.Msgseq:=Send seq; begin §t4}

Store(Send_buffer, P); emove (Send_buffer);
Format_data (P, B); Send_seq:=(Send_seq + 1) mod 2
output N.DATA_request(B) end;
end;
from EITHER to same from EITHER to same
when U.RECEI‘V—E'_request when N.DATA response (Ndata)
Tovided not buffer empty(Recv_buffer) provided Ndata.Id = DATA
T Tt2} Besin  fesh
'Q-:-E'R_etrieve (Recv_buffer); copy(Q.Msgdata,Ndata.Data);
output U.RECEIVE_response(Q.Msgdata); Q.Msgseq:=Ndata.Seq;
Remove (Recv_buffer) Format_ack(Q,B);
end; output N.DATA request (B);

if Ndata.Seq=Recv_seq then
from ACK WAIT to ACK WAIT “begin -
delay (Retran_time) ore(Recv_buffer, Q);
egin {t}} Recv_seq:={Recv_seq + 1)mod 2
P:=Retrieve (Send_buffer); end
Format_data (P,B); ) end ;
output N.DATA reguest (B)
end;

SEMANTICAL ANALYSIS OF EXAMPLE SPECIFICATION

An Example is a specification of the Alternating Bit protocol which
can be found in the ISO documerts concerning the ESTELLE technique. The
protocol mentioned can reach the so-called livelock. Lack of progress in
the service providing is an external effect of the livelock. In the work
the improvement of specification is made.
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CEMAHTUUECKWA AHAJV3 CIELVOUKALINY EXAMPLE

Example gBigeTcs chmennpnranmet OpoToxoJa Alternating Bit, BHCTyma-
wnelt B ZOKymeHTax IS0, kacaluyxca TexXHAKA ESTELLE . B c¢raThe OHIO IOKA-
3aH0, YTO STOT ODOTOKON MOXET NOGTATHYTH T.H&3. RABOI'O 3aKIAHRBAHAA
(1ivelock ), BHemHEM 3@HEKTOM KOTODOr'O SBIIeTCA OTIWIME IPOTpecta B OKa-—
3WBaHAE YCAyI'. CHeNaHO HCIpAaBICHFE CHOENAKANNR.
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architektura,

standard

Eugeniusz BILSKI®

ARCHITEKTURA WYZSZYCH WARSTW MODELU ODNIESIENIA 0SI/ISO

W referacie przedstawiono aktualny stan prac IS0 nad architek-
turag warstw sesji, prezentacji i aplikacji, modelu OSI. W
referacie powolane sg najwazniejsze dokumenty IS0, dotyczgce
modelu odniesienia jako catod$ci oraz dotyczace ww. warstw,
ktére ukazaty sie w okresie od 1985 r. do polowy 1988 r.

1. Wprowadzenie

Rosngce ciaggle potrzeby w zakresie komunikacj)i miedzynarodowe]) oraz ros-
nace mozliwodci ich realizacji, oparte na osiagnieciach mikroelektroniki,
powoduja coraz szybszy rozwdj sieci komputerowych. Funkcjonowanie sieci
w skali migdzynarodowej jest mozliwe tylko wtedy, gdy w sieciach krajo-
wych beda obowigzywal te same standardy migdzynarodowe. Bliska juz wizja
powstania Zjednoczonej Europy, spowodowala gwaitowny rozwdj prac w za-
kresie standarddw sieci komputerowych. Jako baze dla tych prac przyjeto
model odniesienia 0SI/ISO. Do modelu odniesienia sktania sig rdéwniez co-
raz wiecej firm amerykéﬁskich i japcriskich. Standaryzacja czterech dol-
nych warstw mogelu jest juz daleko zaawansowana i to zardwno dla sieci
lokalnych jak i rozlegtych |1}. Ukazaly sig juz na rynku uklady scaleone
realizujgce protokoiy dolnych warstw. Natomiast dla wyzszych warstw, a
Zwlaszcza dla warstwy aplikacji, opracowano standardy dla wybranych zas-
tosowari. Istotnym hamulcem prac byl brak rozwinietego modelu funkcjono-
wania wyzszych warstw. Model taki Jest obracowywany w I50 od kilku lat;
obecnie osiagngt stan, ktdiry pozwala wnioskowadé, ze w dalszym jego roz-
woju nie powinno juz by¢ zmian rewclucyjnych.

Niniejszy referat ma na celu przyblizenie, krajowym uZytkownikom sieci
xomputerowych, podstawowych elementdw tego modelu. Sprawa jest wazns
dlatego, ze doiyczy wegystkich obecnych 1 sotencjalnych uzytkownikdw
sieci xomputerowycn. Wlgczenie do sieci procesdw aplikacyjnych uzytkow-
nixke, wymaga doburdaowsnia do nich moouldw sieciowych, specyficznych dla

kazdego typu orocesu aplikacyjnego.

Instytut Cyoernetyki Tecnnicznej Psolitechniki Wroctawskie]



2. Opis 0gdélny gdérnych warstw modelu 0SI

W sieci komputerowe) wspdidziatajy ze sobg procesy aplikacyjne, rezyaou-
jace w komputerowych systemach rzeczywistych. Przyktadami procesdw apli-
kacyjnych sg: programy uZytkowe, bazy danych, zbiory danycn, kompilatcry
jezykdw programowania, terminale, sterowniki proceséw technologicznych,
roboty. Wspditdziatanie procesdéw aplikacyjnych odbywa sie w ceiu wykona-
nia zadania (sieciowego) i polega na komunikacji pomiedzy nimi, wedtug
uzgodnionych:

- regut zarzgdzania transferem danych;

semantyk zwigzanych z przekazywanymi danymi;

- abstrakcyjnej syntaktyki uzytej do transferu danych.

W $rodowisku 0SI komunikacja taka odbywa sie za pomoca jednostek aplika-
cyjnych (AE - Application Entity), rys. 1, stanowiacych czed$é modelu OSI.
Rzeczywisty system otwarty jest to system, ktérego proces aplikacyjny
jest wyposazony w jednostke aplikacyjng. Jeden rzeczywisty system otwar-
ty moze zawierad jeden lub wiecej procesodw aplikacyjnych. Wykonanie za-
dania wymaga komunikacji pomiedzy dwoma lub wiecej procgsami aplikacyj-
nymi. Jeden proces aplikacyjny moze zawieraé¢ jedng lub wiecej jednostek
aplikacyjnych. Jednostka aplikacyjna obsiuguje tylko jeden proces apli-
kacyjny. Komunikacja pomiedzy jednostkami aplikacji odbywa sie za po-
drednictwem jednostek funkcjonalnych w dolnych warstwach mecdelu, sg to
odpowiednio: jednostka prezen*tacji (PE - Presentation Entity), jednosika
sesji (SE - Session Entity) i nastepnie, nie pokazanych juz na rys. 1,
jednostek transportowej, sieciowej i liniowe]). Zgodnie z ogdlng konwen-
cja ustug, obowigzujgca w modelu 0SI (opisang w dokumencie ISO TR §509).
warstwy sgsiednio nizsze $wiadczg usiugi warsiwie sgsiednio wyzsze].
Ustugi te dostepne sa w punktach dostepu do usiug (SAP - Service Access
Point); na rys. 1 pokazane sg punkty SAP dla warsiwy prezentacii (PSAP..
sesji (SSAP), transportowéj (TSAP).

3. Charakterystyki wyzszych warstw modeiu OSI
3.1. Warsiwa sesji

Ponizej przedstawione rostang podsiawowe wiaSnoSCL uUzZyTKOwe walsSTiwy

sesji, opracowane w oparciu o (31 1 4

Warstwa ses)i $wiadczy usiugl warsiwie arezesntac]l.

zOWane w 0Darciu 0 usiugQi warstwy IraNSSOrCIOwe . 2022 Iurwije IT23..2C0ws0
W warsiwis ses3ii. 1S, zorienigcwanvi 30I3TIENI0W

WATSTWY sesgi 33

1. Jdstanawlanie 2023CIeni3 11 o egneczesns 18ges 1303 Darsme

Jciaczenia,



AE
PE

Procesy aplikacyjne

e e o

:AEI
- L -4 - F---TFu4 I D
! ¢
warstwa I : _J
aplikacji ’ j I
= = w2 - PSAP T
| | . |
PE |PE PE IPE [PEJ PE |
warstwa
prezentacji ‘
— L L
' ! SSAP
SE SE SE] |se
warstwa
sesji
— — = —
TSAP
- Jjednostka aplikacji SE - jednostka sesji
- jednostka prezentacji SAP - punkt dostegpu do ustug

Rys. 1. dgdlne zasady wspdidziatania procesdéw aplikacyjnych
w Srodowisku 0SI

Fig. 1. Interconnection of application processes in 0SI envirement

Roztaczenie polaczenia sesji, ktdére moze by¢ uporzadkewane - bo prze-

niesieniu wszystkich danych lub nieuporzadkowane (nagte) - z mozli-

wosciag utraty danych.

Transfer danych normalnych; pozwalajacy na wymiang danych,. polgczong

zwykle ze sterowaniem przepiywem i dialogu.

Przesylanie danych przyspieszonych; nie stosuje sig wtedy sterowania

przeptywem i dialogiem; dane te moga wyprzedza¢ dane normalne. .

lZarzadzanie tokenem, pozwalajace sterowaé prawem wylacznosci realiza-

cji pewnych funkcji.

Sterowanie dialogiem, pozwalajace na ustawienie pracy pdidupleksowe]
(z uzyciem tokenu) lub dupleksowe].

Synchronizacje, pozwalajaca (z uzyciem tokenu) na umieszczanie w da-

nych uzytkownika, znakéw synchronizujacych, stanowiacych potwierdzane

punkty identyfikacyjne. Gidwne ocunkty synchronizacyjne dzielg dialog

na tzw. jednostki dialogu (rys. Z). Brak potwierazenia wystanegc zna-

ku, umozliwia cofniecie dialogu cc ostatnie) prawidicwo zrealizowane]
jednostki dialoagu.
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8. Resynchronizacjeg, pozwalajaca uzytkownikom na zmiane synchronizacji
i cofnigcie dialogu do stanu istniejacego w chwili wskazanej przez
punkt resynchronizacji.

9. Sterowanie akcjami, pozwalajace uzytkownikom podzial dialogu na tzw.
akcje logiczne; sterowanie akcjami umozliwia przerwanie akcji i ich
wznowienie w péZniejszym czasie. Realizacja tej funkcji wymaga po-
siadania tokenu.

10. Informowanie o stanach wyjatkowych, pozwala warstwie sesji informo-
wat¢ o nieoczekiwanych sytuacjach, nie wykrywanych przez inne ustugi,
np. biad protokotu.

11. Niezalezna wymiana danych, umozliwia przestanie informacji niezalez-
nie od posiadania tokenu.

12. Wymiana danych uzgadniania, umozliwia przestanie ograniczonej ilosci
danych poza akcja uzytkownika, dla celéw specjalnych.

Ustuga sesji jest realizowana przez jednostki sesji (SE - session
entity); Jjednostki te sa Scisle zwigzane z funkcjonowaniem protokolu
sesji. Jak widaé na rys. 1, jednostka moze by¢ zwigzana z wiecej niz
jednym punktem dostepu do usitug sesji; uzytkownik ustug sieciowych -
jednostka prezentacji (PE - presentation -entity) moze korzystaé z wiece]
niz jednego punktu dostepu do uslug secji.

W praktyce moina korzystaé z trzech podzbioréw protokolu sesji:

podzbidér podstawowy - BSC;

- podzbiér podstawowy z synchronizacjg - BSS;
- podzbidr podstawowy ze sterowaniem akcjami - BAS.

Obszerne informacje na temat warstwy sesji mozna znaleiZ¢ w |2]; ustugi
sesji opisuje standard ISO DIS 8326, a protokét - ISO DIS 8327. Oba do-
kumenty zostaly przetiumaczone na jezyk polski i wraz z uzupeinieniami
stanowia projekty Polskich Norm |6]| i |7].

Akcja logiczna

Jednostka dialogu [_ Jednostka dialogu
Poczatek Pomocnicze Gidwny punkt Kon%gc
akcji punkty synchronizacji synchronizacji akcji

Rys. 2. Przyktad struktury jednostki dialogu
Fig. 2. Example of a Structured Dialogue Unit
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3.2. Warstwa prezentacji

Warstwa prezentacji $wiadczy usiugi warstwie aplikacji. Ustugi realizo-
wane sa w oparciu o ustugi warstwy sesji oraz funkcje realizowane w
warstwie prezentacji.
Podstawowa funkcjg warstwy prezentacji jest transformacja syntaktyk.
Podstawowymi pojeciami pozwalajacymi zrozumie¢ ta funkcje sg: syntaktyka
abstrakcyjna, syntaktyka transferu i kontekst prezentacji. Syntaktyka
abstrakcyjna jest zbiorem regul uzywanych do formalnej specyfikacji da-
nych, stosowanych w warstwie aplikacji; regul niezaleznych od technik
kodowania tych danych. Syntaktyka abstrakcyjna jest zdefiniowana w ter-
minach okredlajacych zbidér typdw danych. Syntaktyka transferu jest kon-
kretng reprezentacjs danych stosowang w trakcie przesytania danych po-
miedzy dwoma systemami otwartymi. Kontekstami prezentacji okresla sie
szczeg6lowe kombinacje par, syntaktyka abstrakcyjna - syntaktyka trans-
feru (rys. 3). Kombinacja jest poprawna jezeli syntaktyka transferu jest
w stanie, korzystajac z usitug prezentacji, odwzorowa¢ wszystkie wlasnos-
ci syntaktyki abstrakcyjnej.
Iwykle stosuje sig jedng syntaktyke abstrakcyjna dla jednego procesu
aplikacyjnego. Jezeli jest jedna syntaktyka abstrakcyjna i jedna syntak-
tyka lokalna zgodna z syntaktyka transferu, to nie ma praktycznie warst-
wy prezentacji. Jednym z rodzajdéw stosowanych syntaktyk transferu jest
syntaktyka zawierajgca kompresje danych, stosowana dla zmniejszenia
kosztéw transmisji.
Protokét prezentacji zawiera mechanizmy wyboru syntaktyki transferu
akceptowanej przez oba komunikujace sig systemy otwarte; wybdr ten odby-
wa sie w drodze negocjacji w trakcie nawigzywania polgczenia prezentacji.
dane z syntaktyka

syntaktyka lokalng
abstrakcyjna 1

warstwa aplikacji

warstwa prezentacji

. syntaktyka transferu A
transformacja D
jednostka syntaktyk

brezentacii syntaktyka transferu B

dane z wybrang
syntaktyka transferu

Rys. 3. Ilustracja odwzorowania syntaktyki abstrakcyjne)
na dwie syntaktyki transferu

Fig. 3. Illustration of a Possible Mapping of an Abstract Syntax
onto Multiple Transfer Syntaxes
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W srodowisku 0SI, zorientowanym polaczeniows, usiugi warstwy prezentacji
sa nastepujace:
1. Ustanawianie polgczenia prezentacji oraz wybdér syntaktyki transferu.
2. Roztaczanie polgczenia prezentacji, ktdére moze by¢ uporzadkowane - z
zachowaniem danych lub nieuporzadkowane - z mozliwoScig utraty danych.
3. Zarzadzanie kontekstem, ktére umozliwia okreslanie kontekstéw prezen-
tacji.
4, Transfer danych umozliwiajacy rie¢ form przesytania danych:
- transfer danych ze sterowaniem tokeru; '
- transfer danych bez sterowania tokenem;
- transfer danych przyspieszonych;
- wymiana danych uzgodnienia;
- transfer danych w poiu user data".
5. Sterowanie dialogiem, umozliwiajace dostep do sterowania dialogiem
W warstwie sesji.
Ustugi prezentacji sg realizowane przez jednostki prezentacji (PE -
presentation entity). Standardy IS0 dotyczace warstwy prezentacji sa
nastepujace:
DISB822 - usiugi;
DIS8823 - protokéi;
DIS8824 - syntaktyka abstrakcyjna ASN.1:
DIS8825 - reguty kodowania dla ASN.1. 2
Obszerna informacje nt. warstwy prezentacji w jezyku polskim, mozna
znalefé w |[2].

3.3. Warstwa aplikacji

Rozproszone przetwarzanie informacji wymaga wspdldzialgnia awéch 1ub
wiece]j procesdw aplikacyjnych. Warstwa aplikacji zawiera wszystkie nie-
zbedne do tego celu funkcje, nie realizowane w nizszycn sSzesSclu wWarLs5t-
wach modelu odniesienia 0SI. Jest to jedyna warstwa dostarczajg-a o°Z-
posrednich ustug procesom aplikacyjnym.

Powstalo juz kilka standarddéw dotyczgcych warstwy aplikacji, ale ogdln
model catej warstwy jest dopiero w stadium rozwoju. FPrzegst

feracie model warstwy, oparty jest na dokumentach reooczven [SU 1o, 2
i dokumencie ECMA 15f.
Jak juz wspomniano w rozdziale 2, proces aplikacyjny jest esismanien “7=2-

czywistego systemu otwartego, bioracym udziai w wykonanlu JECneco _uU

wiecej, zadan przetwarzania informacji. Procesy aplikacvine oicrace

o

udzial w wykonaniu zadania, moga w tym uczestniczyc¢ rdwnoczesnie lu
szeregowo. Wspdldzialanie procesdw dla wykonania zadania. moze ayé syn-
chroniczne lub asvnchroniczne. Poiegvnczv oroces aplikacyjny moze 2rac
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udziat w realizacji jednego lub kilku zadari jednoczes$nie. Wspdidziatanie
z réznymi procesami aplikacyjnymi moze wymaga¢ réznych mechanizmdw inter-
akcyjnych.

W $rodowisku 0SI, proces aplikacyjny jest reprezentowany przez jeden lub
wiecej jednostek aplikacyjnych (AE - application entity), rys. 1. Kazda
jednostka aplikacyjna reprezentuje jeden i tylko jeden proces aplikacyj-

ny. Jednostka aplikacyjna realizujgca funkcje okreslone dla kenkretne}]
komunikacji nazywa sie powotanag jednostka aplikacyjna (ApplicationvEntity

Invocation). Innymi stowy, jednostka powotana istnieje na czas realizacji
okres$lonego zadania sieciowego.

Kazda jednostké aplikacyjna sktada sige ze zbioru mozliwo$ci komunikacy)-
nych (procesu aplikacyjnego) zwanych elementami usitug aplikacyjnych (ASE

- Application Service Element). Element A§E’jest zbiorem powigzanych
funkcji, ktére moga realizowaé¢ komunikacje pomiedzy jednostkami aplika-
cyjnymi. Przyktadami elementéw ASE s3 nastepujgce typy elementdw: FTAM,
JTM, VT, CCR i sterowanie asocjacja. Kazdy typ elementu ASE jest okres-
lony przez wiasne usiugi i protokdti.

Jednostka aplikacyjna korzysta z ustug warstwy prezentacji.

Asocjacja aplikacyjna jest to wspéidziatanie jednostek aplikacyjnych.

Ustanawianie i zwalnianie asocjacji realizuje specjalny element ASE zwas«
ny elementem sterujacem ustuga asocjacji (ACSE - Association Control
Service Element). ACSE inicjowany jest przez proces aplikacyjny albo
przez inny element ASE. ACSE z kolei inicjuje poigczenie prezentacji.
Elementy ASE, ktére korzystaja bezposrednio z usiug prezentacji i d$wiad-
czg ustugi innym elementom ASE, nazywaja sie wspdlnymi elementami usiug
aplikacji (CASE - Common Application Service Element). Inne elementy ASE
(zwane SASE - Specific Application Service Element), mogg korzystaé z
ustug elementéw ASE lub bezposrednio z warstwy prezentacji.

Kontekst aplikacyjny jest to jednoznacznie okreslony zbidr elementdw ASE

zapewniajacych wspdtdziatanie jednostek aplikacyjnych, za pomoca asccja-
cji. Moze by¢ powolanych kilka kontekstdéw aplikacyjnych na jednej aso-
cjacji. Jednostka aplikacji moze utrzymywad asdcjacje pojedyncze lub
wiele réwnolegiych asocjacji. Asocjacja pojedynczg steruje modut SACF
(Single Association Controlling Function), rys. 4. W drugim przypadku
jednostka aplikacji posiada dodatkowo modul MACF (Multiple Association
Controlling Function), rys. 4.

W zaleznosci od rodzaju procesu aplikacyjnego stosuje sie kilka jednos-
tek aplikacyjnych, kazda z pojedynczymi asocjacjami (i co najmniej jed-
nym kontekstem) lub jedng jednostkg aplikacyjna z wieloma modutami SACF
i moduiem MACF.

Jezeli semantyka procesu aplikacyjnego ma charakter komunikacyjny to
lepiej stosowa¢ jedna jednostke aplikacyjnag i koordynacje wewnatrz niej;
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w przypadku semantyki o charakterze przetwarzajgcym wygodniej jest sto-
sowaé¢ kilka jednostek aplikacyjnych i koordynacje pomiedzy nimi, np. przy
obstudze baz danych stosuje sie dwie jednostki aplikacyjne (a wiec dwa
protokoly) - ‘jedna do obstugi dostepu a druga do wyszukiwania - dziala-
jace niezaleznie.

o PROCES APLIKACYJINY
Lo DEEED DT _
| MODUE KOORDYNUJACY JEDNOSTKI APLIKACJI
[ JEDNOSTKA APLIKACJI " JEDNOSTKA APLIKACII
e e e o o e - — — - Lo ooy s e s o o o ik
MODUt KOORDYNUJACY MACF J MODUL KOORDYNUJACY MACF |
s lase 1| | s fasE 1|| s [ASE 1 l s (AsE 1| |s |asE 1| |s |asE 1
A |ase 2| | A |AsE 2| A |ASE 2 A [ASE 2| 1A [ASE 2| | A [ASE 2| | |
i1
C IASE 3| |c |ASE 3|| C |ASE 3 C |ASE 3| |C |ASE 3||cC ASE 3 l
i!
FlasE a| | F |asE al| F FASE 4| | F |ASE a] | F 'asE 4] |
H ¥ ‘l' T ;
E : ! | ,' o
| ADRES PREZENTACJI | (. ADRES PREZENTACIT W pe
I . i 1 T :
el 9
| z |
| | i |

ASOCJACIE

Rys. 4. Proponowany model warstwy aplikacji
Fig. 4. Proposed Application Layer Model

Elementy ustug aplikacyjnych (ASE)

Dotychczas opracowane zostaly lub znajdujs sig w opracowaniu nastepujace

elementy:

1. Flement sterujacy ustuga asocjacji (ACSE); realizuje on ustanawianie
i zwalnianie asocjacji aplikacyjnych, identyfikuje kontekst aplika-
cyjny stosowany w asocjacji, przesyla informacje uzytkowniks pemigozy
jednostkami aplikacji, zarzadza kontekstem aplikacyjnym. Opis ACSE
zawarty jest w dokumentach: ISC 8649/1 i 2 - ustugi. ISO B8659/1 i

- protokdi.



2. CCR (Commitment, Concurrency and Recovery); utrzymuje aplikacje roz-
proszong wtedy gdy w przetwarzaniu uczestnicrzy wiecej niz dwie jed-
nostki aplikacy]jne i wigce) niz jedna asocjacja; zapewnia koaordynacje
dziatarh na odrebnych asocjacjach. Opis CCR zawarty jest w dokumentach:
DIS9804 - ustugi (poprzednie oznaczenie - DIS8649/3) oraz DIS9805 -
protok6t (poprzednie oznaczenie - DISB8650/3).

Elementy dla konkretﬁych zastosowari (SASE):

3. Transfer zbioréw (FTAM); umozliwia uzytkownikom zbiordw w systemach
otwartych, transfer, dostep oraz zarzadzanie zbiorami. 9Opis FTAM za-
warty jest w dokumentach: IS08571/1+4.

4. Transfer zadarh (JTM); umozliwia realizacje zadarh w sieci potgczonych
systeméw otwartych. Opis JTM zawarty jest w dokumentach: DIS8831 -
ustugi i DIS8832 - protokdéti.

5. Wirtualny terminal (VTP); pozwala na transfer i manipulacje danymi,
niezaleznie od sposobu wewnetrznej ceprezentacji danych stosowanej
przez uzytkownikdéw. Opis VTP zawarty jest w dokumentach: IS09040 -
ustugi i 1509041 - protokdi.

6. Transfer komunikatdw (MT); utrzymuje transfer komunikatdéw w kategorii
“store-and-forward" (poczta elektroniczna); jest czgdcig systemu
MUTIS (Message Oriented Text Interchange System). Dostarcza komunika-
ty do jednego lub wiecej odbiorcéw w okreélonYm czasie i, jezeli po-
trzeba, dokonuje transformacji syntaktyk. Z systemem MOTIS zwigzane
sg nastepujace standardy: DIS8505, DP9065, DIS8883, DP9073, DP9066,
DIS10021/1+7.

7. System dla prac biurowych (T0S); zawiera procedury zwigzane z .automa-
tyzacja prac biurowych. Z systemem TOS zwigzane sg nastepujace stan-
da.dy: DISB613/1+7, DPB879, DPB884, DIS9069, DP?070, DP9063.

Ponadto opracowywane sg elementy ustug dla grafiki komputerowej (DP9592),

systeméw bankowych (IS08583), systeméw automatyzacji procesdw produkcyj-

rych (IS09506), autoryzacji dostepu (DIS9834) oraz kryptografii.

W praktyce, nie wszystkie eleﬁenty konkretne, wymagaja stosowania ele-

mentéw wspélnych. Rys. 5. przedstawia wersje roboczg (wg |3]) rozmiesz-

czenia elementdw w jednostce, aplikacji.

Protokdl warstwy aplikacji jest realizowany przy uzyciu pewnej liczby

elementdw ASE. Elementy te mogg by¢ uzyte sekwency]jnie iub w pewnych

kombinacjach; np. tran-fer zbioréw wymaga zastosowania elementdéw FTAM

(SASE) i ACSE (CASE). Tyoowa struktura jednostki danych protokotu apli-

kuacyjnego (APBU) jest okreslona za pomoca pojedynczej syntaktyki abstrak-

cyjnej. Jezeli wymagana jest kombinacja APDU z réznych elementéw ASE, to
wymagane jest odniesienie do kilku syntaktyk abstrakcyjnych.
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Rys. 5. Tréjpoziomowy model elementdéw ASE wg |3]|
Fig. 5. Three Levels of Application Service Elements

W $rodowisku 0SI rozwazane sg trzy sposoby komunikacji pomiedzy systema-

mi otwartymi:

- polgczeniowy;

- bezpoitaczeniowy;

- store—and—forward;

Objasnienia wyhaga trzeci sposdéb, ktérego reprezentantem Jjest poczta

elektroniczna, stanowigca obecnie jedng z najwazniejszych ustug sieci

komputerowych. Komunikacja taka realizowana jest nastgpujaco:

- protokdi najwstzégo poziomu warstwy aplikacji realizuje komunikacjg
bezpotaczeniowg;

- protokoly nizszego poziomu warstwy aplikacji oraz pozostaiych warstw
modelu (1+6), realizujg komunikacje polaczeniowa.

Umozliwia to komunikacje wtedy, gdy system koricowy jest aktualnie nie-

dostepny, np. wylaczony terminal uzytkownika.



Adresowanie w 0SI jest przedmiotem standardu IS07498/3. Proces ustana-

wiania asocjacji przebiega nastgpujaco:

- uzytkownik podaje nazwe jednostki aplikacyjnej, z ktéra chce ustanowid
asocjacje; t

- nazwa wysyltana jest do katalogu (Directory), w ktdérym wszukany jest
adres prezentacji zwiazany z nazwg;

- w innym katalogu w warstwie sieciowej dokonywane Jjest odwzorowanie na
adres sieciowy jednostki aplikacyjnej z ktdérg nawigzywana jest asocja-
cja.

Scnemat blokowy jednostek poszczegdlnych protokoidw przedstawia rys. 6.

Jgélne zasady organizacji nazw i adresacji zawarte sg w dokumencie

1507498/3. )

F-INITIALIZE

SASE PCI

A-ASSOCIATE

CASE PCI USER DATA

P-CONNECT

PREZ. PCI USER DATA

S-CONN.
‘SESS. PCI USER DATA 1

Rys. 6. Jednostki protokoidw w czasie ustanawiania asocjacji
Fig. 6. Protocol-Data-Units in Connection Control

W drodowisku 0SI wymagane jes} planowanie, organizacja, zarzadzanie i
sterowanie zasobami systemdw otwartych. Istnieja trzy kategorie tych
funkcji:

- zarzadzanie systemem;

- zarzadzanie (N)-warstwa;

- operacyjne sterowanie (N)-warstwa.

Zarzadzanie systemem odnosi sie do wszystkich warstw modelu, kilku
warstw lub pnojedynczej warstwy; jest ono usytuowane w warstwie aplika-
cji. System jest opisany w dokumentach IS0 DP9595 (ustugi) oraz IS0
DP9596 {(protoxdi). Ogdélne zasady zarzadzania zawarte sg w 1IS07498/4.
Dwie pozostate kaiegorie s3 przedmiotem standardyzacji w poszczegdlnych
warsiwach mogdelu odniesienia. Waznz rols w modelu spneinia wspomniany

juz wyzej katalog (Directory,. Pozwala on klientom (uzytkownikom i apli-

kacjom) Kcrzystad tylkc z nazw jednostsk aplikacyinvch, dokonujac odpo-



wiedniego odwzorowania adresdw. Organizacja katalogu jest taka, ze doda-

wanie, usuwanie i zmiana lokalizacji fizycznej obiektdw, nie oagdzialuje

na prace sieci; umozliwia on dolgczanie do listy nazw, nowych nazw lub

ich atrybutéw oraz umozliwia ich wyszukiwanie. Katalog jest opisany w

dokumencie IS0 DIS9594. Informacje zawarte w katalogu sa rozproszone po-

éréd rzeczywistych systeméw otwartych. Docelowo przewiduje sie zastoso-
wanie dwdéch protokoidw: dostepu uzytkownika do katalogu oraz protokotu
zarzgdzania interakcjami pomiedzy rozproszonymi czes$ciami katalogu.

W modelu wyzszych warstw, oprécz elementdéw ustug, rozwazane sg nastepu-

Jjace zagadnienia:

1. System zabezpieczeri (IS07498/2) obejmujacy:

- legalizacje, )

- kontrole dostepu,

- zachowanie poufnodci danych,

- integralnos¢ danych,

- mechanizmy zabezpieczerd i ich rozmieszczenie w poszczegdlnych
warstwach,

- ocena jakosci ustug.

2. Techniki opiséw formalnych (FDT); opisy ustug i protokoidéw przedsta-
wiane w jezyku naturalnym, sa wprawdzie tatwiej zrozumiale, ale za-
wierajs dwuznacznosci, sa niekompletine i moga prowadzi¢ do bieddéw w
implementacji oraz prowadzi¢ do niekompatybilnosci implementacji opar-
tych na tych samych standardach. W celu uniknigecia tego wprowadza sieg
techniki opiséw formalnych. IS0 rozwija dwie techniki:

- LOT0OS - 1s08807,
- ESTELLE - IS09074.

3. Notacja syntaktyki abstrakcyjnej (ASN.1). Warstwa aplikacji wymags
mechanizmu do opisu danych w sposdéb abstrakcyjny, nie okreslajacy
sposobu kodowania. Mechanizm ten musi byé& wystarczajgcy do opisu sze-
rokiego i réznorodnego wahlarza struktur danych i powinien umozliwiacd
tatwe kodowanie w warstwie prezentacji. Oba te warunki speinia nota-
cja syntaktyki abstrakcyjnej (ASN.1). Okresla ona pewng liczbg bazo-
wych typéw danych i zwigzanych z nimi wartos$ci oraz dostarcza kon-
strukcji, ktdére pozwalaja budohaé ztozone struktury danych, zwane
typami strukturalnymi. Typy bazowe to: Boole ‘owskie, calkowite, ciagi
bitéw i ciagi oktetdéw. Natomiast konstrukcje to: sekwencja, zbidr i
wybdr (choice). Notacja ANS.1 stosowana jé%t przy tworzeniu jedncstek
danych protokoldw aplikacji (APDU) i prezentacji (PPDU). Mczliwe jJest
stosowanie makr okre$lajacych nowa notacje, z mozliwo$cia powciywaria
typéw ASN.1. ASN.1 opisana jest w dokumencie 1508824, a reqguty kccdo-
wania w 1508825.



4, Metody testowania zgodnosci. Kazda konkretna implementacja usiug i
p.otokoldw powinna by¢ poddana testowaniu na zgodnos$é¢ ze standardami.
Metody testowania muszg byé kompletne i zapewniaé bezkolizyjne 13-
czenie sieci po ich testowaniu; dlatego sa one przedmiotem standary-
zacji. Standard ISO opisujgcy metody testowania zgodnosci zawarty
jest w dokumencie DP9464/1+7. Dokument zawiera migdzy innymi opis
jezyka definiowania testdéw.

Przyjety uniwersalizm modelu, a jednocze$nie koniecznos$¢é scistego sfor-
mutowania procedur dla szerokiego wahlarza réznorodnych zastosowan,
przy zachowaniu kanonicznege zatozenia 0SI o nieograniczaniu implemen-
tatoréw modelu, doprowadzily do znacznej zlozonosci modelu wyZzszych
warstw. Mimo przediuzania sig prac nad modelem, zostang one w niediugim
czasie doprowadzone do kofica; zostawiajac w nim miejsca na dalszy rozwd]
zgodnie z filozofig 0SI. Gidwny rozwdj prowadzony bedzie w kierunku do-
taczania nowych rzeczywistych systeméw otwartych, nowych proceséw apli-
kacyjnych oraz dalszych elementdw usiug ASE.

Literatura

|1] Bilski E., Ustugi i standardy sieci transmisji danych. Materiatly
konferencji nt. Sieci komputerowe. Teoria, technika, zastosowania.
Politechnika Wrocltawska, Wrociaw 1987.

|2] Stroifski M., Wietrzych J., Warstwa sesji i prezentacji modelu
odniesienia IS0/0SI - Funkcje, Ustugi i Protokoly. Materialy Konfe-
rencji nt. Sieci komputerowe. Politechnika Wrociawska, Wrociaw 1985,
str. 61-80. ‘

|3| Application Layer Strukture. ISG/TC97/SC21/N1165. April 18, 1986.

|4] Technical Report for Guide to Developing Application Layer Standards
(ANSI), ISO/IEC JTC1/SC21/N2715. 1988-05-09.

5] TP Model and Application Layer Strukture. ECMA/TC32-TG2-September 1987.

|6] Projekt PN: Sieci komputerowe. Ustugi i protokoty. Ustugi sesji
zorientowane polgczeniowo. Politechnika Wrociawska i IKSAiP, 1988.

|7} Projekt PN: Sieci komputerowe. Ustugi i protokoly. Protokél sesji
zorientowany poigczeniowo. Politechnika Wrocitawska i IKSAiP, 1988.

Jpper Layers Architecture of the RM 0SI

In the paper, resultes of work concerning ULA, leading by IS0 and ECMA,
are presented. Alsc the standards of the Application Layer, including
their snort cescriptions, are specifiea. The paper is based on the docu-
m2hts whjzh Nes been publigngs is the period from 1985 to half of 1988.
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system SKOT w sieci KASK,
ewidencja zasobow system
rozliczanie systemu SKU U

D.BOROWSKA, W , BOROWSKI ,R. FLLI PEK,
A.GOSPODAROWTCZ, Z . LEKAWA , S s ZAJAC

EWIDENCJA I ROZLIC7ANIE UZYTKOWNIKOW SYSTEMU SKOT
W SIECI KASK

Referat pndejmuje problem rc~ iczania zadad wielu uzytkowrikdw
pracujgcych ,od “ontrolg systemu SKOT w sieci KaSK. Przy ewiden=-
cjonowaniu zasobdw systemu proponuje sie wykorzystiaé wiasnosci sy-
stemu do automatycznego tworzenia statystyki. # niriejszym opraco-
waniu proponujemy metodg, ktéra rozdziela wykorzystane zascby sys-
temu na te transakcje, ktére je wykorzystywaiy i z uwzglgdnieniem
ich wspbibieznego czasu pracy. :

1. WSTEP

System kontroll i obstugi terminali SKOT jest uniwersalnym systee
mem bazy demnych/transmisji danych uruchamianym na komputerach Jednolite-
g0 Systemu, System urozliwia transmisje danych z terminala do komputera,
przetwarzanie danych, dostep do zbiowru danych/baz c¢anych oraz retrarsmi-
£je danych do odpowledniego terminala. Skot dziata pod kontrolg systemu
operacyjuegd | rozliczany Jjest Jjako jedno z zadai togo systemu zgodnie
z obowigzujacym w danya odfrodku komputerowym systemem rozliczania zadzi.

Aby umozliwié uzytkownikom jednoczesne korzystanie z systemdw
WSpélpraoujgcych 2o SKOT-em oraz przetwarzanie wl .snych programéw (tranv
sakcji), system SKOT w sieci xomputerowej KASk musi adosternid w wyzna-
czonym czasie wszy.tkim uzytkownikom swoie zasoby. Stad przed administrea-
cja osrodk . komputerowego staje zadanie okreslenia i roz.iczenia w.jakiu
stopniu poszczegdlni uzytkownicy wykorzystali inrformacyjno-obliczeniowe
zasoby osrodka. Koszty, charakteryzujace stopied wykorzystania zascbdw
oérodka komputerowego przez poszczegélnych uzytkownikdéw systemu SnCT
¥ sieci KASK, powinny byé skorelowane ze zXozonoscig przetwarzanych
zadan. Uzytkownik powinien tez znaé jak poszzzegbélne jezo dziaiania wplye=
wajg na koszt jego pracy i z jakich sktadrikdéw tea koszt sig sx_ada.

Akademia Ekonomiczna, Wroclaw
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Koszt pracy uzytkownika przy tym samym scenariuszu dialogu na Jjegoe ter-
minalu nie powinien zalezeé od aktywﬁoéci innych uzytkownikéw,

W niniejszym referacie podejmuje sig problem rozliczania zadai
wielu uzytkownikéw pracujacych pod kontrola systemu SKOT w sieci KASK
oraz proponuje sig sposéb rozwigzania tego problemu.

2., ZMIANY W SYSTEMIE SKOT Z PUNKTU WIDZENIA SYSTEMU ROZLICZAJACEGO

System rozliczajgcy wykorzysta informacje statystyczne dostarczane
przez moduly SKOT=a, co pozwoli ograniczyé¢ do minimum zmiany w tych uo-
dutach, Jest to podyktowane tym, aby nie wydiuzaé czasu pracy systemu
SKOT przez rozbudoweg jego moduidw i uproscié adaptacjg systemu rozlicza-
Jjacego w poszczegdlnych oérodkach komputerowych. Z punktu widzenia sys-
temu rozliczajgcego, z systemu SKOT bedgq pobierane dane identyfikujace
uzytkownika oraz dane dotyczace uruchamianych przez nlego transakcji.
W systemie rozliczajacym, uzytkownicy systemu SKOT bedg identyfi-
kowani za pomoca symbolu konta (okreélonego w Tablicy Znaku Wigczenia
SNT), ktérym bedg posiugiwaé sie w chwili zgloszenia do systemu,
Podstawg rozliczania poszczegdélnych uzytkownikéw sesji systemu
SKOT bedzie ewidencja czasdéw startu i zakornczenia transakcji uruchamia=
nych z okreslonego terminala, wraz ze stanem licznikéw dotyczacych
czgstosci korzystania z zasobdw systemu (terminala, zbioréw, moduxdw
programowych). Pod uwage bedzie brany réwniez priorytet transakcji.
Informacje te mozna uzyskaé dzigki temu, Zze SKOT zezwala na dostep do
tablic, w ktérych te dene sa zawarte:
= iloéé operacji wejscia/wyJjécia na/z terminal - Tablica Sterowania
Terminalami (ICT),

- ilo$é odwotan do zbiordw, oraz okreslonych operacji - Tablica Stero-
wania Zbiorami (FCT),

- iloéé odwoian do moduidéw programowych = Tablica Programéw Przetwarza=
Jjacych (PPT),

- ilo$é wykorzystania przeznaczen = Tablica Sterujgca Przeznaczeniem
(per),

= priorytet transakcji -~ zawarty w Obszarze Sterowania Transakcjami
(TCA), przydzielonym przez SKOT dynamicznie w czasile inicjacji tran-
sakcji.

Przy ewldencjonowaniu w/w informacji, wykorzystane zostang wiasnoe
sci systemu SKOT, dotyczace autcmatycznego tworzeniz statystyki. Xod
Zrédiowy Programu Zarzgdzania Zadaniami (hC&, zostanie rozszerzony o pro=
cedure uzytkownika, ktdéra w czasie trwanla sesji systemu SKOT, bedzi

“~

sukcesvwnie rejestrowad te dane, a po je] zakonczeniu przekaze je w fore

= J

5
J
mie_zbioru statysitvk dla celdw rozliczania,
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3., KONCEPCJA SPOSOBU EWIDENCJONOWANIA I ROZILICZANIA UZYTKOWNIKOW
SYSTEMU SKOT

Rekordy zbioru statystyk bedg zawieraly dane o wykorzystaniu za=-
sobéw systemu SKOT w momencie startu i korica kazdej transakcji. Na pod-
“stawie tych danych nalezy okreslié, w Jakim stopniu uzytkownicy systemu
SKOT wykorzystywali Jjego zasoby. Proponujemy metode, ktéra pozwoli roz-
dzielié wielkos¢ wykorzystywanych zasobdw systemu na poszczegélnych
uzytkownikéw .pracujacych podczas sesji, z uwzglednieniem stopnia wyko=-
rzystania danego zasobu przez poszczegdlng transakcjg oraz wspéibiezne=-
go czasu pracy tych transakcji. W tym celu sesjg systemu SKOT traktujemy
Jako nieciggly zbidr zdarzed, gdzie elementarnym zdarzeniem Jest start
lub. koniec. transakcji. Przedzia czasu migdzy zdarzeniami oraz wartoédé
przyrostu licznikéw rejestrowanych zasobdw, dotyczg wiec transakcjii
aktywnych w danym przedziale czasu. Wielko$é wykorzystania danego zaso-
bu systemu zostanie rozdzielona na wspdibieznie pracujgce transakcje
proporcjonalnie do ich priorytetu, jako ze priorytet jest parametrem
Jjednecznacznie okreslionym dla kazdej transakcjl. Kazde elementarne zda-
rzenie (start lub koniec transakcji) powoduje zmiane ilosci aktywnych
transakcji (w); start kolejnej transakcji zwigksza te ile$é o 1, a ko=
niec zmniejsza o 1. Dla kazdego elementafnego zdarzenia liczymy przy-
rost wartogci licznika rejestrujgcego i=-ty zasdb systemu SKOT, oraz
dzielimy go przez sumg priorytetdw {PRTY) transakceji aktywnych w bada-
nym przedziale czasu, otrzymujgc tym samym jednostkowy wskaznik (zi)
wykorzystania i-tego zasobu systemu, co mozna zapisal nastgpujgco:

pa I
1 PRIYJ

linozgc wskaznik (Zi) przez priorytet transakcji aktywnej w badanym prze-
dziale czasu uzyskamy wislkos$é i~tego zasobu systemu, przypadajgcg na
J-tg transakcjeg.

Dane o précy uzytkownika w ramach sesji systemu SKOT, dostarczane
przez statystykq systemu, nie uwzgledniaja zasadniczych zasobdw systemu,
Frzy wystygpujacych ograniczeniach pamigcel operacyjnej, istotnym zasobem
z punktu widzenia systemu rozliczajgcego jest zajetosé pamigci operacyj-
nej . Zasobem, ktéry charakteryzuje stopied zXozonosci przetwarzanego
zadania jest czas pracy arytmometru. Dane dotyczace wykorzystania tych
zasobdéw systemu, bgdg ewidencjonowane na podstawie informecji dostarcza-
nych przez standardowy pakiet statystyki systemu kontroli 1 rozliczania
zzdad 3hF.

System SHF ewidencjonuje sesjg systemu 5n0T jako Jjedno zadanie,
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Ktdére pracowaio pod kontrolg systemu 05/JS, a wigc i dane dotyczgce pa=-
migci operacyjnej oraz czasu pracy arytmometru “edg globalne dla caiej
sesji systemu SIOT. Aby okres$lié, w Jakim stopnin dana transakcja korzy=-
stala z omawianych tu zasobéw systemu, wykorzystamy ich zaleznos¢ od za=
sobdw, ktére mozna odniesé do danej transakcji. Zaleznoéé te wyznaczymy
W oparciu o dane badan empirycznych, na podstawic ktérych wyznaczymy
funkcje¢ zaleznosci czasu pracy arytmometru(Y1} orez wielkosé zajetosci
pamiqci(YZ)u od danych o wykorzystaniu zasobdw systemu, rejestrowanych
przez SKOT. Zmiennymi objasniajacymi dla zmiennej Y1 i Y2 bedzie czas
pracy transakcji(x1), licznik wejscia/wyjécia na. “kran(xz), I cznik wy=-
wolan modulo’w(x3 , licznik odwoai do zbiordw - ‘pu uBD(xA), licznik od=-
wotad do zbiordw typu sekwencyanego(x5)oraz priorytet transakcgl(x6).
Postugujac sie metodami statystycznymi, wyznaczymy funkcje zaleznoscis

Y1=db+dﬁx1+déx2+.....+dkxk+£
Y2=db+dﬁx1+déx2+.....+dixl+£
gdzie: d= parametry funkcji,
£ - element losowy, oznaczajacy ze jest to funkcja przyblizona.

Przedstawiona metoda, pozwoli przewidywaé wykorzystanie omawianych
tu zasobdéw systemu SKOT w warunkach rzeczywiste] eksploatacji systemu,
Majac dene o wykorzystaniu zasobdw, ktére dostarczy statystyka systemu
SKDI, oraz wyznaczong funkcje zaleznodci, mczna ustalié wielkoddé zasobdw
Y1 i Y dla kazdego uzytkownika systemu.

Uzyskane w wyniku rozliczania, wielkosci kazdego zasobu systemu
wykorzystywénego przez dang transakcjg, wyrazohe beda w postaci kwotowe]
na podstawie cennika obowigzujgcego w danym osrodku komputerowym i wy=-
prowadzone w formie zestawienia uwzglgdniajacego identyfikator/konto
uzytkownika,. )

REGISTRY AND ACCOUNT FOR USERS OF THE SKOT SYSTEM
FROM KASK NETWORK
The prctlem of -account the task of many users working under SKOT
system from KASK network control is considered. Then the solution of
this problem is presented.

JUET ¥ PACHUET TIONB30BATEIEA CUUTEMN CKOT
B CETY KACK

B ZOKZIa7e pacCLaTTUEaeTCH npoénerra pacuyera 38138Y ¥HOTHX NOJAHE0BE-
Teneit paboTawIux NOZ KORTpoaey cucTerd CKOT B ceis KACK, a Taxue mpern-
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A LOW - COST INDUSTRIAL NETWORK
FOR REAL - TIME APPLICATIONS

The article de=cribes a new low-cost general-purpose network for
industrial applications. It defines the da'a 1link and the network
layers of the seven-layer OSI model. The network layer access
method of the protocol is a combination of the polling and the to-
ken passing principles. The results of the througrput analysis of
the protocol are also presented Two practical examples of applica-
tion of this network are also discussed.

1. INTRODUCTION

In the transition from the industrial to the information society,
the value of information is raising. Its value is often in direct
relation with the time needed to get it. This rule can be observed in
almost every human activity, iacluding in control ot industrial
procecses.

Ar manufacturing process generally consists of primary storage, of
production C(with possible intermediate stc~ages of semi-productsd, and
of storage of final products. The amounts of stocks vary with time,
depending on a number of parameters (such as input material characteris-
ties as well as or number of stochastic variables (such as production
volume demand). Generally speakinrg, bigger stocks also imply nore e.pen-—
sive production, because capital is idly tied to stocks rati.er thar to
its active use for business. Consequently, modern productionn methods
tend to keep the stocks as low as possible; their latest and much
publicized addition is the so called “just-in-time" method of efficient
managing of stocks of production matex*iéls. However, these methog basic-—
ally rely on scme form of dynamic (demand-drivend planning of production

Efficient planning of a production process-and in particular, effi-

cient dynamic planning of producticn-carnot be done without true and

* Department of Computer Science, "Josef Stefan® Institute, Ljukl jara,

Yugoslavia
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timely information on the state of the production process. In essence,
effective monitoring of a production process can only be achieved by
acquiring information on the status of production process directly‘from
the process itself and in real-time. Real-time data acquisition CRTDAD
means that data abeout production events are collected at the time of
their occurrence, so that can be immediately transmitted to monitoring
processor and that proper action can be promptly taken in response to
collected data.

In general, the biggest problem with RTQA systems is their distri-
bution cver large production areas, covering possibly several square
kilometers;the multiplicity of conﬂrol points (possibly several hundreds
or even thousands) where data are generated or control information
needed 1s no lesser problem. An adequate answer to these problems today
are local area networks CLANSD, providing efficient way of connecting
large number of information sources andsor destinations commonly
referred to as terminals.

Terminals are used to enter the data, to transmit the data to the
host computer, and to receive return information from the computer
andsor from other terminals in order to display it to the user and-/or to
use it for the process control.

Nowadays, sthere exist a number of local area networks for industrial
purposes, such as Ethernet [11, MAP [2], and CSMA-CD MAC [3]1 LAN’s. In
industry, the most widely used is the MAP network, developed by General
Motors to monitor their production lines.

In this article, we describe a low-cost industrial network and the
corresponding industrial terminals,designed to suite a specific applica-
tion with relatively low rate of information processing. The network is
defined according to the ISO standards; only the second (data linkd and
the third C(network> layer of seven layer (Caccording to the OSI modeld
are described, and we concentrate on the network layer of our protocol.
Contrary to the Ethernet LAN, our network is relatively 1inexpensive and
therefore more suitable for low-cost indusirial applications. It is also
cheaper then the MAP architecture, but the price for inexpensiveness is
relatively low speed of our LAN. For example, the response time provided
by our network is measured in seconds rather then milliseconds as in MAP.
Nevertheless. our LAN proved to be quite suitable for industrial pro-
cesses with small flow of data, for example in garnent industry.

2. PROTCCOLS

The main purpose of éonnecting devices is to enable
them to exchange data. Just as natural anguages are used for human

communication, computers also requirs efinitely simplerd kind

of languages for communication among - i zes. These communication lan-—



guages are called protocols.

To serve well in a broad community of users and applications,
protocols must be consistent, layered and standardized as much as
possible. Whereas the first demand is obvious, the second one is
dictated by the economy. To support these requirements, the
International Organization for Standardization developed a number of
International standards describing different layers of OSI Model [11.

The described seven layers of the OSI Model from the first CphysicalD
upwards to the last-seventh Ci.e., the application) layer all conform to
the same principal idea: each layer presents the demands to the next
lower layer and serves the demands from the next upper layer [11].
Furthermore, each layer works as a separate process or better, as a
monitor [41. This ensures 'Lhe consistency of each layer.

The purpose of this article is present the definition of our new
protocol on the network ‘layer. to describe the hardware and software
implementation of our LAN, as well as to present early results on the
timing analysis‘ of our network. Finally, we discuss some experimental
results from the first two installations of our LAN in industrial
applications. 4

2.1 ‘Network Laver Protocol

The semantics of the protocol for our network is designed
specifically for the purpose of data acquisitioﬁ in a given industrial
application. Yet our pro{ocol supports essential characteristics of a
general purpose LAN. Most of the time, the data are collected in one
terminal point which is the master at that time. All remaining terminals
are slaves and answer the master terminal according to the customary
polling protocol.

Sometimes it is necessary to send data to another terminal point.
This means that the location of the rdaster‘ on the LAN must be changed.
Such a mechanism i§ usual in general purpose LANs using tokens s‘uch as
Ethernet [1]. Therefore, tokens were introduced in our network layer
protocol as well. Accordingly, our protocol .consists of both the polling
and the token  passing principles. We designed it according to several
standards [5,6,7,8,8]. Its messages can be divided, according to its
double nature, inte two main groups: the control group and the data

group. Their basic structure is shown in Figure 1.
i=
<O><header><specizal symbol>

22 Control message
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The data ¢.oup is very simple and need not be discussed further. It is
used only as the data carrier. It is the first (~oup that shows the real
flavour of our new protocol. )

As mentioned previously, our LAN defines the lower three layers ~f
the OSI Moudel. As the structure of the network layer will be discussed
i% details later, we begin with brief description of the physical ard
the data 1link layers. The physical l#yer is defined with a twisted pair
of wires or any ot@er kind of low-cest electrical signal carrier. In
order to keep the cost down, the standard\RS485 [10] was employed as
well. On the data link layer,we employ the SDLC [10] standard supporting
both point-to— point and broadcast communication.

The topology of our network follows from the characteristics of the
derzribed three layers of OSI model. It is basical'y a bus structure
CFigure 2); but it can be extended to a general graph as shown in
Figure 2 since some terminals can be master stations and since two
branches can be corinected to each of these statioms. The role of these

master stations connecting two branches is obvious.

O ' =L é} O
| l_ :

ad Basic topology

| !

bd> Extended topoloc:
Fic re 2. Ne.work topology
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According to time analysis [11] and experimental results achieved so
far, the new network with 32 terminals can support the fregquencies up to
100 events per minute. Considering that in the contemporary
manufacturing control systems the terminals are intelligent and there-
fore the exchanged information is terse, the described capacity of our
network satisfies real-time requirements as expressed by J. A.Stankovic
fie2ij.

2.2 Enquiery Message

This message is used in normal operation by the master to request
in sequence each terminzl to release its data. The Figure 3 shows the
structure of the message as well as its ENQ form as its special
instance. The ENQ is used to divide time in quanta. Each terminal is
poelled only when the master has information that the terminal 1is
attached to the network. In this way, the unused time on the network =zan

be significantly reduced.

s E

{O><receiver address><{sender address><{N>

H Q
ad General message (engd

s E

CO><FF><{sender address><J{N>

H Q

b> Specific message CENQ
Figure 3. Format of enquery message

Our network works in the following way. At the very beginning of the
network life, the master marks the first time gquantum by sendina the
ENQ form of the message. Then it starts interrogating all terminz’ s
known to be connected, -and ends with a cycle sending another ENOG
message. This procedure proceeds indefinitely C(Figure 40.

time quantum CTQD

eng enq A eng S engy
STy

Figure 4. Time gquantum

On the other end, the slave terminals must all the *ime listen to the
network. If they are not asked in one time guantum they simply send
after the ENQ message an acknowledge message to signal master that they
are connected to the network (Figure S3.

TG check-in

L | |
l
NG NO ’

Figure 5. Check-in provedure

O]

E



The nature of terminals (slave or potential masterD is defined at the
startup time of the network. If there is only one master on the network,
there is no problem. However, when there are two of them or more, they
must make an agreement who is a true master. To achieve this agreement,
a simple trick known from the Ethernet protocol is used [1]. Each poten-—
tial Caccording to its internal datad) master terminal waits for some
time and then sends the ENQ message. If collision occurs on the line,
the procedure 1is repeated, but with double waiting time CFigure 6.

Thig procedure is finite as the numbér of terminals on network is finite
[11] and the real master is the one who successeds to send its ENQ

message properly.

t t t
ENQ ENGQ ENG ENGQ

¢ £ 3 3
addr = taddr 3 tQ:.ddz‘ 4 to.ddr

O ——

Figure 6. Start-up procedure

2.3 Acknowledge and Not-Acknowledge Messages

These messages (Figure 7) also serve double role. As it has been
already mentioned, they are used by network terminals to check-in after
ENQ message. This, however, is their minor role; their main purpose is
to confirm the correctness of received data. They are used according to
the so called window mechanism [{1] meaning that all messages previous to

Lthe last confirmed are understood to be correct CFigure 8).

2.4 Token Messages

S A
{O><receiver address><{sender address><{sequence number><C>

H K \
s ’ N
{O><receiver address><{sender address><{sequence number><A>

H K

Figure 7. Format of acknowledge and not-acknowledge massage
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{O><receiver address><{sender address><j><C>
H K
message#
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Figure 8. Data confirmation
There are two such messages (Figure 8). The first one is used by the
slave terminal to ask the master for the token and is sent after the
regular ENQ m=osc7e. The second message is in fact the true token and is
sent after the token request. The recebtion of the token must be
confirmed with an ACK message. '
3. NETWORK USAGE

The entire network development was divided into two phases.The first
one was to develop the support for the usual polling principle. Its
installation was made at the UNIS company, manufacturer of internal
transportation systems in Ljubljana, and another installation is in

preparation for late June at the IKA garment industry at Ajdovscina.

s D
<O><receiver address><{sender address><C>
'H 2

ad) Token request
S D
<O><receiver address><sender address><C>
H 4
b> Token

Figure 8. Token message
The first implementation of our network provides for connecting of
sixteen terminals. The terminals are intelligent CCD cameras for recog-
nition of bar codes written on articles presented to the cameras by
conveyer belts. The data are sent directly to the master terminal which

is connected to an IBM PC. The computer collects the data and stores
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them on the disk. All software was written in Modula-2 using the IN-BED
to@l [13,14] for the development of embedded applications. The 'time
spent for coding of the network software was about six man-months.

The next installation is planned for the end of June in the IKA
clothing industry. This installation consists of our new general purpose
18088 — based data collection terminals, each providing one serial and
five parallel eight-bit wide communication ports. Furthermore, two
network branches can be connected to each terminal. The peripheral
devices connected to terminals are keyboards, displays. light pens and
bar-code readers. The distributed application under design will acquire
from the described network the exact status of production down to each
workplace and each working operation.

4. CONCLUSION

In this article, we have described main characteristics of a new
low-cost local —area network intended for industrial use in manufacturing
processes with low rate of information flow. We have demonstrated how a
theoretically interesting combination of the standard low-cost solution
Cpollingd and of standard token passing pfinciple can be advantageocusly
used to solve practical networking needs in real-time monitoring of
production processes. k
In the first phase of the development of our network project, we have
successfully implemented the single-master network with the peolling
principle. In the next phase of our work, we plan to introduce the token
principle and generalize the network topology.

Furthermore, we also plan to improve on the data terminal by édding
DsA and A/D converters, magnetic-card readers as well as by providing
the connection for other devices using the Centronics protocel. It seems
important to us to emphasize that according to our favourable past
experience, ,these extensions will be easily accomplished because of our
reliance on Modula-2 as our standard high-level language for software

development.

S. REFERENCES

[1] "Computer communications and network®™, "“E. Kardelj"™ University,
Faculty of Electrical Engineering, Ljubljana 1988. Cin Slovened
[2] J.Strom, “Matter of protocols"”, Systems International, Vol.18,

No. 12, December 1888. )
[31 J.M. Catalfo and G.I.E.Cancelo, “Lan node for industrial environ-
ments®, Microprocessors and Microsystems, Vol.12, No.7, September

1888.

{4] P.B.Hansen, "Operating System Principles", Prentice-Hall, 1973.

[5] ISO International standard 2111, "Data communication-Basic mode
control procedures-Code independent information transfer®™, ISO 1972.

[6] ISO International standard 648, “7-bit coded character set for in-
formation processing interchange®™, ISO 1973.



45

[7] ISO International standard 2628, "Basic mode control procedures—Com—
plements®”, ISO 1873.
[8] ISO International standard 2629, “"Basic mode control procedures-Con-—
_versational information message transfer®, ISO 1973.
{91 IS0 International standard 1748, “Information processing- Basic mode
control procedures for data communication systems™, ISO 1878.
[10] "Z8030.28530 SCC Serial Communications Controller". Zilog, 1983.
[11] B.Korousic, "An Industrial Terminals Network in Real-Time" C(diploma
workd, “E.Kardelj”™ University, Ljubl jana i989 (in SloveneD. ;
[121 J.A.Stankovic, "Misconceptions About Real-Time Computing®, Compu-
ter, Vol.21, No.10, Cctober 1983. ;

[13] Real Time Associates, "The IN - BED System Handboock®', London -
Croydon, 1988.
[14)1 A.Brodnik, J.Ferbezar, S.Mavric, M.Spegel, V.Vouk, " System for

Rapid Prototyping of Embedded Applications Using Modula-2", to be
published in Software i1988. >

MpoMinFeHHas , CeTh HMAKOM CTOMMOCTM ANR paboTu
P peaybHOM MacuTabe bpEeMeHU

B cTaTse paccMaTpudpaeTcs HOPAS JAewepas ceTs obyero Has3HAYeHUs AN
T POMH TOHHHX T PUMeH eH UL OrpeneranTcsa NUHETHHM u ceTepon
YPORPHM CEeMUYPOBHEBOR MOAEeNM BP3aMMOASHMCTBMUS OTKPHTHX cucTeM. MeTton
AOCTYTa X CeTeBOMY YPOBHK SBIsieTcs XoMOMHauuer WPUHUUITOBR oOWpoca M
Tepenavyu onorHapaTeypHOre 2Haxka. [lpvpoasiTes pe3y s TATH  aHATM3a
ITPOTYCKHOR CTNOCOPHOCTM TpoTtokoya. ORCywRaoTcs Takxe Apa Tpak TUYecKMUx
TpUMEpa TPUMEHEHUs 3TOR CeTu.

TANIA PRZEMYSEOWA SIEC KOMPUTEROWA
DLA ZASTOSOWAN W CZASIE' RZECZYWISTYM
W pracy przedstawiono sieé komputercwa ogdlnego przeznaczenia dla
zastosowarh przemysiowych. Zdefiniowano warstwy liniowa 1 sieciowa
siedmio warstwowego modelu polaczen systemdw otwartych. Metoda dostepu w
protokole warstwy sieciowej Jest kombinacja strategili wywolywania i
przekazywania znacznika. Zaprezentowano wyniki analizy przepustowosci
protokoliu. W zakonc¢zeniu przedyskutowano dwa praktyczne przyktady za -
stosowania omawianej sieci.
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test system,
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% TEKDS
Uwe BUHRAND

Jochen HINKELMANN ¥

THE DESIGN OF THE CONFORMANCE TEST SYSTEM "TEKOS"

To ensure the correct work of communication software, beside a nor-
mal software test there was found a need for testing the conformance
of an implementation tc its specification. In our institute the test
system TEKOS for testing upper layer protocols of the 0SI reference
model was developed. The main characteristic of TEROS is its proto-
col independence. In this paper the architecture and the implemen-
tation of TEKOS are described.

1. INTRODUCTION

To ensure the correct work of communication software, beside a  nor-
nal software test there was found a need for testing the conformance of
an implementation to its specification [2].

In our institute the test system TEKOS [3] for testing upper layer pro-
tocols of the 051 reference model [1] was developed.

The implementation under test (IUT) which has to be studied by testing
is a part of a real open system. The IUT consists of one or more OSI
layers and is considered as a “"black box". For testing the IUT, points
of control and observation (PCO) are used. One PCO is located at the
upper service boundary of the IUT and another below the IUT.

The PCOs are used by two test facilities, the upper tester (UT) and the
lower tester (LT). The rules for the cooperaﬁion between LT and UT have
to be described in test coordination procedures.

The main goal for the design of the test system was to obtain the inde-
pendence of the test system from the concrete IUT.

*Academy of Sciences of the GDR Institute of Informatics and Com
Computing Technique
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THE ARCHITECTURE OF THE TEST SYSTEM "TEROS"

For our test system we chose the external distributed test method.

This abstract method is characterized in the following way (Fig. 1):

The UT 1is located together with the IUT and the underlying trans-
mission service (TS) at one site, the system under test (SUT).

The LT and the TS form the test system at another site.

The connection between the LT and the lower IUT interface is realized
by the TS through a connection under test (CUT).

The UT has access to the IUT service.

The external distributed test method allows the implementation and
operation of the test system in a separate test center. The IUT may work
in its normal environment.

Test System System Under Test
Test Coord. Upper
€= =S B mm e S = =¥ Tester
Procedures
Lower
Tester JUT Service Primitives
\/
Protocol
€¢---|---- Data ----|--->| Implemen-
Units tation
v Under
TS Primitives Test
\/ (IUT)
Transmission Service (TS)
1 1

Fig.1 The External Distributed Test Method

For the realization of TEKOS, some additional arrangements and modifica-

tions were -made (Fig. 2):

The main .part of the UT is located at the test system too. Only a
small part of the UT without own intelligence remains at the SUT.
This so called test responder (TR) is driven by the UT part in the
test system through a second connection between the test system and
the SUT, the.test connection (TC). The TC may be routed through the
IUT ("ferry concept”, [5]) or not ("astride technique”, [4]). If it
is possible the first variant is avoided because it assumes the cor-
rect operation of several IUT functions and may influence the CUT.
The second variant demands the direct access to the TS beside the
IUT.



The arrangement of UT and LT within one system simplifies the coordi-
nation between them; there is no need for a protocol between UT and
LT.

The statements for the control and observation of the IUT service are
transmitted via the TC in the form of abstract service primitives
(ASP). Their mapping onto concrete IUT directives and vice versa 1is
performed by the TR.

By éxchanging ASPs, the interactions of the UT with the IUT may be
described independent from the concrete service interface of the IUT.
The protocol data units (PDU) exchanged between LT and IUT are built
and analyzed by the LT with an encoder and decoder (E/D) respec-
tively.

In comparison with a reference implementation of the appropriate
protocol an E/D allows more flexibility. Any corrupted PDUs may be
sent end received.

For the work with ASPs in the UT within the test system the E/D is
used too.

This simplifies the operation of the UT.

‘ Test System System Under Test System Under Test
+
Test Coord. 5 “astride” TRJ l "ferry” TR }
r---_1 | I
{L‘I‘ j (UT ‘ UT { IUT
TS TS TS
TC
CUT >|Data <= (=
>|Netw.| < <
LT...Lower Tester . TS...Transmission Service TC...Test Connection
UT...Upper Tester CUT. .Connection Under Test TR...Test Responder
IUT. .Implementation Under Test

Fig.2 Architecture of the Test System and the System
Under Test in "astride" and "ferry” Version

3. DESCRIPTION OF THE CONCRETE STRUCTURE OF “TEKOS™

The test system TEKOS consists of several components. These compo-

nents were defisned with the intention to minimize

the dependence from the concrete layer under consideration,



- the dependence from the concrete TS and
- the complexity of the interactions between the counponents.
The functions of the UT and the LT in TEEKOS are divided into an invari-

ant part, the test handler {(TH), and wvariant parts, the interface
handlers (IH) (Fig. 3).

Test System TEEKOS

Test Handler

i Iiiiak—-— Test Program Processing | End

Test Program
Interpreter

1 {
Lnﬁncoder g Decoder ‘

I If

Interface Handler for Interface Handlsr for
Connection Under Test Teat Coanection

[ i T ; '

, Transwigsion Service

Connection Under Tesi Test Connection

the Test Svstem TEKOS

¥ig.3 Detailed Struct

zomponent. A test

program 3is a parawncter sntable test suite. The test program

proc

@

zing cemponent is subdivided into several modules.

The tast program interpreter interprets = test program, which consists
of a message type description part and an action part. The most impor-
tant statements within the action vart concern the message transfer with
the JUT wvia thHe IHs.

When a PDU or ASF is to be sent the interpreter builds up a parsasmetar
list first with values given in the acticn part. Then the encoder is
called which constructs the finazl PDU or ASP on the base of the approp-
riste tvpe description znd the parameter list.

On receiving a PDU or ASP the interpreter calls the decoder which checks
the plausibility of the message and extracts the parameters with *the
help of the type description. The parameter 1list built up by the decoder
may be used for further analysis by tke interpreter.

Encoder and decoder are not bound by rules of a protccol. The price paid
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for the flexibility of the E/D concept is that the test must be speci-
fied in minute detail and becomes quite long.

The IHs map the messages into real service data units for the underlying
TS. '

The IH for the CUT sends PDUs to the IUT and receives PDUs from the IUT.
This component provides a generalized service independent from the -
specific implementation of the TS.

The IH for the TC sends ASPs to the TR and receives ASPs from the TR
using a TC protocol. It provides a service interface for the exchange of
ASPs which is completely independent from the layer that is used for the

transmission.

The TR simulates the user of the service provided by the IUT. This com-
ponent has to be portable and small in order to ensure the implementa-
tion at the SUT with little effort and also for systems with 1limited
resources.

4. IMPLEMENTATION AND RESULTS

The described test system TEKOS is implemented in MODULA-2 on a VAX-
compatible minicomputer. It uses a subprocess supervisor developed in
our institute. Thié supervisor allows the quasi-parallel operation of
the TH and the IHs which are implemented in the form of subprocesses.
The chosen architecture of TEKOS allows to build up a flexible systenm
for testing different implementations of several layers. ’

The first tested IUT was an implementation of the session layer.
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i

ACHIEVING INTERCPERABILITY VIA PROTOCOL CONVERSION

Consider the problem of achieving interoperability between two
processes in different protocel systems. Protocol entities
communicate by exchanging messages; we discuss the possibility
of construction of a protocol converter based on common image
protocol system. The approach = (o combine the projection
method and the temporal logic formalism - is based on recent
papers [4]),{8].

I.INTRCDUCTION

Due to the steady proliferation of heterogeneocus networking as
a result of many factors it becomes increasingly difficult to solve
the problem of the information exchange. The problem of achieving
interoperability between entities in different network architectures
is a permanent fact of life even if standard protocol architecture,
say, Open System Interconnection [1}, has been presented. It |is
already too late to get everyone to adhere to the same standard.
There is 1ns£alled 2 base of many thousands 'SNA networks, several
thousands DECnet networks and so the role of OSI is much more
promising as an intermediary protocel for conversion between two
existing ones than it s a2 worldwide standard architecture towards

_ which all existing architectures should converge.

In recent years in our institute there has been an intelligent

terminal network developed and installed. To date due to the

possibility teo incorporate some functionally and economically

¥ General Computing Center. Czecnoslovab Academy of Sciences. Fraha



[&i]

interesting products it is worth the expense ©f providing adequate
conversion.

Up to now there have been some “ad hoc” protocol conversions
attempted [(2]1,[3] and some formal medels of protocol converters have
been proposed but still there is no general theory for the sclution

of the protocol conversion problem.

II. CONVERSION TO ACHIEVE INTEROPERABILITY

In our research in this field we have tried to use tempceral
logic and the projection method for the construction of a general
protocol converter (related works [41,(8],[61).

The projection approach is in use in the protocel verification
and the protocol modelling and up to now it is quite
well —sophisticated. This analysis avoids the characterisation of the
reachability graph and the set of the reachable states of the
protocol system. Instead of this brute-force state exploration an
image protocol system for functions that interest us is ceonstructed
from a given protocol system. The main goal is to find an image

protocol system common for both given protocol systems.

At any time the protocol system , say ] ,» is completely
specified by the following sets [6]:
SL‘ Mik’ Tl. Ek' 95 for 1 =1,2,...,1I
k =1,2,...,K,
where S1 is the set of states of the entity Pi'
Mik is the set of messages that the entity Pi can send into

the channel Ck'
’I‘1 denotes the set of events specified for Pi'
E, denotes the set of channel events specified for the
channel CkAand
96 denotes the initial global state of the protocol
system [I.

Now via aggregation of entity events, states and messages we can
obtain an image computation tree which characterizes an image
protocol system. For this image protocol system to be a common image
protocol system for systems rk and , say n2 it is necessary to make
the projection of rh with respect to characteristic behaviour of ne

and vice versa. A Protocol converter based on described image



protocel system can simply provide 2 mapping function (A message
T 1 Lem b s
sent by an entity Pl of the protocol system W =9 mikCNik goes

through the channel Ck and is transformed by converter into a

message nikENik with the image nik= mik for delivery to the channel
Ry and the entity Cﬁ of the protccol system na. Similarly, messages
in Nik are mapped into Lthose in Mik’ i=41i,2,...I, k = 4,2,...,K.D

or can be implemented as a finite state converter which provides
conversion of sequences of messages. '

The formalism of temporal logle is used for specifying
structures of states and especially for investigation of assertions
of liveness and safety properties.

There are some ugeful properties of an image protocol
constructed this way [41. First, any safety property that holds for
an image protoceol system must also hold for +the original protocol
system. Second, if any image protocel has a sufficient resolution so
that its events =satisfy a well-formed property, than it is faithful.
(See [4]1,15] for an excellent treatment of this subject).

A protocol converter between protocol systems ™ and ne
“speaking' common image protocol with the highest resolution can be

constructed on these principles.

III.CONCLUSION

A protocol converter to achieve interoperability between two
protocol systems is implemented in the physical path between the
protocol systems. It is worthwhile noting that this protocol

conversion is quite different from protocol complementing [2].
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ASTER Autonomiczny STERownik

TRANSMIS JI SZEREGOWYCH DLA PC XT/AT

ASTER, autonomicznie steruje blokowa transmisja danych komputera
PC z/do maksymalnie 56 urzgdzen/komputerdw poprzez interfejsy
napigciowe lub prgdowe bez/z optoizolacjg. Transmitowane bloki
danych z PC do urzadzeri lub odwrotnie - opcjonalnie przetworzone
przez emulatory protokoldw sieci MasterNET, udostepniane sa
wzajemnie we wspdlnej pamigci RAM (ang. dual port memory).
Zakoriczenie transmisji blokowych sygnalizowane jest poprzez system
przerwan PC. Przeznaczenie: sterowanie, rejestracja, bazy danych,
banki, handel, dydaktyka.

Komputery PC s3 wyposaZone zwykle w jeden lub dwa interfejsy
szeregowe RS232C, jako urzadzenia COM1 i COM2 w systemie DOS. Ilog¢ ta,
zadowala wielu uzytkownikéw komputera PC. Problem powstaje kiedy
zachodzi koniecznodd zastosowania kilkunastu lub kilkudziesieciu
interfe jsdw szeregowych. Wprawdzie dostgepne s3 dodatkowe karty z 4 lub 8
interfejzami szeregowymi, jednakZe uzytkownik takiej karty musi zapewnid
programows obstuge sprzetu dla nadania/odebrania kazdego pojedyriczego
znaku, indywidualnie dia kaidegé interfe jsu szeregowego karty. Czas
zaangazowania procesora PC obslugs wielu interfejsdw szeregowych juz
przy $Srednich szybkodciach transmisji powaZznie ogranicza mozliwosci
komputera PC. Narzuca sig koniecznos¢ uwolnienia procesora komputera PC
od czasochlonnych obowigzkdw obslugi wielﬁ interfe jsdw szeregowych.

Oczekiwania te, realizuje prezentowany poﬁiéej sterownik ASTER.

KARTA INTERFEISOW nr 1 257 ar 1 F—linia -1 ~
B257nr 2 _}—linia -2
& 8257Tnr3 linia-3
& - 4 i e 1do 8
[KARTA"INTERFEISOW rr 7 RO“=NB25T rnrtd F-limat9 5 / slacze line 1ot
KARTA STERLIIACA L 50 6
S 7
8085 hislJ8253 8
rocesor (okalny N8 Y\ dzielnik y linit 49 do 56
= zZlgcze lenn (o}
622561ub 6264 |~ NB2256 (b 6264 —
ram/rom  Mram

bufory programu | danych |
il If

Rys. 1 Struktura logiczna i fizyczna sterownika ASTER.

* OBR Elektronicznych Uk!adow Specjalizowanych, TORUH, tel. 33045-47
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Sterownik ASTER ma budowe modulows i sklada sig =z:

Jednej karty s:hevu_]'a,,ce_j,

jednej do siedmiu kart interfejsowych po 8 interfejsdw kazda.

Stwarza Lo mozliwosd dolzczenia do komputera PC do BS urzadzern

wyposazonych w interfejs szeregowy. MoZzliwa jest rdwniez instalcja w

komputerze PC drugiego sterownika transmis;ji szeregowych ASTER.

>

Karta s terujsgca zawiera:
procesor lokalny Intel 8085 dia autonomicznej obslugi interfejsdw,
programowany dzielnik czestotliwodci Intel 8253 dia programowe j
konfigu!“acji bazowych szvikodci transmisiji ¥, Y i czasu wzglednego,
jedna iubh dwie pamieci typu 62256 lub 8264 jako RAM o dwustronnym
dostepie w przestrzeni adresowej komputera PC dla buforowania programu

orasz danych (bufor programu i bufor danych.

Pojemnodd pamieci RAM jak i jej adres v przestrzeni adresowej PC
3 I = J P

dostosowywane s do wymagan uzytkownika., Ponadto RAM bufora programu

moze byt zastapiona pamiscia ROM typu 27256 lub 27428 lub 2764.

KavLz sterujgca wspdlpracuje z kartami interfejsowymi przez wlas
P 3

magistrale lokalng.

rAM PC . RAM LP {ASTER’ad>
00000:§] WEKTORY PRZERWAN PC
- v = Sl S
PRCURAM ORBSLUGI SIECI
b g —— s T
S00GN0:; PROGRAM OBSLUGI TRANSMIS JI OGO

EMULATORY PROTOKOLOW MasterNET]

SG80C:§ BUFORY ODBIORNIKOW./NADA JNIKOW 0800

LINII 4 DO 56

ST £E58

Rys. 2 Przestrzen adresowa PO i ASTER’a

Karty interfejsaoawe zawleraja po 3 interfejsdw

eregowych napigciowych lub prgdowych bez/z optoizalacjs. Kazdv =

interfejsdw karty moze transmitowszd dane z jedng =z dwdch bazowych X, ¥

lub z trzech poidwkowych /2, X4, 8 szybkosci transmisji. Bazowe

Przyporzadkewanie interfejsdw do poszczegdlnych szybkosci je

zybkodol ustalans sa programowo, poldwkowe wydzielane sprzetowo.

3

realizowane sprzetowo.

Obsluga interfejsdw na poziomie sprzgtu i protokolu transmis ji

zaimuje sig sterownik. UzZzytkownik PC widzi kadda lnie jake bufory

odhiornika i nadajnika we wspdlinej pamigal RAM. Wyslanie komunikatu w

inig ogranicza =zig do wpimania jege tresci do odpowiednieso bufora.



Autonomiczny sterownik transmisji szeregowych ASTER dzieki swym
walorom koncepcyjnym i ekonomicznym znajduje zastosowanie w
przemyslowych systemach sterowania {(cukrownie), rejestracji (zaklady
przemysiu migsnegod zloZonych systemach pomiarowych, systemach
dydaktycznych, sieciach lokalnych obst ugi klientad¢banki, handel, dworce,

hurtownie, magazyny).

ASTER - Autonomous serial transmission controller for PC XT/AT

ASTER - controls autonomously block data transmission of the PC
from/to maximum of 56 devices/computers via voltage/current loop
interfaces with/no optocouplers. Data records transmitted from the PC to
devices or in the opposite direction, optionally transformed by
MasterNET protocol emulators, are interchanged via dual port memory. The
end of the data transmission is signalled by the interrupt system of the
PC. Application: control, data acquisition, data bases, banks, teaching.

ASTER —~ ABTOHOMHYECKHH KOHTPOJIEPp MNOCHASAOBATENLHOA TPAHCMHCCHH
ons PC XTZAT.

ASTER aBTOHOMHYECKH yNpasBnsieT O6NokoBOA TpaHCcMHCCeH HaHHLIX KOMIbIOTEpA
PC c/go makcumnanHo 56 ycTpodcTB /XOMNBITEPOB 4Yepes HHTepdefcs Tuna
HanpsIXeHHEe HIM TOX C Hnun 623 onTHuYeckol Hzonsueh. Bnokun pgaHHbBIX
nepegasaenee H3 PC B ycTpoficTBa unu ob6paTHo obpaGoTaHHbe 3MYnNaTOpamMH
nporoxoneoe ceTs MasterNET,MOXHO B2aHMHO HCNONLIOBATh B OOWE[OCTYyNHOHH
namaTy THna O3Y.OkoHYaHHe OJOKOBBIX TPAHCMHCCH CHIPHANH3HPYEeTCs NPH MNOMOWH
cucTeny npepuBaHuiOBM. CeTr npegHasHa4eHa [ONs HCIOAB3O0BAHHS B CHCTEnMax
YNpaBsneHnd, pPerncTpausd AaHHbBIX, 6as fasHHBX, 6aHkax, TOProefH, AHAAKTHEE.
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Master NET
SIE¢ LOKALNA DLA IBM PC XT/AT

MasterNET - sied lokalna o topogfafii gwiaZzdzistej = centralnym
wezlem w komputerze PC XT/AT lgczaca do 56 sterownikdw,
rejestratordw, terminali, monitordw wspdlpracujacych z otoczeniem
poprzez interfejs szeregowy wedlug rdznorodnych protokoidw
transmisji danych na bazie ‘autonomicznego sterownika transmisji
szeregowych ASTER.

MasterNET jest siecig otwarta - w pewnym sensie jest tylko
strukturg sieci wypelniang przez okreélona. aplikacjg. Jedynymi .
niezmiennikami tej sieci jest jej topografia, uwarunkowania techniczne
sterownika transmisji szeregowych ASTER oraz dwuczlonowodd
oprogramowania - a mianowicie:

- programu obstugi sieci (POS)> wykonywanego przez procesor PC,
- programu cbstugi transmisji (POT> wykonywanego przez procesor
lokalny LP (ang. local processor).
Ksztalt i funkcje programu POS zale?s od konkretnej aplikacji sieci.
Px-ogram POT ma natomiast sprecyzowéne zadnie: obstuzy¢ transmisje
blokowe zlecane przez program POS oraz ewentualne transmisje
migdzyliniowe. Sposob zlecania transmisji moZze byd¢ rdéznoraki. Problem
zlecania transmisji blokowych sprowadza sig do podania kierunku
transmisji, adresu i dlugodci bloku oraz protokolu i parametrdw
fizycznych transmisji. Najbardziej przejrzystg metode uzyskuje sig przy
wspdlnie ograniczonej-dlugodci bioku oraz stalych adresach bufordw
odbiornikdw i nadajnikdw. Koncepcje teg, juz zastosowansg, przedstawiaja
rysunki 1 do 4.

Program <(podprogramy> o b sl ugi sieci
- laduje do bufora programu karty sterujgcej sterownika program POT,
~ definiuje/modyfikuje parametry sieci,

- inicjuje zerowanie sprzztowe sterownika,
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