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Profesor

Jerzy Bromirski

1913-1989

14 marca 1989 r. zmarł nagle Profesor Jerzy Bromirski - pionier 
informatyki wrocławskiej, wychowawca wielu pokoleń studentów.

Swą pracę na Politechnice Wrocławskiej rozpoczął w 1948 r. Jeszcze 
jako student Wydziału Elektromechanicznego. Te studia wrocławskie były 
kontynuacją rozpoczętych w 1938 r. w Warszawie a przerwanych przez 
udział w kampanii wrześniowej i pobyt w niemieckich oflagach. Po 
uzyskaniu stopnia inżyniera elektryka i magistra nauk technicznych 
został w 1950 r. asystentem w kierowanej przez Prof. Zygmunta 
Szparkowskiego Katedrze Teletechniki Cpóźniej Automatyki i
Telemechaniki?.

W latach 1959-1961, Już jako docent, oprócz pracy na Politechnice, 
zajmował stanowisko głównego konstruktora d.s. maszyn matematycznych w 
nowo powstałych Wrocławskich Zakładach Elektronicznych "Elwro". Był to 
okres budowy pierwszych komputerów Odra 1001, Odra 1002 i Odra 1003.

Dzidki staraniom Profesora w 1962 r. powołano specjalność "maszyny 
matematyczne'* na Wydz. Elektroniki, rok później natomiast utworzono 
pierwszą w Polsce, oprócz Politechniki Warszawskiej, Katedrę Konstrukcji 
Maszyn Cyfrowych. Od 1968 r., kiedy powstał Instytut Cybernetyki 
Technicznej, Profesor .kierował w nim Zakładem Automatów CpóźnieJ 
Systemów Cyfrowych?, pełniąc jednocześnie funkcje dziekana Wydziału 
Elektroniki Cl971-1978?, następnie zaś Wydziału Informatyki i 
Zarządzani a C do 1981?.

W 1978 r.wraz ze swym zespołem przeniósł się do Centrum 
Obliczeniowego, gdzie utworzył grupę inżynierii oprogramowania i włączył 
ją w prace nad sieciami komputerowymi.,

Po przejściu na emeryturę w 1985 r. , mimo przebytej operacji oczu, 
nie zerwał kontaktów z Politechniką - był przewodniczącym pierwszej 
konferencji "Sieci komputerowe" w 1985 r. oraz członkiem komitetu 
programowego tych konferencji w 1987 r. i 1989 r.

W czasie swej wieloletniej pracy naukowej i dydaktycznej Profesor 
przygotował ok. 70 prac naukowych, kilka podręczników akademickich
Cwśród nich "Teoria automatów" była podstawową książką studentów 
informatyki na wszystkich polskich politechnikach?, promował 33 
doktorów, wychował wiele pokoleń studentów, przez których był szanowany 
i łubiany.

Profesor uczestniczył w pracy wielu stowarzyszeń, rad naukowych, 
pełnił różne funkcje konsultacyjne; m.in. był członkiem Państwowej Rady 
Informatyki, członkiem Zespołu Elektronizacji i Automatyzacji Rady 
Głównej Nauki, Szkolnictwa Wyższego i Techniki, członkiem Centralnej 
Komisji Kwalifikacyjnej, zastępcą Redaktora naczelnego "Podstaw 
Sterowania" od chwili założenia pisma, członkiem-założycielem Polskiego 
Towarzystwa Informatycznego.

Jego otwartość na przedstawiane Mu problemy, życzliwość i 
wyrozumiałość w kontaktach z innymi zjednywały Mu powszechny szacumek i 
sympatię.

Odchodząc pozostawił wdzięczną pamięć o sobie i przeświadczenie, że 
zakończył się pewien okres polskiej informatyki - czas jej narodzin i 
doj r zewani a.
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Information policy,
Computer network

J„ Van Arkel*

NETWORKS AND POPULATION INFORMATION SYSTEMS

The use of networks by government is increasing sharply. This is 
eyident in various fields of application. This paper examines 
the use of networks from the point of view of developments in 
the field of personal data filing in the Netherlands. it also 
describes the network conception that is used to realise a 
decentralised structure for the national population registration 
system. This decentralised structure asks for standardisation of 
data elements as well as network protocols, enforced by strict 
regulations.

1. NEED FOR A POLICY
In recent years, the importance of personal data has increased 

owing to the growing number of government tasks. The government 
carries out its tasks for the>benefit of individuals, groups of 
people and the population as a whole. In order to carry out these 
tasks satisfactorily, it has to have acces to certain information on 
people. People's lives can be directly affected by a poorly-designed 
system. Important reguirements for a coherent policy are:
- the wish to improve services by means of making optimal use of 

technical aids;
- attention for careful protection of privacy which includes the use 

of administrative numbers and the linking up of various data 

files;
- the need to use personal data morę effectively and efficiently;
- the desire for morę and improved information for policymaking;
- the tracking down and combating of fraud, for example social 

security and tax fraud;
- the desire to establish a cost allocation formula for certain 

flows of information;
- the need for good security.

*Ministry of Home Affairs, Netherlands
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These are some reasons for having a good personal information 
Systems policy. As yet such policy has not been enshrined in 
legislation.

2. ORGANISATIONAL CHART
Government information systems can be devided into areas of 

attention, such as education and public health, items to be 
registered, such as persons and property, and management systems, 
such as finance and employees. Population registration policy cares 
only about persons as objectives of registration.

In the Netherlands there is a minister responsible for each area 
and for each item to be registered. A basie data filing system is 
also being developed for the most important items to be registered. 
Basic data filing systems contain certain core facts on each 
registered item for generał use within government. The Minister of 
Home Affairs is the politician responsible for coordinating 

government personal information systems.
His responsibility is directed primarily at the flows of 

information between the various sectors and the morę or less 
comparable activities taking place in various sectors in order to 
prevent work being repeated unnecesarily. A Provisional Council has 
been set up in order to advise him in this respect.^^

3. VARIOUS ASPECTS OF PERSONAL INFORMATION SYSTEMS POLICY
The various interests which are served by a good personal 

information system should at each occasion be weighed up carefully. 

These are:
- the task of the organisation or the part of the organisation 

concerned;
- the effectiveness and the efficiency of the information systems; 
- the privacy of the individual.
Neither the task which a government body carries out nor the 
organisational form chosen for its implementation are part of 
personal information systems policy. The tasks of a government body 
are often laid down by law and should be considered as given for the 
purposes of personal information systems policy. Personal data may 
be necessary for the implementation of such tasks. What data, when 
and in what form are necessary is up to the organisation wich is 
responsible for the implementation of the task in guestion. The 
protection of privacy is in the Netherlands a limiting condition for 

2) personal information systems policy. Late in 1958, an act was 
pasśed in the Netherlands, which deals with the protection of privacy.
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If we take the task and the privacy aspects aore or less as 
facts of life then the emphasis in personal systems policy 
automatically comes to lie on effectiveness and efficiency of the 
way the government as a whole is handling its personal data.
In concrete terms this means for the lines of policy:
- not collecting and storing morę data than is really necessary;
- collecting data only once (not collecting data which are already 

available elsewhere in government);
- storing data only once if possible;
- storing data as close to the individual as possible;
- having as few large central data bases as possible;
- making use of personal data that is already available in 

government.
The ptactical implementation of this decentralised approach 

means that morę and morę communication will have to take place 
between all the decentralized Information systems. In other words: 

nation-wide networking.

4. BASIC POPULATION REGISTRATION SYSTEMS
By tradition, municipalities in the Netherlands play an 

important role in registering personal data. This is in generał 
registration for social and judicial purposes. It takes the form of 
a card system and it is subject to stringent government regulations. 
At this moment a nbw electronic system is build for the abov® 

mentioned purpose. The main points of the new system are:
- updating of the regulations; the municipalities remain responsible 

for implementation;
- the municipalities may choose their own hardware and develop their 

own software; only the specifications are determined by the 

regulations;
- the government <ievelops and maintains the Communications network;
- this network carries out the standardized communication between 

all 700 municipalities and 500 data users;
- there is no guestion of interactive real time data exchange, but 

of an electronic mail system.
The choise of an electronic mail system is based on 

considerations of privacy, both individual and organisational. 
Organisations would object to other organisations being authorieed 
to search their data bases and select Information from them. 
Organisations object far less to answering gueries from other 
organisations by using their own programs.
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Conformity with International standards was sought in setting up the 
system which seans that for the bottom three levels of the OSI 
model, the Dutch PTT's X.25 is used and for the higher levels, the

X.4OO standard.

5. FURTHER DEVELOPMENTS
We are working on further expansion of policy in a policy 

document. This document will be presented to the Lower House in 
1989)3. It contains recommendation in the following four areas: 

Data, Functioning, Technical aspects, Management and organisation.

5.1 Data
Particular attention will be given to the definition of personal 

data and the format in which they are recorded for the purposes of 
data exchange. Standardised. regulations are to be drawn up for 
personal data which are needed freguently.

5.2 Funtioning
Reguirements regarding the functioning of the various Systems 

can be laid down only by the organisations in guestion.
General principles, however, such as collecting and storing data 
only once, should be followed. Another generał principle is that 
policy Information should not be collected separately but, where 
possible, should be compiled on the basis of data already in the 
basie data filing system or in executive files.

5.3 Technical aspects
Government departments are free in their choice of hardware and 

software, as they are with the basie data filing Systems. The 
technical realisation of functional reguirements is a matter for the 
organisations in the various sectors. If however communication is 
involved, then generał regulations have to be adhered to. As for the 
network it has already been decided that the PTT's X.25 data net is 

4 ) to be used for government networks.
The next regulation should be that the X.4OO standard for 

personal data exchange should be adhered to unless this is not 
practical. Because an organisation, like for example the police, 
needs a very guick answer to certain guestions.

The plan that in the futurę, data exchange between the various 
basie data filing Systems will be possible through a standardised 
infrastructure (an interdepartmental/intergovernmental network) is 
also playing a part. There will therefore be a functional and 
physical network for the government as a whole on personal data, 
property data and social objects for example.



5.4 Management and organisation

The problem of implementation is not the only factor determining 
the choise of organisational form. The main issues are 
centralisation and decentralisation, i.e. the balance of power in 
public administration.

In addition, the cost aspect is important. In view of the 
amounts involved in large systems and networks, every party with an 
interest in an Information system should be able to discuss and make 
decisions on its operation. At present, an organisational form for 
the basie data filing system is being sought in which all interested 
parties are repręsented in a balanced way and which establishes a 
cost allocation formula. This formula will be laid down in 

legislation.

6. CONCLUSION
Developments in the Netherlands in the field of personal 

Information systems are highly decentralised. Recently, municipali- 

ties in particular have been strong supporters of this, the argument 
being that anyone who has morę or less exclusive acces to 
information also wields power. Parliament too has opted for 
decentralised small-scale personal data files in order to protect 

privacy.
As central government needs personal data and in view of the 

progress in automation, the use of networks for the exchange of 

personal data will inerease considerably. The need for 
standardization in order to facilitate data exchange and the need 
for joint operation in order to cut costs mean that cooperation 

becomes morę and morę essential.
Experience has shown that cooperation does not always take place 

if it is voluntary. Mutual interest is not enough! The allocation of 
responsibilities is too fragmented and there is too little 
coordination. Central control in the form of strict regulations in 

this respect is therefore unavoidable.

References:
1) Royal Decree of Institution, 24/10/1985
2) Wet Persoonsregistraties (Dutch Privacy Act), 28/12/1938
3) Draft document "Care for data", 01/03/1989
4) Datanet 1 regulation, Stat 1982 nr. 82, Decree Information in 

Central Government
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weryfikacja protokołów, 
logika niezmienników,

CSF'

Janusz BARCZYŃSKI2

MODULARNA WERYFIKACJA PROTOKOŁÓW3^

W poprzedniej pracy [ij przedstawiono aksjomatyczne podejście do 
formalnego opisu i weryfikacji protokołów. Również scharakteryzowa­
no technikę szczegółową zgodną, z tym podejściem. Język opisu proto­
kołów jest uogólnieniem notacji CSP. Weryfikacja zaś, dotyczy dowo­
dzenia własności niezmienniczych protokołów. Ten artykuł zawiera 
szerszą charakterystykę techniki. Dla ilustracji podano formalny 
opis protokołu z literatury i przeprowadzono jego weryfikację.

1. WPROWADZENIE

Oprogramowanie komunikacyjne sieci komputerowej, w tym implementacja 
protokołów komunikacyjnych, tworzy rozproszony przestrzennie system pro­
gramów równoległych (współbieżnych), którego składowe komuniku ją się 
przez wymianę komunikatów. Gwarancję poprawności oprogramowania sieciowe­
go, na akceptowalnym poziomie ufności, może dać jedynie konsekwentne sto­
sowanie odpowiedniej metodologii konstruowania, której integralnym frag­
mentem jest część dotycząca formalnego opisu oraz weryfikacji [łj. Metody 
testowe, jak wiadomo, nie mogą zagwarantować poprawności. Wśród formaliz­
mów, wykorzystywanych do opisu i analizy systemów ze współbieżnoscią, is­
totne znaczenie mają dwa, a mianowicie notacja OSP Hoare’afój oraz CCS 
Milnera I7j- Warianty obu notacji znalazły zastosowanie w dziedzinie pro­
tokołów komunikacyjnych. Propozycja Hoare’a dotycząca CSP, doprowadziła 
do powstania wielu odmian i uogólnień tej notacji. Między innymi powstała 
wersja teoretyczna zbliżona do CCS. Opracowano różne semantyki CS1 oraz 
systemy dowodowe dla weryfikacji CSP-programów. Drugi nurt zaowocował 
pewną liczbą języków współbieżnych opartych.o CSP, między innymi opraco­
wano takie implementacje jak [Ś] : transputerowy OCCAM a także CSP-S, 
CSP/8C, CSP-i oraz inne. W £5j przedstawiono technikę formalnego opisu i 
weryfikacji protokołów komunikacyjnych sieci komputerowej o architekturze

x/ Centrum Obliczeniowe Politechniki Wrocławskiej, Wrocław 
xx/ Praca zrealizowana w ramach CPER 8.13, cel nr 52 
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zgodnej z modelem OSI. Język opisu protokołów stanowi tu uogólnienie no­
tacji CSP. Krótką charakterystykę techniki podano w oraz pj. Nato­
miast w j podano szerszy kontekst teoretyczny dla techniki a także za­
proponowano nowe metody weryfikacji. Mówiąc krótko, protokoły komunika­
cyjne zapisywane są jako uogólnione CSP-programy, natomiast weryfikacja 
polega na dowodzeniu własności niezmienniczych takich programów-protoko- 
łów. Inne własności mogą być wyrażane przez język logiki temporalnej. 
System 'wnioskowania jest kompozycyjny, w sensie składania dowodów. Ten 
artykuł zawiera szerszą, w stosunku do p (, charakterystykę techniki. 
Dla ilustracji podano fragment formalnego opisu protokołu wymiany danych, 
z [41, i przeprowadzono jego weryfikację.

2. O TECHNICE

Protokoły komunikacyjne opisywane są jako programy równoległe o nas­
tępującej ogólnej postaci 0 ó/QnJ, gdzie Q, jest procesem sek­
wencyjnym A : :P lub programem równoległym. Instrukcje komunikacyjne mają 
postać:

® <A!T(e) jS> , ;H> , (dla komunikatów/
8 <(A;T;skip\ , <B?T;skip> . (dla sygnałowy

Programy S oraz R mogą feieć postać S s h«out:=h.out oijej oraz 
K =■ h.in:=h.in o’xf, gdzie h.out oraz h.in są zmiennymi historii komuni­
katów odpowiednio wyjściowej oraz wejściowej; o jest operatorem konkate- 
nacji. Formuły poprawnościowe, wyrażające twierdzenia, o własnościach 
niezmienniczych programów (protokołów), mają postać iny I , gdzie

oraz I są formułami pierwszego rzędu; I jest formułą-niezmiennikiem a 
jest warunkiem początkowym programu Q.trzy konstruowaniu formuł-niez- 

mienników wykorzystywane są klasyczne spójniki logiczne oraz następujące 
operatory na historiach komunikatów: ^h| - długość historii h; h o h’ - 
konkatenac ja historii h i h’ ; h (i) - i-ty element historii h, 1^i^|h|; 
m£h - "m jest elementem historii h h = hr - "historia h jest równa, 
h’ JI; h^h’ - " h jest początkową podhistorią historii h’ " itp. 
System dowodowy umożliwia dowodzenie formuł poprawnościowych. Zawiera, 
między innymi,' reguły komponowania dowodów, które pozwalają na modularną 
budowę dowodów. Mówiąc dokładniej, dowód własności niezmienniczych pro­
gramu równoległego uzyskiwany jest z odpowiedniego złożenia dowodów dla 
programów-składowych tego programu. Dowody dla składowych sekwencyjnych 
uzyskiwane są przy tym w oparciu o teksty odpowiednich procesów. System 
dowodowy podano w pj, natomiast niżej przedstawimy szkic dowodu w tym 
systemie.

3. PRZYKŁAD
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Przykład pozwala zapoznać się z niektórymi konstrukcjami języka opi­
su protokołów, z postacią formuł-niezmienników oraz ze sposobem ich dowo­
dzenia. Rozważany będzie następujący program równoległy

DTP =JsOURCE::SO//SYSTEM//SINK::SlJ , 
gdzie: SYSTEM = jsM//MEDIUM//RECEIVER::Rj jest modelem systemu komunika­
cyjnego umożliwiającego jednokierunkowy transfer danych pomiędzy użytkow­
nikami (procesy SOURCE oraz SINE są modelami użytkowników); programy 
SM sjsENDER::S//TIMER::Tj oraz RECEIYER są modelami modułów protokołu - 
formalny opis protokołu polega na zdefiniowaniu tych programów; program 
MEDIUM jest modelem medium komunikacyjnego. Rys. 1 przedstawia graf komu­
nikacyjny programu DTP, z zaznaczonymi zmiennymi historii. Proces SENDER 
zdefiniowano w Dodatku, natomiast procesy TIMER oraz RECEIVER znajdują 
się w M - pominięto je aby nie zwiększać objętości artykułu.

Rys. 1

Formuły poprawnościowe dla MEDIUM oraz SYSTEM mogą mieć postać:

(a) <MEDIUM, 122 ExtMEDIUM

gdzie = (Vm)^n€b.out —>mfia.in) Ą (Vm^m’£d.out —> m’ fi c.in).

Medium komunikacyjne jest zawodne: może gubić, zmieniać kolejność oraz 
generować duplikaty przesyłanych komunikatów.

(b) <SYSTEM, ^sysTEM> inv Y.out^X.ln 

gdzie ^SYSTEM- ^SENDER A WTIMER A ^MEDIUM A ^*RECEIVER

System komunikacyjny jest niezawodny: protokół wymiany danych zabezpie­
cza przed błędami, które mogą być wprowadzane przez medium.

Weryfikacja protokołu polega na udowodnieniu formuły (b) przy zało­
żeniu, że zachodzi (a). Oto szkic dowodu w systemie z (3J. Wprowadzimy 
następujące oznaczenia:

C o
mseą(h)

max([j: (2d)fj,d]fihp

dla h=/ (historia pusta)

dia h/p ,



gdzie h^£a.out, a.in, b.out, b.in} ,

* ExtSENDER S mseq(a.out) |x.in| Ą
(Vm)Jme a.out —> (3i)(l^ i^(x. in| a m = [i, X.in(i)J)J,

® ExtRECEIVER = lY-outl^ mseQ Cb-in^ A

(Yk) £l k^[Y. out| —> Jk, Y.out Wje b.inj

Początkowo, biorąc teksty odpowiednich procesów dowodzimy formuły:

(i) ^SENDER, ENDER'* -i22 Ex'fcSENDER ’

(2) <TIMER,WTm> inv true

Ze złożenia dowodów W i (2) uzyskiwany jest dowód formuły;

(j) <^SM, cfSM>. inv ExtSENDER , gdzie 4fSM = ^SENI)ERA ^TIMER -

Biorąc tekst procesu RECEIVER, dowodzimy formułę:

(4) <RECEIVER, ^recEIYER^ ExtRECEIVER

Ze złożenia dowodów formuł (3) , (4) , (a) uzyskiwany jest dowód formuły:

(5) <SYSTEM, system^ rSYSTEM ’

gdzie rSYSTEM “ ExtSENDERA ExtMEDIUMAExtRECEIVER

Ponieważ prawdziwa jest formuła

GO CrSYSTEM A >Y.out^X.in , 

gdzie GI = a.out=a.inAb.out=b.inAc.out=c.ind.out=d.in jest global­
nym niezmiennikiem, więc z dowodu (5} uzyskiwany jest dowód formuły (b) .
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MODULAR YERIFICAUON OF PROT000X3

An axiomatic approach to a formal description and verification of 
Computer network protocols is presented in £lj/ In the same paper a de- 
tailed techniąue consistent with this approach is also characterized. 
The protocol description language is a generalization of CSP notation, 
while the verification consists in proring invariance properties of pro­
tocols. A morę extensive characteristic of this techniąue is presented 
in this paper, As an illustration a formal description of protocol from 
the literaturę is given and its rerification madę.

MOOTBHAH uPOBEJKA KOPPEKTHOCTH IIPOTOKOJIOB

Upe^cTaBAeHa TeraaKa $opMaiii>Horo onaoatma 0 nposenKa koppskthoots 
npOTOKOUOB KOMEŁKWepHOg 09TB ś flSEK OHaGaHSH DpOTOKOJIOB aBMHeTOH 000(506™ 
H36M hotsęhh os?. Iiposepsa jtoppeKTHcoM saicrameToa B EOKasaHhh 0HBa™ 
pgaHTHHX 0B0H0TB np0T0E030B t JW EffiHDGTpailHS ^SKO ®0pMaJIBH09 0000811116 
npoTOKoaa, noMeseHHoro b npejwTSofi wiepaType a nooBenesa ero nposepKa 
K0pp8KTH0Ć‘M .

DODATEK. Definicja procesu SENDER z warunkiem początkowym

SENDERt: t.ype data = ...; seąuence_number = 0..infinity; 
packet =jseąuence number,dataj; ack ~ ;seąuence_numberj;

var S^data;data; higheet_sent,ackno.waiting_for_ack: seąuenee_number;
X. in:hrstory of data; a, out: his tory óf packet; d.in: his^ry of ack?

^highest sent=waiting foraek -1:skip —■> ^przesłanie pakietu j*
highest_sent:=highest_sent +1;
■^SOURCE?data(S_datą) ; X.in:=X.in o[S_dataj>;
^MEDIDMSpacket (highest_sent,S__data_) ; a.out:=a.cut o |highest_seiit.

ZlIMER! start ;ski2^. „ „
true;<i'4EDIPM?ack(ackno) ; d.in:=d.in o£ackno|> —^^obsługa potwierdzeniaj 

[ackno / waiting for ack;skip —»skip. [J
ackno = waiting for ack;skip —»<[TIMER! cancel :skip>;

wa it ing_ f or_aćk: =wa i t ing_ f or_ac k+ 1J
Q true;<TIMER?timeout;skip> —^obsługa timeout’uj

MEDIUMipacket(highest_sent,S_data);
a.out:=a.out opiighest_sent, S_data{^;

^TIMER!start;skip

Warunek początkowy :

= highest sent=C Awaitingfor ack=1 A X. in=/ ą a. out=p Ad. in=gf D -Łri JJiuK ~ —
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ANALIZA .SEMANTYCZNA SPECYFIKACJI EYAMPLE3®

Example jest specyfikacją protokołu Alternating Bit, występującą 
w dokumentach ISO dotyczących techniki ESTELLE. W artykule poka­
zano, że protokół ten może osiągnąć tzw. żywy uścisk, którego 
efektem zewnętrznym jest brak postępu w świadczeniu usług. Doko­
nano poprawy specyfikacji.

1. WPROWADZENIE

Język ESTELLE i jego semantyka są przedmiotem prac standaryzacyj­
nych w ISO [ls2j. Istnienie formalnej semantyki jest warunkiem koniecz­

nym każdej techniki weryfikacji. Jednym z potencjalnych kandydatów do 
weryfikacji jest protokół Alternating Bit (ab) ze specyfikacji Exanrple. 
Specyfikacja ta przytaczana jest w dokumentach ISO prezentujących tech­
nikę ESTELLE [i] (ist DP 9074, 2nd DP, Dis). Analiza semantyczna specy­

fikacji Example wskazuje, że protokół AB nie jest poprawny. Mianowicie, 
może łatwo wystąpić tzw. żywy uścisk (livelock). Ogólnie, żywy uścisk 
występuje w systemie komunikacyjnym jeżeli moduły protokołu realizują 
cykl operacji C taki, że:

(ij z cyklu C nie ma wyjścia, chociaż istnieją przejścia z każdego sta­
nu cyklu C,

(ii) realizacja cyklu C nie powoduje wykonywania "użytecznej pracy".

Z punktu widzenia użytkowników systemu komunikacyjnego, warunek (ii) oz­

nacza, że nie ma postępu w świadczeniu usług protokołu. Podobny efekt 
zewnętrzny obserwuje się w przypadku osiągnięcia przez system komunika­
cyjny stanu blokady (deadlock - śmiertelny uścisk), tzn. stanu, który 
nie jest stanem końcowym i z którego nie ma dalszych przejść.

2. AMLI2A SPECYFIKACJI

je/ Centrum Obliczeniowe Politechniki Wrocławskiej, Wrocłav 
sx/ Praca zrealizowana w ramach CPBR 8.13, cel nr 52
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W Example występuje definicja modułu protokołu AB oraz niekompletne 
definicje modułu użytkownika (User) i modułu sieci (Network) - podano 
tylko nagłówki tych ostatnich modułów (patrz np. - DIS 9074). Na 
rys. 1 przedstawiono fragment systemu egzemplarzy modułów generowanego 
przez Example oraz strukturę połączeń ich punktów interakcji.

Rys. 1

AbFzT.U , AeFzI.N - punkty interakcji modułu 
ABfzJ, gdzie Z€£x,Yj

W Dodatku podano część deklarującą przejścia definicji ciała modułu pro-,, 
tokołu AB. Ta ostatnia pozwala nam przedstawić strukturę sterowania mo­
dułu AB jak na rys. 2. W dalszym ciągu przyjmiemy, bez utraty ogólności 
rozważań, że wymiana danych jest jednokierunkowa - od użytkownika Userfx] 
do User[y]. Wtedy aktualne struktury sterowania egzemplarzy AB[xj oraz 

AbFyI mają postać podaną odpowiednio na rys. 3 oraz rys. 4.

Rys. Rys. 4

Z punktami interakcji AB [z],N , gdzie ZeJx,I^ (por. rys. 1) , skojarzone 

są nieograniczone kolejki FIFO, które oznaczymy przez q(ab[zJ.n). Na ko­
niec kolejki Q(ab[y].n) dołączane są komunikaty sieciowe z danymi nada­
wane, via sieć, przez egzemplarz Ab[x] - przez wykonywanie przejść X-t1 
i X-t3, w których występuje instrukcja output N.DATA_request(B) (por. 
Dodatek). Natomiast na koniec kolejki Q(ABfX?.N) dołączane są komunikaty 
sieciowe z potwierdzeniami nadawane, via sieć, przez egzemplarz Ab£yJ. 
Komunikaty te mogą być zdjęte z początków kolejek q(ab[yJ.n) oraz 
q(ab[x].n) przez wykonanie przejść odpowiednio Y-t5, egzemplarza AB(yJ, 
oraz X-t4, egzemplarza AB fx]. W przejściach tych występują klauzule 
when N.DATA_response(Ndata) (por. Dodatek). Komunikaty sieciowe są war­
tościami zmiennych rekordowych B oraz Ndata, zadeklarowanych niżej.
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var B, Ndata : record
Id :(DATA, ACK) ; {rodzaj komunikatu: DATA - komunikat z danymi, 

ACK - komunikat z potwierdzeniem J
Conn: Cep type; {identyfikator nadawcy - w naszym przypadku X 

lub Y }
Data: U_Data_type; {dane użytkownika; w komunikatach z potwierdze­

niami pole to jest puste J
Seq : 0..1 end {liczba sekwencyjna J

W dalszym ciągu będą nas interesowały pola Id oraz Seq, stąd komunikaty 
sieciowe będą oznaczane następująco :

e <DATA,..., ls^ - komunikat z danymi,
0 <(ACK ,...,ls^ - komunikat z potwierdzeniem, gdzie lscfo,1^ .

Założenie 1. Załóżmy, że AB[xJ znajduje się w stanie sterowania X-ACK_ 
WAIT oraz, że na wyjściu kolejki q(ab[x] .n) znajduje się komunikat 
(ACK,...,ls^ taki, że Is / Send_seq . K

Przy takim założeniu przejście X-t4 nie będzie nigdy możliwe, ponieważ 
zachodzi fNdata.Id=ACK) and(Ndata.Seg^Send seg) (oczywiście ls=Ndata.Seq) 
i klauzula proyided nie jest spełniona. Tylko wykonanie X-t4 może zdjąć 
komunikat <ACK, ...,ls^ z wyjścia kolejki q(ab[xJ.N). Stąd dalej Ab{x] 
może wykonywać jedynie przejście spontaniczne X-tJ powodujące retransmis­
ję komunikatu z danymi. W odpowiedzi na takie zachowanie ABfxJ, egzemp­
larz Ab[y] może jedynie wykonywać przejście Y-t5 tzn. odbierać retransmi- 
towane komunikaty, nie przekazując ich do bufora odbiorczego, i nadawać 
potwierdzenia. Z powyższego widać, że gdy AB{x] znajdzie się w stanie 
spełniającym założenie (i) to wówczas zostanie przerwane przekazywanie 
danych od User[x] do UserfYJ. Na zakończenie wystarczy pokazać, że stan 
wymieniony w zał. (i) może być łatwo osiągnięty. To ostatnie można zoba­
czyć analizując scenariusz komunikacji z rys. 5. Po wykonaniu, pokazane­
go tam, drugiego przejścia X-t1 zostaje osiągnięty stan z założenia (i).

Rys. 5
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3. POPRAWA SPECYFIKACJI

Aby wyeliminować, omawiany wyżej, błąd specyfikacji Example wystar­
czy następująco zmodyfikować przejście t4 (por. Dodatek):

from ACK WAIT to ESTAB (przejście t4’l
when N.D5TA_response(Mdata) J
proyided Ndata.Id = ACK
begin i? Ndata.Seq= Send_seq then 

Tegin RemoyefSend bufferJT
Send_seq :=(Send_seq + l)mod 2 end end

BIBLIOGRAFIA
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DODATEK. Deklaracja przejść modułu protokołu AB

from ESTAB to ACK_WAIT
when U.SEND request (Udata) . , 
begin £t1j
copy(P.Msgdata,Udata);
P.Msgseq:=Send seq;
Store(Send_buffer, P) ;
Forma t_da ta (P, B) ;
output N.DATA_request(s) 
end;

from EITHER to same
when U.RECEIVE_request
proyided not buffer empty(Recv buffer) 
begin
Q:=Retrieve(Recv_buffer);
output D.RECEIVE_response(Q.Msgdata); 
Remove (Recv_buff er) 
end;

from ACK WAIT to ESTAB 
when N.lSTA_response(Ndata) 
proyided (Ndata.Id=ACK) and

(Ndata,Seq=Send_seq) . . begin {t4
Remoye(Send buffer); 
Send_seq:=(Send_seq + 1) mod 2 
end;

from ACK_WAIT to ACK_WAIT 
delay(Retran time) , _
begin . .
P :=Retrieve (Send_buffer) ;
Forma t_da ta (P,B) ;
output N.DATA_request (b) 
end;

from EITHER to same
when N.DATA_response (Ndata) 
•proyided Ndata.Id = DATA 
begin |
c op y (Q. Ms gda ta, Nda ta. Da ta) ;
Q.Msgseq:=Ndata.Seq;
Format_ack(Q,B) ;
output N.DATA_request(b);
if Ndata.Seq=Recv_seq then 
~Tegin

Storę (Recv_buffer, Q);
Recv_seq: = (Recv_seq + 1) mod 2 
end

end ;

SEMANTICAL ANALYSIS OF EKAMPLE SPECIFICATION

An Example is a specification of the Alternating Bit protocol which 
can be found in the ISO documerts concerning the ESTELLE technique. The 
protocol mentioned can reach the so-called livelock. Lack of progress in 
the service providing is an external effect of the livelock. In the work 
the improvement of specification is madę.
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CEMAHTłKECKM AHAJIK3 CHEWSMKAW example

Exampie hbjlhstgh cneq0$0KaiiBe2 npoTOKOJia Alternating Bit, BHCiyna- 
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ARCHITEKTURA WYŻSZYCH WARSTW MODELU ODNIESIENIA OSI/ISO

W referacie przedstawiono aktualny stan prac ISO nad architek­
turą warstw sesji, prezentacji i aplikacji, modelu OSI. W 
referacie powołane są najważniejsze dokumenty ISO, dotyczące 
modelu odniesienia jako całości oraz dotyczące ww. warstw, 
które ukazały się w okresie od 1985 r. do połowy 1988 r.

1. Wprowadzenie

Rosnące ciągle potrzeby w zakresie komunikacji międzynarodowej oraz ros­
nące możliwości ich realizacji, oparte na osiągnięciach mikroelektroniki, 

powodują coraz szybszy rozwój sieci komputerowych. Funkcjonowanie sieci 

w skali międzynarodowej jest możliwe tylko wtedy, gdy w sieciach krajo­
wych będą obowiązywać te same standardy międzynarodowe. Bliska już wizja 

powstania Zjednoczonej Europy, spowodowała gwałtowny rozwój prac w za­
kresie standardów sieci komputerowych. Dako bazę dla tych prac przyjęto 
model odniesienia OSI/ISO. Do modelu odniesienia skłania się również co­
raz więcej firm amerykańskich i japońskich. Standaryzacja czterech dol­

nych warstw modelu jest już daleko zaawansowana i to zarówno dla sieci 

lokalnych jak i rozległych |1| . Ukazały się już na rynku układy scalone 

realizujące protokoły dolnych warstw. Natomiast dla wyższych warstw, a 
zwłaszcza dla warstwy aplikacji, opracowano standardy dla wybranych zas­
tosowań. Istotnym hamulcem prac był brak rozwiniętego modelu funkcjono­
wania wyższych warstw. Model taki jest opracowywany w ISO od kilku lat; 

obecnie osiągnął stan, który pozwala wnioskować, że w dalszym jego roz­
woju nie powinno już być zmian rewolucyjnych.

Niniejszy referat ma na celu przybliżenie, krajowym użytkownikom sieci 

komputerowych, podstawowych elementów tego modelu. Sprawa jest ważna 
dlatego, że dotyczy wszystkich obecnych i potencjalnych użytkowników 
sieci’ komputerowych. Włączenie do sieci procesów aplikacyjnych użytkow- 
niko, wymaga dobudowania co nicn modułów sieciowych, specyficznych dla 
każdego typu procesu aplikacyjnego.

instytut uypemetyki Technicznej Politechniki Wrocławskiej



2. Opis ogólny górnych warstw modelu OSI

W sieci komputerowej współdziałają ze sodą procesy aplikacyjne, rezyou- 
jące w komputerowych systemach rzeczywistych. Przykładami procesów apli­

kacyjnych są: programy użytkowe, bazy danych, zbiory danych, kompilatory 

języków programowania, terminale, sterowniki procesów technologicznych, 
roboty. Współdziałanie procesów aplikacyjnych odbywa się w celu wykona­
nia zadania (sieciowego) i polega na komunikacji pomiędzy nimi, według 
uzgodnionych: 

- reguł zarządzania transferem danych;
- semantyk związanych z przekazywanymi danymi;

- abstrakcyjnej syntaktyki użytej do transferu danych.

W środowisku OSI komunikacja taka odbywa się za pomocą jednostek aplika­
cyjnych (AE - Application Entity),- rys. 1, stanowiących część modelu OSI. 

Rzeczywisty system otwarty jest to system, którego proces aplikacyjny 
jest wyposażony w jednostkę aplikacyjną. Jeden rzeczywisty system otwar­
ty może zawierać jeden lub więcej procesów aplikacyjnych. Wykonanie za­

dania wymaga komunikacji pomiędzy dwoma lub więcej procęsami aplikacyj­

nymi. Jeden proces aplikacyjny może zawierać jedną lub więcej jednostek 

aplikacyjnych. Jednostka aplikacyjna obsługuje tylko jeden proces apli­
kacyjny. Komunikacja pomiędzy jednostkami aplikacji odbywa się za po­
średnictwem jednostek funkcjonalnych w dolnych warstwach modelu, są to 
odpowiednio: jednostka prezentacji (PE - Presentation Entity), jednostka 

sesji (SE - Session Entity) i następnie, nie pokazanych już na rys. 1, 
jednostek transportowej, sieciowej i liniowej. Zgodnie z ogólną konwen­
cją usług, obowiązującą w modelu OSI (opisaną w dokumencie ISO TR 8509), 

warstwy sąsi.ednio niższe świadczę usługi warstwie sąsiednio wyższej. 
Usługi te dostępne są w punktach dostępu do usług (SAP - Service Access 
Point); na rys. 1 pokazane są punkty SAP dla warstwy prezentacji (PSAP). 

sesji (SSAP), transportowej (TSAP).

3. Charakterystyki wyższych warstw modelu OSI

3.1. Warstwa sesji

Poniżej przedstawione zostaną podstawowe własności użytkowe warstwy 

sesji, opracowane w oparciu o :3> i
Warstwa sesji świadczy usługi warstwie orezentacji. Jsi.ii te aa zeai:- 
zowane w oparciu o usługi warstwy transportowe; oraz ?ea..zcwar

w warstwie sesji. W środowisku JSI. zonertswacł m 

warstwy sesji są następujące:
i. Ustanawianie połączenia sesji z jednoczesną negocjacją za r a st '• : -■ 

ęcłąćzenia.



Procesy aplikacyjne

AE - jednostka aplikacji SE - jednostka sesji
PE - jednostka prezentacji SAP - punkt dostępu do usług

Rys. 1. Ogólne zasady współdziałania procesów aplikacyjnych 
w środowisku OSI

Fig. 1. Interconnection of application processes in OSI envirement

2. Rozłączenie połączenia sesji, które może być uporządkowane - po prze­

niesieniu wszystkich danych lub nieuporządkowane (nagłe) - z możli­

wością utraty danych.
3. Transfer danych normalnych; pozwalający na wymianę danych, połączoną 

zwykle ze sterowaniem przepływem i dialogu.
4. Przesyłanie danych przyspieszonych; nie stosuje się wtedy sterowania 

przepływem i dialogiem; dane te mogą wyprzedzać dane normalne. .

5. Zarządzanie tokenem, pozwalające sterować prawem wyłączności realiza­
cji pewnych funkcji.

6. Sterowanie dialogiem, pozwalające na ustawienie pracy półdupleksowej 
(z użyciem tokenu) lub dupleksowej.

7. Synchronizację, pozwalającą (z użyciem tokenu) na umieszczanie w da­
nych użytkownika, znaków synchronizujących, stanowiących potwierdzane 
punkty identyfikacyjne. Główne punkty synchronizacyjne dzielą dialog 
na tzw. jednostki dialogu (rys. 2). Brak potwierdzenia wysłanego zna­
ku, umożliwia cofnięcie dialogu cc ostatniej prawidłowo zrealizowanej 
jednostki dialogu.



8. Resynchronizację, pozwalającą użytkownikom na zmianę synchronizacji 
i cofnięcie dialogu do stanu istniejącego w chwili wskazanej przez 
punkt resynchronizacji.

9. Sterowanie akcjami, pozwalające użytkownikom podział dialogu na tzw. 

akcje logiczne; sterowanie akcjami umożliwia przerwanie akcji i ich 
wznowienie w późniejszym czasie. Realizacja tej funkcji wymaga po­
siadania tokenu.

10. Informowanie o stanach wyjątkowych, pozwala warstwie sesji informo­

wać o nieoczekiwanych sytuacjach, nie wykrywanych przez inne usługi, 
np. błąd protokołu.

11. Niezależna wymiana danych, umożliwia przesłanie informacji niezależ­

nie od posiadania tokenu.

12. Wymiana danych uzgadniania, umożliwia przesłanie ograniczonej ilości 
danych poza akcją użytkownika, dla celów specjalnych.

Usługa sesji jest realizowana przez jednostki sesji (SE - session 
entity); jednostki te są ściśle związane z funkcjonowaniem protokołu 
sesji. 3ak widać na rys. 1, jednostka może być związana z więcej niż 

jednym punktem dostępu do usług sesji; użytkownik usług sieciowych - 

jednostka prezentacji (PE - presentation entity) może korzystać z więcej 

niż jednego punktu dostępu do usług sesji.
W praktyce można korzystać z trzech podzbiorów protokołu sesji:
- podzbiór podstawowy - BSC;
- podzbiór podstawowy z synchronizacją - BSS;
- podzbiór podstawowy ze sterowaniem akcjami - BAS.

Obszerne informacje na temat warstwy sesji można znaleźć w |2|; usługi 

sesji opisuje standard ISO DIS 8326, a protokół - ISO DIS 8327. Oba do­
kumenty zostały przetłumaczone na język polski i wraz z uzupełnieniami 
stanowią projekty Polskich Norm |6| i |7|.

Akcja logiczna

jednostka dialogu jednostka dialogu

f
Początek 
akcji

Pomocnicze 
punkty synchronizacji

Główny punkt 
synchronizacji

Koniec 
akcji

Rys. 2. Przykład struktury jednostki dialogu

Fig. 2. Example of a Structured Dialogue Unit



3.2. Warstwa prezentacji

Warstwa prezentacji świadczy usługi warstwie aplikacji. Usługi realizo­
wane są w oparciu o usługi warstwy sesji oraz funkcje realizowane w 

warstwie prezentacji.
Podstawową funkcją warstwy prezentacji jest transformacja syntaktyk. 
Podstawowymi pojęciami pozwalającymi zrozumieć tą funkcję są: syntaktyka 
abstrakcyjna, syntaktyka transferu i kontekst prezentacji. Syntaktyka 

abstrakcyjna jest zbiorem reguł używanych do formalnej specyfikacji da­
nych, stosowanych w warstwie aplikacji; reguł niezależnych od technik 
kodowania tych danych. Syntaktyka abstrakcyjna jest zdefiniowana w ter­
minach określających zbiór typów danych. Syntaktyka transferu jest kon­

kretną reprezentacją danych stosowaną w trakcie przesyłania danych po­
między dwoma systemami otwartymi. Kontekstami prezentacji określa się 

szczegółowe kombinacje par, syntaktyka abstrakcyjna - syntaktyka trans­

feru (rys. 3). Kombinacja jest poprawna jeżeli syntaktyka transferu jest 
w stanie, korzystając z usług prezentacji, odwzorować wszystkie własnoś­

ci syntaktyki abstrakcyjnej.
Zwykle stosuje się jedną syntaktykę abstrakcyjną dla jednego procesu 
aplikacyjnego. Jeżeli jest jedna syntaktyka abstrakcyjna i jedna syntak­
tyka lokalna zgodna z syntaktyką transferu, to nie ma praktycznie warst­
wy prezentacji. Jednym z rodzajów stosowanych syntaktyk transferu jest 
syntaktyka zawierająca kompresję danych, stosowana dla zmniejszenia 
kosztów transmisji.

Protokół prezentacji zawiera mechanizmy wyboru syntaktyki transferu 
akceptowanej przez oba komunikujące się systemy otwarte; wybór ten odby­
wa się w drodze negocjacji w trakcie nawiązywania połączenia prezentacji, 

dane z syntaktyką 
syntaktyka lokalną
abstrakcyjna 1 

warstwa aplikacji 

warstwa prezentacji

jednostka 
prezentacji

transformacja 
syntaktyk

 syntaktyka transferu A

_____ syntaktyka transferu S

dane z wybraną 
syntaktyką transferu

Rys. 3. Ilustracja odwzorowania syntaktyki abstrakcyjnej 
na dwie syntaktyki transferu

Fig. 3. Illustration of a Possible Mapping of an Abstract Syntax 
onto Multiple Transfer Syntaxes



W środowisku OSI, zorientowanym połączeniowo, usługi warstwy prezentacji 
są następujące:

1. Ustanawianie połączenia prezentacji oraz wybór syntaktyki transferu.
2. Rozłączanie połączenia prezentacji, które może być uporządkowane - z 

zachowaniem danych lub nieuporządkowane - z możliwością utraty danych.
3. Zarządzanie kontekstem, które umożliwia określanie kontekstów prezen­

tacji.
4. Transfer danych umożliwiający pięć form przesyłania danych:

- transfer danych ze stercwaniem tokenu;

- transfer danych bez sterowania tokenem;
- transfer danych przyspieszonych;

- wymiana danych uzgodnienia;
- transfer danych w polu^user data".

5. Sterowanie dialogiem, umożliwiające dostęp do sterowania dialogiem 
w warstwie sesji.

Usługi prezentacji są realizowane przez jednostki prezentacji (PE - 

presentation entity). Standardy ISO dotyczące warstwy prezentacji są 

następujące:

0IS8822 - usługi;
DIS8823 - protokół;
0IS8824 - syntaktyka abstrakcyjna ASN.l-

0IS8825 - reguły kodowania dla ASN.l.
Obszerną informację nt. warstwy prezentacji w języku polskim, można 

znaleźć w | 2 | .

3.3. Warstwa aplikacji

Rozproszone przetwarzanie informacji wymaga współdziałania dwóch lub 

więcej procesów aplikacyjnych. Warstwa aplikacji zawiera wszystkie nie­

zbędne do tego celu funkcje, nie realizowane w niższycn sześciu warst­
wach modelu odniesienia OSI. Jest to jedyna warstwa dostarczająca 

pośrednich usług procesom aplikacyjnym.
Powstało już kilka standardów dotyczących warstwy aplikacji, ale j^ćln 

model całej warstwy jest dopiero w stadium rozwoju. Przedstawiony * re­
feracie model warstwy, oparty jest na dokumentach roooczycn 61 3 , -

i dokumencie ECMA >5|.

Jak już wspomniano w rozdziale 2, proces aplikacyjny jest eiwsi,ter. ?~s- 
czywistego systemu otwartego, biorącym udział w wykonaniu jeaneęc luc 

więcej, zadań przetwarzania informacji. Procesy aplikacyjne biorace 
udział w wykonaniu zadania, mogą w tym uczestniczyć równocześnie _uc 
szeregowo. Współdziałanie procesów dla wykonania zadania, może być syn­
chroniczne tub asynchroniczne. Pojeovnczy oroces aplikacyjny może orać 



udział w realizacji jednego lub kilku zadań jednocześnie. Współdziałanie 

z różnymi procesami aplikacyjnymi może wymagać różnych mechanizmów inter­

akcyjnych.
W środowisku OSI, proces aplikacyjny jest reprezentowany przez jeden lub 
więcej jednostek aplikacyjnych (AE - application entity), rys. 1. Każda 

jednostka aplikacyjna reprezentuje jeden i tylko jeden proces aplikacyj­
ny. Jednostka aplikacyjna realizująca funkcje określone dla konkretnej 
komunikacji nazywa się powołaną jednostką aplikacyjną (Application Entity 

Invocation). Innymi słowy, jednostka powołana istnieje na czas realizacji 

określonego zadania siecidwego.
Każda jednostka aplikacyjna składa się ze zbioru możliwości komunikacyj­
nych (procesu aplikacyjnego) zwanych elementami usług aplikacyjnych (ASE 
- Application Service Element). Element A^ jest zbiorem powiązanych 

funkcji, które mogę realizować komunikację pomiędzy jednostkami aplika­
cyjnymi. Przykładami elementów ASE są następujące typy elementów: FTAM, 
JIM, VI, CCR i sterowanie asocjacją. Każdy typ elementu ASE jest okreś­

lony przez własne usługi i protokół.
Jednostka aplikacyjna korzysta z usług warstwy prezentacji.
Asocjacja aplikacyjna jest to współdziałanie jednostek aplikacyjnych. 
Ustanawianie i zwalnianie asocjacji realizuje specjalny element ASE zwa­
ny elementem sterującem usługę asocjacji (ACSE - Association Control 

Service Element). ACSE inicjowany jest przez proces aplikacyjny albo 

przez inny element ASE. ACSE z kolei inicjuje połączenie prezentacji. 

Elementy ASE, które korzystają bezpośrednio z usług prezentacji i świad­
czę usługi innym elementom ASE, nazywaję się wspólnymi elementami usług 
aplikacji (CASE - Common Application Service Element). Inne elementy ASE 

(zwane SASE - Specific Application Service Element), mogą korzystać z 
usług elementów ASE lub bezpośrednio z warstwy prezentacji.

Kontekst aplikacyjny jest to jednoznacznie określony zbiór elementów ASE 

zapewniających współdziałanie jednostek aplikacyjnych, za pomocą asocja­
cji. Może być powołanych kilka kontekstów aplikacyjnych na jednej aso­
cjacji. Jednostka aplikacji może utrzymywać asocjacje pojedyncze lub 

wiele równoległych asocjacji. Asocjację pojedynczę steruje moduł SACF 
(Single Association Controlling Function), rys. 4. W drugim przypadku 

jednostka aplikacji posiada dddatkowo moduł MACF (Multiple Association 
Controlling Function), rys. 4.
W zależności od rodzaju procesu aplikacyjnego stosuje się kilka jednos­
tek aplikacyjnych, każdę z pojedynczymi asocjacjami (i co najmniej jed­
nym kontekstem) lub jednę jednostkę aplikacyjną z wieloma modułami SACF 
i modułem MACF.

Jeżeli semantyka procesu aplikacyjnego ma charakter komunikacyjny to 
lepiej stosować jednę jednostkę aplikacyjnę i koordynację wewnątrz niej; 



w przypadku semantyki o charakterze przetwarzającym wygodniej jest sto­
sować kilka jednostek aplikacyjnych i koordynację pomiędzy nimi, np. przy 
obsłudze baz danych stosuje się dwie jednostki aplikacyjne (a więc dwa 
protokoły) - jedną do obsługi dostępu a drugą do wyszukiwania - działa­
jące niezależnie.

ASOCJACJE

Rys. 4. Proponowany model warstwy aplikacji 
Fig. 4. Proposed Application Layer Model

Elementy'usług aplikacyjnych (ASE)

Dotychczas opracowane zostały lub znajdują się w opracowaniu następujące 

elementy:
1. Element sterujący usługą asocjacji (ACSE); realizuje on ustanawianie 

i zwalnianie asocjacji aplikacyjnych, identyfikuje kontekst aplika­
cyjny stosowany w asocjacji, przesyła informacje użytkownika pomiędzy 
jednostkami aplikacji, zarządza kontekstem aplikacyjnym. Opis ACSE 

zawarty jest w dokumentach: ISO 8649/1 i 2. - usługi. 1S0 8650/ 1 i -

- protokół.



2. CCR (Commitment, Cor.currency and Recovery); utrzymuje aplikację roz­

proszoną wtedy gdy w przetwarzaniu uczestniczy więcej niż dwie jed­
nostki aplikacyjne i więcej niż jedna asocjacja; zapewnia koordynację 
działań na odrębnych asocjacjach. Opis CCR zawarty jest w dokumentach: 
DIS9804 - usługi (poprzednie oznaczenie - DIS8649/3) oraz DIS9805 - 
protokół (poprzednie oznaczenie - DIS8650/3).

Elementy dla konkretnych zastosowań (SASE):

3. Transfer zbiorów (FTAM); umożliwia użytkownikom zbiorów w systemach 
otwartych, transfer, dostęp oraz zarządzanie zbiorami. Opis FTAM za­

warty jest w dokumentach: ISO8571/l-t4.
4. Transfer zadań (JTM); umożliwia realizację zadań w sieci połączonych 

systemów otwartych. Opis JTM zawarty jest w dokumentach: DIS8831 - 

usługi i DIS8832 - protokół.
5. Wirtualny terminal (VTP); pozwala na transfer i manipulację danymi, 

niezależnie od sposobu wewnętrznej reprezentacji danych stosowanej 
przez użytkowników. Opis VTP zawarty jest w dokumentach: IS09040 - 
usługi i IS09041 - protokół.

6. Transfer komunikatów (MT); utrzymuje transfer komunikatów w kategorii 
"store-and-forward" (poczta elektroniczna); jest częścią systemu 
MGTIS (Message Oriented Text Interchange System). Dostarcza komunika­

ty do jednego lub więcej odbiorców w określonym czasie i, jeżeli po­

trzeba, dokonuje transformacji syntaktyk. Z systemem MOTIS związane 

są następujące standardy: DIS8505, DP9065, 0IS8883, DP9O73, DP9O66, 

01510021/1^7.
7. System dla prac biurowych (TOS); zawiera procedury związane z automa­

tyzacją prac biurowych. Z systemem TOS związane są następujące stan­
dardy: 0158613/1-^7, 0P8879, DP8884, DIS9069, DP°070, DP9063.

Ponadto opracowywane są elementy usług dla grafiki komputerowej (DP9592), 

systemów bankowych (IS08583), systemów automatyzacji procesów produkcyj­

nych (IS09506), autoryzacji dostępu (DIS9834) oraz kryptografii.
W praktyce, nie wszystkie elementy konkretne, wymagają stosowania ele­
mentów wspólnych. Rys'. 5. przedstawia wersję roboczą (wg |3| ) rozmiesz­

czenia elementów w jednostce, aplikacji.
Protokół warstwy aplikacji jest realizowany przy użyciu pewnej liczby 

elementów ASE. Elementy te mogą być użyte sekwencyjnie iub w pewnych 

kombinacjach; np. tran'fer zbiorów wymaga zastosowania elementów FTAM 

(SASE) i ACSE (ŁASE). Tyoowa struktura jednostki danych protokołu apli­
kacyjnego (APDU) jest określona za pomocą pojedynczej syntaktyki abstrak­
cyjnej. Jeżeli wymagana jest kombinacja APDU z różnych elementów ASE, to 
wymagane jest odniesienie do kilku syntaktyk abstrakcyjnych.



Rys. 5. Trójpoziomowy model elementów ASE wg |3| 

Fig. 5. Three Levels of Application Service Elements

W środowisku OSI rozważane są trzy sposoby komunikacji pomiędzy systema­

mi otwartymi: 
- połączeniowy;
- bezpołączeniowy;

- store-and-forward.
Objaśnienia wymaga trzeci sposób, którego reprezentantem jest poczta 

elektroniczna, stanowiąca obecnie jedną z najważniejszych usług sieci 

komputerowych. Komunikacja taka realizowana jest następująco:
- protokół najwyższego poziomu warstwy aplikacji realizuje komunikację 

bezpołączeniową;
- protokoły niższego poziomu warstwy aplikacji oraz pozostałych warstw 

modelu (116), realizują komunikację połączeniową.
Umożliwia to komunikację wtedy, gdy system końcowy jest aktualnie nie­

dostępny, np. wyłączony terminal użytkownika.



Adresowanie w OSI jest przedmiotem standardu 1507498/3. Proces ustana­

wiania asocjacji przebiega następująco:
- użytkownik podaje nazwę jednostki aplikacyjnej, z którą chce ustanowić 

asocjację ;
- nazwa wysyłana jest do katalogu (Directory), w którym wszukany jest 

adres prezentacji związany z nazwę;
- w innym katalogu w warstwie sieciowej dokonywane jest odwzorowanie na 

adres sieciowy jednostki aplikacyjnej z którą nawiązywana jest asocja­

cja.

Schemat blokowy jednostek poszczególnych protokołów przedstawia rys. 6.
Ogólne zasady organizacji nazw i adresacji zawarte są w dokumencie

ISO 7498/3.

Rys. 6. jednostki protokołów w czasie ustanawiania asocjacji 
Pig. 6. Protocol-Data-Units in Connection Control

W środowisku OSI wymagane jest planowanie, organizacja, zarządzanie i 

sterowanie zasobami systemów otwartych. Istnieją trzy kategorie tych 

funkcji : 
- zarządzanie systemem;
- zarządzanie (N)-warstwą;
- operacyjne sterowanie (N)-warstwą.

Zarządzanie systemem odnosi się do wszystkich warstw modelu, kilku 

warstw lub oojedynczej warstwy; jest ono usytuowane w warstwie aplika­
cji. System jest opisany w dokumentach ISO DP9595 (usługi) oraz ISO 

DP9596 (protokół). Ogólne zasady zarządzania zawarte są w IS07498/4. 
Dwie pozostałe kategorie są przedmiotem standardyzacji w poszczególnych 
warstwach modelu odniesienia. Ważna colę w modelu spełnia wspomniany 

juz wyżej katalog (Directory,.. Pozwala on klientom (użytkownikom i apli­
kacjom) korzystać tylko z nazw jednostek aplikacyjnych, dokonując odpo-



wiedniego odwzorowania adresów. Organizacja katalogu jest taka, że ooda- 
wanie, usuwanie i zmiana lokalizacji fizycznej obiektów, nie oddziałuje 

na pracę sieci; umożliwia on dołączanie do listy nazw, nowych nazw lub 
ich atrybutów oraz umożliwia ich wyszukiwanie. Katalog jest opisany w 
dokumencie ISO DIS9594. Informacje zawarte w katalogu są rozproszone po­
śród rzeczywistych systemów otwartych. Docelowo przewiduje się zastoso­
wanie dwóch protokołów: dostępu użytkownika do katalogu oraz protokołu 
zarządzania interakcjami pomiędzy rozproszonymi częściami katalogu. 

W modelu wyższych warstw, oprócz elementów usług, rozważane są następu­
jące zagadnienia:

1. System zabezpieczeń (IS07498/2) obejmujący:
- legalizację,
- kontrolę dostępu,

- zachowanie poufności danych, 
- integralność danych,

- mechanizmy zabezpieczeń i ich rozmieszczenie w poszczególnych 
warstwach,

- ocena jakości usług.

2. Techniki opisów formalnych (FDD; opisy usług i protokołów przedsta­
wiane w języku naturalnym, są wprawdzie łatwiej zrozumiałe, ale za­

wierają dwuznaczności, są niekompletne i mogą prowadzić do błędów w 
implementacji oraz prowadzić do niekompatybilności implementacji opar­

tych na tych samych standardach. W celu uniknięcia tego wprowadza się 
techniki opisów formalnych. ISO rozwija dwie techniki: 

- LOTOS - IS08807, 
- ESTELLE - IS09074.

3. Notacja syntaktyki abstrakcyjnej (ASN.l). Warstwa aplikacji wymaga 

mechanizmu do opisu danych w sposób abstrakcyjny, nie określający 

sposobu kodowania. Mechanizm ten musi być wystarczający do opisu sze­
rokiego i różnorodnego wahlarza struktur danych i powinien umożliwiać 
łatwe kodowanie w warstwie prezentacji. Oba te warunki spełnia nota­

cja syntaktyki abstrakcyjnej (ASN.l). Określa ona pewną liczbę bazo­
wych typów danych i związanych z nimi wartości oraz dostarcza kon­

strukcji, które pozwalają budować złożone struktury danych, zwane 
typami strukturalnymi. Typy, bazowe to: Boole owskie, całkowite, cięgi 

bitów i ciągi oktetów. Natomiast konstrukcje to: sekwencja, zbiór i 
wybór (choice). Notacja ANS.l stosowana jest przy tworzeniu jednostek 
danych protokołów aplikacji (APDU) i prezentacji (PPDU). Możliwe jest 
stosowanie makr określających nową notację, z możliwością powoływania 
typów ASN.l. ASN.l opisana jest w dokumencie IS08824, a reguły kodo­

wania w IS08825.



4. Metody testowania zgodności. Każda konkretna implementacja usług i 
protokołów powinna być poddana testowaniu na zgodność ze standardami. 
Metody testowania muszę być kompletne i zapewniać bezkolizyjne łą­
czenie sieci po ich testowaniu; dlatego są one przedmiotem standary­

zacji. Standard ISO opisujący metody testowania zgodności zawarty 
jest w dokumencie 0P9464/lł7. Dokument'zawiera między innymi opis 

języka definiowania testów.

Przyjęty uniwersalizm modelu, a jednocześnie konieczność ścisłego sfor­
mułowania procedur dla szerokiego wahlarza różnorodnych zastosowań, 
przy zachowaniu kanonicznego założenia OSI o nieograniczaniu implemen- 
tatorów modelu, doprowadziły do znacznej złożoności modelu wyższych 

warstw. Mimo przedłużania się prac nad modelem, zostaną one w niedługim 

czasie doprowadzone do końca; zostawiając w nim miejsca na dalszy rozwój 

zgodnie z filozofią OSI. Główny rozwój prowadzony będzie w kierunku do­
łączania nowych rzeczywistych systemów otwartych, nowych procesów apli­

kacyjnych oraz dalszych elementów usług ASE.
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Jpper Layers Architecture of the RM OSI

In the paper, resultes of work concerning ULA, leading by ISO and ECMA, 
are presented. Alsc the standards of the Application Layer, including 
their snort cescriotions, are specified. The paper is based on the docu- 
ments wn;<ih nas been »ybli«7^ the oeriod from 1985 to half of 1988.
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system SKOT w sieci KASK, 
ewidencja zasobów system’ 
rozliczanie systemu SKOi

O.BOROWSKA,W.BO ROWSKI,R.FIU PEK, 
AoGOSPODAROWICZ,Z.ŁEKAWA.S.ZAJAC

EWIDENCJA I ROZLICZANIE UŻYTKOWNIKÓW SYSTEMU SKOT 
W SIECI KASK

Referat podejmuje problem ro?'iczania zadań wielu użytkowid.ków 
pracujących ^od kontrolą systemu SKOT w sieci KaSK. Przy ewiden­
cjonowaniu zasobów systemu proponuje się wykorzystać własności sy­
stemu do automatycznego tworzenia statystyki, ri niniejszym opraco­
waniu proponujemy metodę, która rozdziela' wykorzystane zasoby sys­
temu na te transakcje, które Je wykorzystywały i z uwzględnieniem 
ich współbieżnego czasu pracy,

1, WSTĘP

System kontroli i obsługi terminali SKOT Jest uniwersalnym syste­
mem bazy danych/transmisji danych uruchamianym na komputerach Jednolite­
go Systemu, System umożliwia transmisje danych z terminala do komputera, 
przetwarzanie danych, dostęp do zbioru danych/baz danych oraz retransmi­
sję danych do odpowiedniego terminala. Skot działa pod kontrolą systemu 
operacyjnego : rozliczany Jest Jako Jedno z zadań t_go systemu zgodnie 
z obowiązującym w danym ośrodku komputerowym systemem rozliczania zadań.

Aby możliwie użytkownikom Jednoczesne korzystanie z systemów 
współpracujących ze SKOT-em oraz przetwarzanie w..snych programów' (tran­

sakcji), system SKOT w sieci Komputerowej KASK mus.1 udostępnić w wyzna­
czonym czasie wszystkim użytkownikom swoje zasoby. Scąd przed administra 
cją ośrodk . komputerowego staje zadanie określenia i rozliczenia w Jakim 
stopniu poszczegćln? użytkownicy wykorzystali iniormacyjno-obliczeniowe 
zasoby ośrodka. Koszty, charakteryzujące stopień wykorzystania zasobów 
ośrodka komputerowego przez poszczególnych użytKOwników systemu SnPT 
w sieci KASK, powinny być skorelowane ze złożonością przetwarzanych 
zalań. Użytkownik powinien też znać Jak poszczególne Jego działania wpły 
wają na koszt Jego pracy i z Jakich składników ten koszt się sa_ada.

Akademia Ekonomiczna, Wrocław
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Koszt pracy użytkownika przy tym samym scenariuszu dialogu na jego ter­
minalu nie powinien zależeć od aktywności innych użytkowników,

W niniejszym referacie podejmuje się problem rozliczania zadań 
wielu użytkowników pracujących pod kontrolą systemu SKOT w sieci KASK 
oraz proponuje się sposób rozwiązania tego problemu.

2. ZMIANY W SYSTEMIE SKOT Z PUNKTU WIDZENIA SYSTEMU ROZLICZAJĄCEGO

System rozliczający wykorzysta informacje statystyczne dostarczane 
przez moduły SKOT-a, co pozwoli ograniczyć do minimum zmiany w tych mo­
dułach. Jest to podyktowane tym, aby nie wydłużać czasu pracy systemu 
SKOT przez rozbudowę jego modułów i uprościć adaptację systemu rozlicza­
jącego w poszczególnych ośrodkach komputerowych. Z punktu widzenia sys­
temu rozliczającego, z systemu SKOT będą pobierane dane identyfikujące 
użytkownika oraz dane dotyczące uruchamianych przez niego transakcji.

W systemie rozliczającym, użytkownicy systemu SKOT będą identyfi­
kowani za pomocą symbolu konta (określonego w Tablicy Znaku Włączenia 
SNl), którym będą posługiwać się w chwili zgłoszenia do systemu.

Podstawą rozliczania poszczególnych użytkowników sesji systemu 
SKOT będzie ewidencja czasów startu i zakończenia transakcji uruchamia­
nych z określonego terminala, wraz ze stanem liczników dotyczących 
częstości korzystania z zasobów systemu (terminala, zbiorów, modułów 
programowych). Pod uwagę będzie brany również priorytet transakcji. 
Informacje te można uzyskać dzięki temu, że SKOT zezwala na dostęp do 
tablic, w których te dane są zawarte:
- ilość operacji wejścia/wyjścia na/z terminal - Tablica Sterowania 

Terminalami (TCT),
- ilość odwołań do zbiorów, oraz określonych ope.racji - Tablica Stero­

wania Zbiorami ( FOT),
- ilość odwołań do modułów programowych - Tablica Programów Przetwarza­

jących (ppt),
- ilość wykorzystania przeznaczeń - Tablica Sterująca Przeznaczeniem 

(DCT),
- priorytet transakcji - zawarty w Obszarze Sterowania Transakcjami 

(TCA), przydzielonym przez SKOT dynamicznie w czasie inicjacji tran­
sakcji,-.

Przy ewidencjonowaniu w/w informacji, wykorzystane zostaną własno­
ści systemu SKOT, dotyczące automatycznego tworzenia statystyki. Kod 
źródłowy Programu Zarządzania Zadaniami (kcp) zostanie rozszerzony o pro­
cedurę użytkownika, która w czasie trwania sesji systemu SKOT, będzie 
sukcesywnie rejestrować te dane, a po jej zakończeniu przekaże je w for­
mie,zbioru statystyk dla celów rozliczania.



5. KONCEPCJA SPOSOBU EWIDENCJONOWANIA I ROZLICZANIA UŻYTKOWNIKÓW 
SYSTEMU SKOT

Rekordy zbioru statystyk będą zawierały dane o wykorzystaniu za­
sobów systemu SKOT w momencie startu i końca, każdej transakcji. Na pod­
stawie tych danych należy określić, w jakim stopniu użytkownicy systemu 
SKOT wykorzystywali jego zasoby. Proponujemy metodę, która pozwoli roz­
dzielić wielkość wykorzystywanych zasobów systemu na poszczególnych 
użytkowników pracujących podczas sesji, z uwzględnieniem stopnia wyko­
rzystania danego zasobu przez poszczególną transakcję oraz współbieżne­
go czasu pracy tych transakcji. W tym celu sesję systemu SKOT traktujemy 
jako nieciągły zbiór zdarzeń, gdzie elementarnym zdarzeniem jest start 
lub koniec, transakcji. Przedział czasu między zdarzeniami oraz wartość 
przyrostu liczników rejestrowanych zasobów, dotyczą więc transakcji 
aktywnych w danym przedziale czasu. Wielkość wykorzystania danego zaso­
bu systemu zostanie rozdzielona na współbieżnie pracujące transakcje 
proporcjonalnie do ich priorytetu, jako że priorytet jest parametrem 
jednoznacznie określonym dla każdej transakcji. Każde elementarne zda­
rzenie (start lub koni.ec transakcji) powoduje zmianę ilości aktywnych 
transakcji (w); start kolejnej transakcji zwiększa tę ilość o 1, a ko­
niec zmniejsza o 1. Dla każdego elementarnego zdarzenia liczymy przy­
rost wartości licznika rejestrującego i-ty zasób systemu SKOT, oraz 
dzielimy go przez sumę priorytetów (pRTY) transakcji aktywnych vi bada­
nym przedziale czasu, otrzymując tym samym jednostkowy wskaźnik (z^) 
wykorzystania i-tego zasobu systemu, co można zapisać następująco:

i w.
F=i PRTYj

Mnożąc wskaźnik (z.) przez priorytet transakcji aktywnej w badanym prze­
dziale czasu uzyskamy wielkość i-tego zasobu systemu, przypadającą na 
j-tą transakcję.

Dane o pracy użytkownika w ramach sesji systemu SKOT, dostarczane 
przez statystykę systemu, nie uwzględniają zasadniczych zasobów systemu. 
Przy występujących ograniczeniach pamięci operacyjnej, istotnym zasobem 
2 punktu widzenia systemu rozliczającego jest zajętość pamięci operacyj­
nej . Zasobem, który charakteryzuje stopień złożoności przetwarzanego 
zadania jest czas pracy arytmometru. Dane dotyczące wykorzystania tych 
zasobów systemu, będą ewidencjonowane na podstawie informacji dostarcza' 
nych przez standardowy pakiet statystyki systemu kontroli, i rozliczania 
zadań óMF.

System. SMF ewidencjonuje sesję systemu SnOT jako jedno zadanie, 



które pracowało pod kontrolą systemu 03/JS, a więc i dane dotyczące pa­
mięci operacyjnej oraz czasu pracy arytmometru będą globalne dla całej 
sesji systemu SKOT. Aby określić, w jakim stopniu dana transakcja korzy­
stała z omawianych tu zasobów systemu, wykorzystamy ich zależność od za­
sobów, które można odnieść do danej transakcji. Zależność tę wyznaczymy 
w oparciu o dane badań empirycznych, na podstawie których wyznaczymy 
funkcję zależności czasu pracy arytmometru(Y^j oraz wielkość zajętości 
parnięci(Y^), od danych o wykorzystaniu zasobów systemu, rejestrowanych 
przez SKOT. Zmiennymi objaśniającymi dla zmiennej Y^ i Y2 będzie czas 
pracy transakcji^), licznik wejścia/wyjścia na. ckran^), ? '.cznik wy­
wołań modułów, licznik odwołań do zbiorów i pu DBD^^), licznik od­
wołań do zbiorów typu sekwencyjnego(x^)oraz priorytet transakcji(xgj. 
Posługując się metodami statystycznymi, wyznaczymy funkcje zależności:

Y^^d^c^.......... +\xk+Ł

Y2=c<o+cf1xl+c^x2+..........

gdzie: cl- parametry funkcji, 
£- element losowy, oznaczający że jest to funkcja przybliżona.

Przedstawiona, metoda, pozwoli przewidywać wykorzystanie omawianych 
tu zasobów systemu SKOT w warunkach rzeczywistej eksploatacji systemu. 
Mając dane o wykorzystaniu zasobów, które dostarczy statystyka systemu 
SKOT, oraz wyznaczoną funkcję zależności, można ustalić wielkość zasobów 
Y^ i Y2 dla każdego użytkownika systemu.

Uzyskane w wyniku rozliczania, wielkości każdego zasobu systemu 
wykorzystywanego przez daną transakcję, wyrażone będą w postaci kwotowej 
na podstawie cennika obowiązującego w danym ośrodku komputerowym i wy­
prowadzone w formie zestawienia uwzględniającego identyfikator/konto 
użytkownika.

REGISTRY AND ACCOUNT FOR USERS OF THE SKOT SYSTEM 
FROM KASK NETWORK

The protlem of account the task of many users working under SKOT 
system from KASK network control is considered. Then the solution of 
this problem is presented.

M PAC4ET nOJIEBOBATEJEfl CKuTELŁI CKOT

B CE El KACK

B aoKJiaye paccraipaSaeTCH npoojieua pacqe?a sana^ j/Horsz noJisaoBa- 
rejien paGoraiow noa KompoJiew chckhh CKOT b cen KACK, a raicie npea- 
aaraeiCH cnoccS pessHZH stoK npoóJieMH.
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A LOW - COST INDUSTRIAL NETWORK
FOR REAL - TIME APPLICATIONS

The article describes a new low-cost general-purpose network for 
industrial applications. It defines the dala link and the network 
layers of the seven-layer OSI model. The network layer access 
method of the protocol is a combination of the poiling and the to- 
ken passing principles. The results of the throughput analysis of 
the protocol are also presented Two practical examples of applica- 
tion of this network are also discussed.

1. INTRODUCTION

In the transition from the industrial to the Information society, 

the value of Information is raising. Its value is often in direct 
relation with the time needed to get it. This rule can be observed in 

almost every human activity, including in control of industrial 

procecses.
An manufactu"ing process generally consists of primary storage, of 

production Cwith possible intermediate stc~ages of semi-products?, and 

of storage of finał products. The amounts of stocks vary with time, 

depending on a number of parameters Csuch as input materiał characteris- 
tics as well as or number of stochastic variables Csuch as production 

volume demandD . Generally speaking, bigger stocks al^o imply morę e <pen- 

sive production, because capi tal is idly tied to stocks ratner than to 

its active use for business. Conseguently, modern production methods 
tend to keep the stocks as Iow as possible; their i atest and much 

publicized addition is the so called "Just—in-time" method of effiu-ient 

managing of stocks of production materials. However, these methoc^ basie— 
ally rely on some form of dynamie Cdemand-driven) planning of production

Efficient planning of a production process-and in partlcular, effi- 

cient dynamie planning of production— car.not be done without truć and 



timely Information on the State of the production process. In essence, 

effective monitoring of a production process can only be achleved by 
acguiring Information on the status of production process directly from 

the process itself and in real-time. Real-time data acquisition CRTDA3 

means that data about production events are collected at the time of 

their occurrence, so that can be immediately transmitted to monitoring 
processor and that propen action can be promptly taken in response to 

collected data.
In generał, the biggest problem with RTDA Systems is their distri- 

bution over large production areas, covering possibly several square 

kilometers;the mul tipi i ci ty of control points Cpossibly several hundreds 

or even thousandsD where data are generated or control Information 

needed is no lesser problem. An adeguate answer to these problems today 

are local area networks CLANsD, providing efficient way of connecting 

large nu.mber of Information sources and/or destinations commonly 

re-ferred to as terminals.
Terminals are used to enter the data, to transmit the data to the 

host Computer, and to receive return Information from the Computer 

and/or from other terminals in order to display it to the user and/or to 

use it for the process control.
Nowadays,,there exist a number of local area networks for industrlal 

purposes, such as Ethernet £11, MAP £21, and CSMA/CD MAC £31 LAN’s. In 

industry, the most wldely used is the MAP network, developed by General 

Motors to monitor their production lines.

In this article, we describe a low-cost industrlal network and the 

corresponding industrlal termlnals,designed to suitę a specific applica- 

tion wlth relatively Iow ratę of Information Processing. The network is 

defined according to the ISO standards; only the second Cdata linkJ and 

the third CnetworkD layer of seven layer Caccording to the OSI model! 

are described, and we concentrate on the network layer of our protocol. 

Contrary to the Ethernet LAN, our network is relatively inexpenslve and 

therefore morę suitable for low-cost industrial applications. It is also 

cheaper then the MAP architecture, but the price for inexpensiveness is 

relatively Iow speed of our LAN. For example, the response time provlded 

by our network is measured in seconds rather then milliseconds as in MAP. 

Nevertheless, our LAN proved to be guite suitable for Industrial pro- 

cesses wlth smali flow of data, for example in garment industry.
2. PROTOCOLS

The main purpose of connecting two separata devices is to enable 

them to exchange data. Just as natural languages are used for human 

communication, computers also reguire some Cbut definitely simpler? kind 

of languages for communication among devices. These communication lan- 
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guages are called protocols.

To serve well in a broad community of users and applications, 

protocols must be consistent, layered and standardized as much as 
possible. Whereas the first demand is obvious, the second one is 

dictated by the economy. To support these requirements, the 

International Organization for Standard!zation developed a number of 
International standards deseribing different layers of OSI Model Cl].

The described seven layers of the OSI Model from the first CphysicalD 

upwards to the last—seventh Ci.e. , the appl i cati on2) layer all conform to 

the same principal idea: each layer presents the demands to the next 
lower layer and serves the demands from the next upper layer C1J. 

Furthermore, each layer works as a separate process or better, as a 

monitor £42. This ensures the consistency of each layer.

The purpose of this article is present the definition of our new 

protocol on the network layer» to describe the hardware and software 

implementation of our LAN, as well as to present early results on the 

timing analysis of our network. Finally, we discuss some experimental 

results from the first two instal lations of our LAN in industrial 

applications. *

2. 1 Network Layer Protocol

The semantics of the protocol for our network is designed 

specifićally for the purpose of data aeguisition in a given industrial 

application. Yet our protocol supports essential characteristics of a 

generał purpose LAN. Most of the time, the data are collected in one 
terminal point which is the master at that time. All remaining terminals 

are slaves and answer the master terminal according to the customary 

poi1i ng protocol.

Sometimes it is necessary to send data to another terminal point. 
This means that the lócation of the master on the LAN must be changed. 

Such a mechanism is usual in generał purpose LANs using tokens such as 
Ethernet £12. Therefore, tokens were introduced in our network layer 

protocol as well. Accordingly, our protocol consists of both the polling 
and the token • passing principles. We designed it according to several 

standards £ 5,6,7,8,92. Its messages can be divided, according to its 

double naturę, into two main groups: the control group and the data 

group. Their basie structure is shown in Figurę 1.
S

<OXheaderXspecial symbol >
H

aj Control message 
S S £ B

< O> < header X T> < cata> < T> < C> 
H X X C

o? jata message 
Fiaurę 1. Messaae format
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The data g. oup is very simple and need not be discussed further. It is 

used only as the data car r i er. It is the first ry~oup that shows the real 

flavour of our new protocol.
As mentioned previously, our LAN defines the lower three layers of 

the OSI Model. As the structure of the network layer will be discussed 

in details later, we begin with brief description of the physical and 
the data link layers. The physical layer is defined with a twisted pair 

of wires or any other ki ud of Iow—cost electrical signal carrier. In 

order to keep the cost down, the standard' RS485 [10] was employed as 

weil. On the data link layer.we employ the SDLC CIO] standard supporting 

both point-to- point and broadcast co:nmunication.

The topology of our network follows from the characteristics of the 

deroribea three layers of OSI model. It is basical’y a bus structure 
CFigure 23; but it can be extended to a generał graph as shown in 

Figurę 2 sińce some terminals can be master stations and sińce two 

branches can be connected to each of these stations. The role of these 

master stations connecting two branches is obvious.

b) Extended topology

Fir.re 2. NetWork topology
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According to time analysis tli 1 and experimental results achieved so 
far, the new network with 32 terminals car> support the freąuencies up to 

100 events per minutę. Considering that in the contemporary 

manufacturing control systems the terminala are intelligent and there- 
fore the exchanged Information is terse, the described capacity of our 

network satisfies real-tlme reguirements as expressed by J. A. Stankovic 

[121 .
2.2 Enguiery Message

This message is used in normal operation by the master to reguest 

in seguence each terminal to release its data. The Figurę 3 shows the 

structure of the message as well as its ENQ form as its special 

instance. The ENQ is used to divide time in guanta. Each terminal is 

polled only when the master has Information that the terminal is 

attached to the network. In this way, the unused time on the network ran 

be significantly reduced.

S E
<O><receiver addressXsender addressXN> 

H Q
aD General message Cengl 

S E
<OXFFXsender addressXN> 

H Q
bis Specific message CENO? 

Figurę 3. Format of enguery message

Our network works in the following way. At the very beglnning of the 

network life, the master marks the first time guantum by sending the 

ENQ form of the message. Then it starts i nter r ogati ng al 1 terminas 

known to be connected, -and ends with a cycie sending another ENQ 

message. This procedurę proceeds indefi nitely CFigure 43.

time guantum CTQ3

~~~ ....... 'I------------ i
eną* engz ’ ' ' ’ en%

ENQ ENO

Figurę 4. Time guantum

On the other end, the slave terminals rnust all the time li sten to the 

network. If they are not asked in one time guantum they simply send 

after the ENQ message an acknowledge message to signal master that they 

are connected to the network CFigure 53,
TQ check-in

4_____________________________ r !

ENO ENO
Figurę 5. Check-in procedurę
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The naturę of terminals Cslave or potential master? is defined at the 

startup time of the network. If there is only one master on the network, 

there is no problem. However, when there are two of them or morę, they 
must make an agreement who is a true master. To achieve this agreement. 

a simple trick known from the Ethernet protocol is used Cli. Each poten­

tial Caccording to its internal data3 master terminal waits for some 

time and then sends the EMQ message. If collision occurs on the linę, 

the procedurę is repeated, but with double waiting time CFigure 63. 

Thią procedurę is finite as the number of terminals on network is finite 
[111 and the real master is the one who successeds to send its ENQ 

message properly.

t t t t
ENG EMO ENO EMO

t 2*t 3*t 4*t
addr ctddr ciddr ad d r

Figurę 6. Start-up procedurę

2.3 Acknowledge and Not-Acknowledge Messages

These messages CFigure 73 also serve double role. As it has been 

already mentioned, they are used by network terminals to check-in after 
ENQ message. This, however, is their minor role; their main purpose is 

to confirm the correctness of received data. They are used according to 

the so called window mechanism CU meaning that all messages preyious to 

the last confirmed are understood to be correct CFigure 83.

2. 4 Token Messages

S A
<OXreceiver addressXsender addressXsequence numberXC> 

H K \

S N
<OXreceiver addressXsender addressXsequence numberXA>

H K

Figurę 7. Format of acknowledge and not-acknowledge massage
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S A
<OXrecelver address><sender addressXjXC> 

H K

There are two such messages CFigure 92. The first one is used by the 

slave terminal to ask the master for the token and is sent after the 

regular ENQ itrss-.ge. The second message is in fact the true token and is 

sent after the token reguest. The reception of the token must be 

confirmed with an ACK message.

3. NETWORK USAGE

The entire network development was divided into two phases.The first 

one was to develop the support for the usual poiling principle. Its 
installation was madę at the UNIS company, manufacturer of internal 

transportation systems in LJublJana, and another installation is in 

preparation for late June at the IKA garment industry at AJdovscina.

S D
<OXreceiver addressXsender addressXC> 

H 2
a3 Token reguest

S D
<OXreceiver address> <sender address><C> 

H 4
bl Token 

Figurę 9. Token message
The first implementation of our network provides for connecting of 

sixteen terminals. The terminals are intelligent CCD cameras for recog- 

nition of bar codes written on articles presented to the cameras by 

conveyer belts. The data are sent directly to the master terminal which 

is connected to an IBM PC. The Computer collects the data and stores 
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them on the disk. Ali software was written in Modula-2 uslng the IN-BED 

tool [13,143 for the development of embedded applications. The time 

spent for coding of the network software was about six man-months.
The next installatlon is planned for the end of June in the IKA 

clothing industry. This iństallation consists of our new generał purpose 

18088 - based data collection terminals, each providing one serial and 
five parallel eight—bit wide communicatlon ports. Furthermore, two 

network branches can be connected to each terminal. The perlpheral 

devices connected to terminals are keyboards, displays. light pens and 
bar-code readers. The distributed appllcation under design will acquire 

from the described network the exact status of production down to each 

workplace and each working operat!on.

4. CONCLUSION

In this artlcle, we have described main characterlstics of a new 

low-cost local-area. network intended for industrial use in manufacturing 

processes with Iow ratę of Information flow. We have demonstrated how a 

theoretically interesting combination of the standard Iow—cost solution 

CpolllngO and of standard token passing principle can be advantageously 

used to solve practical networklng needs in real-time monitoring of 

production processes.
In the first phase of the development of our network project, we have 

successfully implemented the singlę-master network with the poiling 

principle. In the next phase of our work, we plan to introduce the token 

principle and generalize the network topology.

Furthermore, we also plan to improve on the data terminal by adding 

D/A and A/D converters, magnetic—card readers as well as by providing 

the connectlon for other devices using the Centronics protocol. It seems 

imnortant to us to emphaslze that according to our favourable past 

experlence, ,these extensions will be easily accompllshed because of our 

reliance on Modula-2 as our standard high-level language for software 

development.
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npoMŁiujreHHas, cen hhskoh ctommoctm ajth paborH 
b peanHOM uacwTaśe speweHM

B srane paccMarpHBaercs aos&s ziew es aa cen oóąero HaaHaMeHMa ajta 
rpoMSa jreHHŁix rrpwMeHeHMn. OirpeąejrsiioTCH jrMHenHun u cereaon
ypoBHn ceMMypoBBeaoB Mpąejrn BaaMMoaeacTBMs otkpmtuk cHcrew. Meroa 
AOCTyrra k ceresowy yposn» SBjraeTcst KOMÓMHatjMen TrpnmimroB orrpoca u 
wepeAaMM owosHasaTejTŁ Horo BHaKa. Upuboahtch pesymrars aHajrnBa 
tpoirycKHon cttocoóhoctm rrpoTOKOjra. Oócyxna»>Tcsi Takxe asa rpaKmieocMK 
upMMepa npMMeHeHMS sron ceru.

TANIA PRZEMYSŁOWA SIEĆ KOMPUTEROWA 
CŁA ZASTOSOWAŃ W CZASIE RZECZYWISTYM

W pracy przedstawiono sieć komputerową ogólnego przeznaczenia dla 
zastosowań przemysłowych. Zdefiniowano warstwy liniową i sieciową 
siedmio warstwowego modelu połączeń systemów otwartych. Metoda dostępu w 
protokole warstwy sieciowej Jest kombinacją strategii wywoływania i 
przekazywania znacznika. Zaprezentowano wyniki analizy przepustowości 
protokołu. W zakończeniu przedyskutowano dwa praktyczne przykłady za - 
stosowania omawianej sieci.
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conformance test.

test system, 

OSI.

TEKOS

THE DESIGN OF THE CONFORMANCE TEST SYSTEM "TEKOS"

To ensure the correct work of communication software, beside a nor- 
mal software test there was found a need for testing the conformance 
of an implementation to its specification. In our institute the test 
system TEKOS for testing upper layer protocols of the OSI reference 
model,was developed. The main characteristic of TEKOS is its proto- 
col independence. In this paper the architecture and the implemen- 
tation of TEKOS are described.

1. INTRODUCTION

To ensure the correct work of communication software, beside a .nor- 
mal software test there was found a need for testing the conformance of 
an implementation to its specification [2], 
In our institute the test system TEKOS [3] for testing upper layer pro­
tocols of the OSI reference model [1] was developed.
The implementation under test (IUT) which has to be studied by testing 
is a part of a real open system. The IUT consists of one or morę OSI 
layers and is considered as a "black box” . For testing the IUT, points 
□f control and observation (PCO) are used. One PCO is located at the 
upper service boundary of the IUT and another below the IUT.
The PCOs are used by two test facilities, the upper tester (UT) and the 
lower tester (LT). The rules for the cooperation between LT and UT have 
to be described in test coordination procedures.

The main goal for the design of the test system was to obtain the inde­
pendence of the test system from the concrete IUT.

^Academy of Sciences of the ODR Institute of Informatics and Ccm 
Ccmputing Techniąue
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THE ARCHITECTURE OF THE TEST SYSTEM "TEKOS"

For our test system we chose the external distributed test nethod. 
This abstract method is charaćterized in the following way (Fig. 1): 
- The UT is located together with the IUT and the underlying trans- 

mission service (TS) at one site, the system under test (SUT).
The LT and the TS form the test system at another site.

The connection between the LT and the lower IUT interface is realized 
by the TS through a connection under test (CUT).
The UT has access to the IUT service.

The external distributed test method allows the implementation and 
operation of the test system in a separate test center. The IUT may work 
in its normal environment.

System Under TestTest System

TS Primitives

Test Coord.

Procedures

Protocol 
- Data - 
Units

Upper 
Tester

A 
IUT Service Primitives 

\Z

Implemen­
tation 
Under 
Test 
(IUT)V

Transmission Service (TS)

Fig.l The External Distributed Test Method

For the realization of TEKOS, some additional arrangements and modifica- 

tions were nade (Fig. 2):
- The main part of the UT is located at the test system too. Only a 

smali part of the UT without own intelligence remains at the SUT. 
This so called test responder (TR) is driven by the UT part in the
test system through a second connection between the test system and
the SUT, the test connection (TC). The TC may be routed through the 
IUT ("ferry concept", [5]) or not ("astride technigue", [4]). If it 

is possible the first variant is avoided because it assumes the cor­
rect operation of several IUT functions and may influence the CUT.

The second variant demands the direct access to the TS beside the

IUT.



The arrangement of UT and LT within one system simplifies the coordi- 
nation between them; there is no need for a protocol between UT and 

LT.
The statements'for the control and observation of the IUT service are 
transmitted via the TC in the form of abstract service primitiyes 
(ASP). Their mapping onto concrete IUT directives and vioe versa is 

performed by the TR.
By exchanging ASPs, the interactions of the UT with the IUT may be 
described independent from the concrete service interface of the IUT. 
The protocol data units (PDU) exchanged between LT and IUT are built 
and analyzed by the LT with an encoder and decoder (E/D) respec- 

tively.
In comparison with a reference implementation of the appropriate 
protocol an E/D allows morę flexibility. Any corrupted PDUs may be 
sent and received.
For the work with ASPs in the UT within the test system the E/D is 

used too.
This simplifies the operation of the UT.

LT...Lower Tester TS...Transmission Service
UT...Upper Tester CUT..Connection Under Test 
IUT..Implementation Under Test

TC...Test Connection 
TR...Test Responder

Fig.2 Arohitecture of the Test System and the System 
Under Test in "astride" and "ferry" Yersion

3. DESCRIPTION OF THE CONCRETE STRUCTURE OF “TEKOS"

The test system TEKOS consists of seyeral components. These compo- 
nents were def:'ied with the intention to minimize 

the dependence from the concrete layer under consideration,
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the dependence from the concrete TS and

the complexity of the interactions between the components.

The functions of the UT and the ŁT in TEKOS are divided into an invari- 
ant part, the test handler (TH), and variant parts, the interface 
handlera (IH) (Fig. 3).

Fig.3 Detailed Structure of the Test System TEKOS

The main part of the TH is the test program Processing c-omponent. A test 
program is a paraseterized exeeutabls test suitę. The test program 
Processing ccmponent is subdivided into several sodules.
The test program interpreter interprets a test program, which consists 
of a message type desoription part and an action part. The most impor- 
tant statenents within the action part concern the message transfer with 

the IUT via the IHs.
When a PDU or ASP is to be sent the interpreter builds up a parameter 
list first with values given in the action part. Then the encoder is 

called which constructs the finał PDU or ASP on the base of the approp- 

riate type desoription and the pararaeter 'list.
On receiving a PDU or ASP the interpreter calls the decoder whieh check:-; 
the plausibility of the message and extracts the parameters with the 
help of the type desoription. The parameter list built up by the decoder 

may be used for further analysis by the interpreter.
Encoder and decoder are not bound by rules of a protccol. The price paid 



for the flexibility of the E/D concept is that the test must be speci- 

fied in minutę detail and becomes quite long.
The IHs map the messages into real service data units for the underlying 

TS.
The IH for the CUT sends PDUs to the IUT and receives PDUs from the IUT. 
This component provides a generalized service independent from the 
specific implementation of the TS.
The IH for the TC sends ASPs to the TR and receives ASPs from the TR 
using a TC protocol. It provides a serviee interface for the exchange of 
ASPs which is completely independent from the layer that is used for the 

transmission.

The TR simulates the user of the service provided by the IUT. This com­
ponent has to be portable and smali in order to ensure the implementa­
tion at the SUT with little effort and also for systems with limited 

resources.

4. IMPLEMENTATION AND RESULTS

The described test system TEKOS is implemented in MODULA-2 on a VAX- 
compatible minicomputer. It uses a subprocess supervisor developed in 
our institute. This supervisor allows the quasi-parallel operation of 
the TH and the IHs which are implemented in the form of subprocesses.
The chosen architecture of TEKOS allows to build up a flexible system 
for testing different implementations of several layers.
The first tested IUT was an implementation of the session layer.
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i ACHIEVING INTEROPERABILITY VIA PROTOCOL CONVERSION

Consider the problem of achieving interoperability between two 
processes in different protocol systems. Protocol entities 
communicate by exchanging messages; we discuss the possibllity 
of construction of a protocol converter based on common imag® 
protocol system. The approach - to combine the projectlon 
method and the temporal logie formalism - is based on recent 
papers 143,163 .

I. INTRODUCITON

Due to the steady proliferati on of. heterogeneous networking as 

a result of many factors it becomes increasingly difficult to solve 

the problem of the Information exehange. The problem of achieving 
interoperability between entities in different network architectures 

is a permanent fact of life even if standard protocol architecture, 

say. Open System Interconnection [13, has been presented. It is 

already too late to get everyone to adhere to the same standard. 

There is installed a base of many thousands SNA networks. several 

theusands DECnet networks and so the role of OSI is much morę 

promising as an intermediary protocol for conversion between two 

existing ones than it is a worldwide standard architecture towards 

which all existing architectures should converge.
In recent years in our instltute there has been an intelligent 

terminal network developed and installed. To datę due to the 

possibllity to incorporate some functionally and economicni1y 



interesting products it is worth the expense 'of prcviding adeguate 

conversion.
’Jp to now there have been some J9ad hoc" protocol conversions 

attempted £23,£33 and some formai models of protocol converters have 

been proposed but still there is no generał theory for the solution 

of the protocol conversion problem.

II. CONVERSION TO ACHIEVE INTEROPERABILITY

in our research in this field we have tried to use temporal 

logie and the projection method for the construction of a generał 

protocol converter Crelated works £43»£53»£633.

The projection approach is in use in the protocol verification 

and the protocol modelling and up to now it is quite 

well-sophisticated. This analysis avoids the characterisation of the 

reachability graph and the set of the reachable States of the 
protocol system. Instead of this brute—force State exploration an 

image protocol system for functions that interest us is constructed 

from a given protocol system. The main goal is to find an image 

protocol system common for both given protocol systems.

At any time the protocol system , say , is completely 

specified by the foliowing sets £63:

Sl’ Mlk’ Ti’ Ek’ % for i =1.2........... I
k =1,2........... K.

where is the set of States of the entity P^ ,
is the set of messages that the entity P^ can send into 

the channel ,

denotes the set of events specified for P^, 

denotes the set of channel events specified for the 

channel C, • and k
g denotes the initial global State of the protocolO

system yj.

Now via aggregation of entity events, States and messages we can 

obtain an image computatior. tree which character1zes an image 

protocol system. For this image protocol system to be a common image 

protocol system for systems y^ and , say y^ it is necessary to make 

the projection of y^ with respect to characteriStic behaviour of y^ 

and vice versa. A Protocol converter based on described image 



protocol system can simply provide a mapping function CA message 
sent by an entity P of the protocol system n. e. g. m eM goes X X A. 1 k
through the channel C^ and is transformed by converter into a 
message n, . eN . with the Image n", = m’ for delivery to the channel 

and the entity of the protocol system Similarly, messages 

in N^ are mapped into those in , i = 1.2,. . ,1, k = 1,2,. . . ,K. 3
or can be implemented as a fini te State converter which provides 

conversion of seąuences of messages.
The formalism of temporal logie is used for specifying 

structures of States and especially for investigation of assertions 

of li,veness and safety properties.

There are some useful properties of an image protocol 

constructed this way £41. First, any safety property that holds for 

an image protocol system must also hołd for the original protocol 

system. Second, if any image protocol has a sufficient resolution so 

that its events satisfy a well-formed property, than it is faithful. 

CSee £41,£51 for an excellent treatment of this subJectD.
A protocol converter between protocol systems and

"speaking” common image protocol with the highest resolution can be 

constructed on these principles.

III. CONCLUSION

A protocol converter to achieve interoperability between two 

protocol systems is implemented in the physical path between the 

protocol systems. It is worthwhile noting that this protocol 

conversion is quite d.ifferent from protocol complementing £21.
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ASTER Autonomiczny STERownik
TRANSMISJI SZEREGOWYCH DLA PC XT/AT

ASTER, autonomicznie steruje blokową transmisją danych komputera 
PC z/do maksymalnie 56 urządzeń/komputer ów poprzez interfejsy 
napięciowe lub prądowe bez/z optoizolacją. Transmitowane bloki 
danych z PC do urządzeń lub odwrotnie — opcjonalnie przetworzone 
przez emulatory protokołów sieci MasterNET, udostępniane są 
wzajemnie we wspólnej pamięci RAM Cang. dual port memory). 
Zakończenie transmisji blokowych sygnalizowane jest poprzez system 
przerwań PC. Przeznaczenie: sterowanie, rejestracja, bazy danych, 
banki, handel, dydaktyka.

Komputery PC są wyposażone zwykle w jeden lub dwa interfejsy 

szeregowe RS232C, jako urządzenia GOM1 i COM2 w systemie DOS. Ilość ta, 

zadowala wielu użytkowników komputera PC. Problem powstaje kiedy 

zachodzi konieczność zastosowania kilkunastu lub kilkudziesięciu 

interfejsów szeregowych. Wprawdzie dostępne są dodatkowe karty z 4 lub 8 

interfejsami szeregowymi, jednakże użytkownik takiej karty musi zapewnić 
programową obsługę sprzętu dla nadania/odebrania każdego pojedyńczego 

znaku, indywidualnie dla każdego interfejsu szeregowego karty. Czas 

zaangażowania procesora PC obsługą wielu interfejsów szeregowych już 

przy średnich szybkościach transmisji poważnie ogranicza możliwości 

komputera PC. Narzuca się konieczność uwolnienia procesora komputera PC 
od czasochłonnych obowiązków obsługi wielu interfejsów szeregowych. 

Oczekiwania te, realizuje prezentowany poniżej sterownik ASTER.

Rys. 1 Struktura logiczna i fizyczna sterownika ASTER.

$ OBR Elektronicznych Układów Specjalizowanych, TORUhl, tel.33045-47
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Sterownik ASTER ma budowę modułową i składa się z:

- jednej karty sterującej,
- jednej do siedmiu kart interfejsowych po 8 interfejsów każda.

Stwarza to możliwość dołączenia do komputera PC do 56 urządzeń 

wyposażonych w interfejs szeregowy. Możliwa jest również instalcja w 

komputerze PC drugiego sterownika transmisji szeregowych ASTER. 

karta sterująca zawiera:

- procesor lokalny Intel 8085 dla autonomicznej obsługi interfejsów,

- programowany dzielnik częstotliwości Intel 8253 dla programowej 

konfiguracji bazowych szybkości transmisji X,Y i czasu względnego,

- jedną lub dwie pamięci typu 62256 lub 6264 jako RAM o dwustronnym 
dostępie w przestrzeni adresowej komputera PC dla buforowania programu 

oraz danych Cbufor programu i bufor danych).

Pojemność pamięci RAM jak i jej adres w przestrzeni adresowej PC 
dostosowywane są do wymagań użytkownika. Ponadto RAM bufora programu 

może być zastąpiona pamięcią ROM typu 27256 lub 27128 lub 2764.

Karta sterująca współpracuje z kartami interfejsowymi przez własną

igistrale lokalną.

RAM PC
00000: pwEKTORY~PRZERWXH~FU'

PROGRAM OBSŁUGI SIECI

S0000: PROGRAM OBSŁUGI TRANSMISJI pOOO
EMULATORY PROTOKOŁÓW Master-NET

S0800: BUFORY ODBIORMKóW/NADAJNIKÓW
LINII 1 DO 56

Sffff:

RAM LP CASTER'a>

0800

ffff

Rys. 2 Przestrzeń adresowa PC i ASTERFa

Karty interfejsowe zawierają po & interfejsów 

szeregowych napięciowych lub prądowych bez/z optoizolacją. Każdy z 

interfejsów karty może transmitować dane z jedną z dwóch bazowych X,Y 

lub z trzech połówkowych X/2, X/4, X/8 szybkości transmisji. Bazowe 

szybkości ustalane są programowo, połówkowe wydzielane sprzętowo. 

Przyporządkowanie interfejsów do poszczególnych szybkości Jest 
realizowane sprzętowo.

Obsługą interfejsów na poziomie sprzętu i protokołu transmisji 

zajmuje się sterownik. Użytkownik PC widzi każdą linie jako bufory 

odbiornika i nadajnika we wspólnej pamięci RAM. Wysłanie komunikatu w 

linię ogranicza się do wpisania jego treści do odpowiedniego bufora.
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Autonomiczny sterownik transmisji szeregowych ASTER dzięki swym 

walorom koncepcyjnym i ekonomicznym znajduje zastosowanie w 

przemysłowych systemach sterowania (cukrownie), rejestracji (zakłady 

przemysłu mięsnego) złożonych systemach pomiarowych, systemach 

dydaktycznych, sieciach lokalnych obsł ugi klienta(bankl, handel, dworce, 

hurtownie, magazyny).

ASTER - Autonomous serial transmission contr oller for PC XTZAT

ASTER - Controls autonomously błock data transmission of the PC 
from/to maximum of 56 devices/computers via voltage/current loop 
interfaces withZno optocouplers. Data records transmitted from the PC to 
devices or in the opposite direction, optionally transformed by 
MasterNET protocol emulators, are interchanged via dual port memory. The 
end of the data transmission is signalled by the interrupt system of the 
PC. Application: control, data acąuisition, data bases, banks, teaching.

ASTER - AsTOHOMHHecKHń KOHTponnep nocjie^OBaTenbHoń TpaHCMMCCHH 
PC XT/AT.

ASTER aBTOHOMHHecKH ynpaBnaeT ónoKOBoń Tpancrmcceń flanHwx KonnbioTepa 
PC c/flo MaKCMManno 56 ycTpoiłcTB ZkoMHbhTepoB nepea HHTep4>eiicbi THna 
nanp«xeHMe hhh tok c hhm 6es onTHnecKoń Hsonnueń. Bhokm flaHHbix 
nepeflagaeMbie hb PC b ycTpoflcTBa hbh oSpaTHo o6pa6oTanHbie awyn^TopaMM 
npoTOKonoB csth MasterNET,moxho BaaHMHO HcnonbaoBaTb b oómeflocTynHoftfi 
nawaTH TMna O3Y. OKOHsaHHe 6noKOBbix TpaHcruiccH CHTHanHBHpyeTcs npH noMoiąw 
cHCTBMbi npepbiBaHHńSBM. CeTb npe^HasHaneHa wcnonbBOBaHHsi b c«CTenax
ynpasneHM3, perncTpaiąHH flaHHbix, 6as ^aHHbix, 6aHKax, ToprosnH , RHflaKTHKe.
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sieci lokalne

MasterNET
SIEĆ LOKALNA DLA IBM PC XT/AT

MasterNET - sieć lokalna o topografii gwiaździstej z centralnym 
węzłem w komputerze PC XT/AT łącząca do 56 sterowników, 
rejestratorów, terminali, monitorów współ pracujących z otoczeniem 
poprzez interfejs szeregowy według różnorodnych protokołów 
transmisji danych na bazie autonomicznego sterownika transmisji 
szeregowych ASTER.

MasterNET jest siecią otwartą - w pewnym sensie jest tylko 

strukturą sieci wypełnianą przez określoną aplikację. Jedynymi 

niezmiennikami tej sieci jest jej topografia, uwarunkowania techniczne 

sterownika transmisji szeregowych ASTER oraz dwuczłonowość 

oprogramowania - a mianowicie: 
- programu obsługi sieci <POS> wykonywanego przez procesor PC, 

- programu obsługi transmisji CPOT> wykonywanego przez procesor 

lokalny LP Cang. local processor).
Kształt i funkcje programu POS zależą od konkretnej aplikacji sieci. 

Program POT ma natomiast sprecyzowane zadnie: obsłużyć transmisje 

blokowe zlecane przez program POS oraz ewentualne transmisje 

międzyliniowe. Sposób zlecania transmisji może być różnoraki. Problem 

zlecania transmisji blokowych sprowadza się do podania kiez^unku 

transmisji, adresu i długości bloku oraz protokołu i parametrów 

fizycznych transmisji. Najbardziej przejrzystą metodę uzyskuje się przy 

wspólnie ograniczonej dł ugości bloku oraz stałych adresach buforów 

odbiorników i nadajników. Koncepcję tę, już zastosowaną, przedstawiają 

rysunki 1 do 4.

Program (podprogramy) obsługi sieci:

- ł aduje do bufora programu karty sterującej sterownika program POT,
- definluje/modyfikuje parametry sieci,

- inicjuje zerowanie sprzętowe sterownika,
£---------------------------------------- ----------- ----------------------------- -------------------------
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- aktyy/izuje procesor sterownika,

- zleca sterownikowi realizację transmisji szeregowych dla poszczególnych 

interfejsów wg wcześniej ustalonych parametrów Cszybkość, protokół),
- obsł uguje przerwania od sterownika, 

- zgłasza przerwania do sterownika.

Program obsługi transmisji 

po otrzymaniu sterowania - aktywizacji procesora sterownika: 

- przygotowuje interfejsy szeregowe do pracy w sieci, 

- nada je w linie/odbiera z linii komunikaty z/do buf orów zawartych we 

wspólnej pamięci RAM wg zleceń programu obsługi sieci, zgodnie z 

wybranym dla danej linii protokołem transmisji, 

- informuje program obsługi sieci o zaistniałych zdarzeniach i 

nieprawi dł owościach.

Programy: obsł ugi sieci i obsł ugi transmisji komunikują się poprzez 

bufory komunikatów Crys. 2). Dodatkową możliwość komunikacji stanowi 

system przerwań. Bufor komunikatów linii Codbiornika, nadajnika) ma 

strukturęCrys. 3) pozwalającą elastycznie definiować zlecenia dla 

programu obsługi transmisji. Rys. 4 prezentuje przykłady zleceń 

realizowanych przez sterownik na poziomie sprzętu.

Program obsł ugi sieci korzysta ze zbioru podprogramów sieci MasterNET 

dla zlecania transmisji. Możliwe są zlecenia bezpośrednio przez RAM.

Program obsługi transmisji składa się z: 

- bloku obsługi przerwań, 
- emulatorów protokołów <IBM2740,IBM3270,BSC,BPPM,. . . ), 
- wektora konfiguracji sieci definiującego który z emulatorów obsługuje 

dany interfejs szeregowy - linię.

RAM PC RAM LP

IRQ3/IRQ4 - PRZERWANIA ASTER’a
00000:

POSPROGRAM OBSŁUGI SIECI

S0000: proSKam
EMULATORY PROTOKOŁÓW TRANSMISJI

S0800: BUFORY ODBIORNIKÓW I NADAJNIKÓW 
LINII , 1 DO 56

Sffff:

0000:

0800:

ffff:t

— 8,9,. . . ,E nr segmentu pamięci RAM dwustronnie dostępnej

Rys. 1 Pamięci procesora PC i procesora LP Clocal processor)
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Rys. 2 Bufory komunikatów

Linia nr sxx00: oc 01 02 . . . FF JO0 01 02 ... FF

Linia 01 s0800: Ib hb buf. odb. L01 Ib ab buf. nad. L01.
Linia 02 sOaOO: Ib hb buf. odb. L02 Ib hb buf. nad. 1,02

aaa ... ■ a. aaa

Linia n sxx00: Ib hb buf. odb. Ln Ib hb buf. nad. Ln
... ... «aa aa. .. a .aa

Linia 56 s7e00: Ib hb buf. odb. L5ó Ib hb buf. nad. LM

Linia n sxx00: llb ihb I buf. odbiornika Ln I Ib 1 hb i buf. nadajnika Lnj 

hb - starszy bajt adresu tekstu nadawanego/odbieranego
(wybór bufora nadajnika/odbiornika linii od 8 do 7f lub status),

Ib - 00 ® koniec transmisji, wolny nadajnik/odbiornik linii,
01 = zerowanie i programowanie linii,
02. . . ff = młodszy bajt adresu tekstu nadawanego/odbieranego

w wyżej wybranym buforze hb
(tekst nadawany/odbierany mieści się w prawej części bufora
nadajnika/odbiornika, a jego długość równa się 256-Ib < 255)

xx - starszy bajt adresu bufora komunikatów równy 8+2*n.

Rys. 3 Bufor komunikatów linii

s0800:L01 
sOaOO :L02 
s0c00:L03 
s0e00:L04 
sl000:L05 
s!200:L06 
s!400:L07
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01
00

OZ ff W
EDlÓgi M a n t, n n N1.E_T|

00 00 ESEE Gł owackiego 48/301
00 00 EUGSI 33045-33047w311 1
00 00 133 EE
FB 10 REPLY 133 ES!
FB 12 TORUŃ EQEE1 TELEPHON 7
FE 17 153 RH

i

W linie 1 nadaj komunikat: MasterNETz bufora linii 1 (09).

W linie 2 nadaj komunikat: Głowackiego 48/30 z własnego bufora nr OB.

Linia 3 zakończyła poprawnie nadawanie z bufora 09 linii 1.
Linia 4 nadaje komunikat z bufora 09 tj. z bufora nadajnika linii 1.

W linie 5 nadaj komunikat z bufora 09 oraz odbierz pięć znaków 

odpowiedzi do własnego bufora odbiornika.

W linie 6 nadaj zapytanie: TELEPHON ? oraz odbierz pięcioznakową 

odpowiedź np. TORUfl do własnego bufora dbiornika.

W linie 7 nadaj komunikat z bufora nadajnika linii 1

oraz odbierz odpowiedź dwuznakową: OK do bufora nadajnika linii 8.

Rys. 4 Przykład wypełnienia buforów komunikatów

Master NET - local network for IBM PC XT/AT

MasterNET - is a local net of star topography with the IBM PC/XT/AT 
in its central node built on the basis of ASTER — the autonomous serial 
transmisslon controller. It can connect up to 56 controllers, recorders, 
terminals, and CRT monitora cooperating with environment via serial 
interface according* to various data transmisslon protocols.
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MasterNET - noKanbHaa ceTb 3BM THna IBM HL^ XT/AT
MasŁerNET - noKanbHaa ceTb 3BM THna "3Be3fla" c neHTpanbHbiri ysnow 

THna IBM XT/AT coeflHHHK^aafloSó KOHTponnepoB» perwcTpaTopoB» TepMHHaneń, 
flHcnneeB conpaxeHHbix npH noiiomH nocjieflOBaTenbHbix HHTep^jeftcoB 
C pasnHHHblMH npOTOKOHaMH nepeflaHH JjaHHblX OCHOBaHHbIX Ha aBTOHOHHOM 
KOHTponnepe nocneflOBaTenbHoń nepeflaHH ASTER.
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Distributed Databases

Some Toughts on Distributed Database Research

Abstract. The basie technology for creating distributed uatabase 
systems, namely Computer networks and database systems, is 
availab?e now. However, distributed database systems, in comparison 
with their centralized counterparts, pose new design and management 
problems. This paper presents the rationale for and against 
distributed databases and, then, it presents some thoughts on main 
research topias in the field of distributed database systems design 
and management.

A Dist.ribut.ed Database System CDDBS> may be defined as an 

integrated database system composed of autonomous locai databases 

interconnected by a Computer network and communicating with one another 

to perform a common user task.
Research in the area of DDBSs has been experiencing rapid growth in 

recent years, and at present several commerciai DDBSs are already 

available: Encompass from Tandem, Ingres-Star from Relational Tech., 

ORACLE from Oracle Corp., Teradata and other.
There are severai organizational and technical reasons for 

developing DDSSs [Bernstein 87,Ceri 84,Cellary 88,Cray 861

The main organizational reasons for DDBSs are as follows: 
organizational autonomy : many organizations are decentralized : 

banks, airlines, travel agencies, large enterprises and corporations, 

etc. For such decentralized organizations distributed Computer 

systems - in particular distributed database systems - are morę 

adeguate than centralized ones sińce they better reflect their 

decentralized structure. Managers at different levels of the 

organization structure need administrative control over facilities 

critiaal to their effectiveness particularly of their computers and 

their databases. Moreover, DDBSs are flexible in their capacity to 

grow and modify their functions and morę maintainable in the ability 

of each of their elements to change independently of the others;

* integration of pre-existing database systems: a distributed database 

system is a natural solution when several databases already exist in 

an organization and the necessity to provide common global 
applications arises.

There are several technical and economical reasons for developing 
distributed database systems. First, it is sometimes not f easible to

Technical University of Poznań, 60-965 Poznań



build and maintain a centralized database system with the required 

capacity. Second, distributed database systems can improve most of the 
important indices characterizing the quality of a Computer system such 

as: availability, reliability, performance, security, flexibility and
modularity.

Typical issues are as follows:

* increased availability and reliability of the system due to the 

physical distribution and replication of Computer resources such as 
data, computing power, etc. A crash of a single site does not 

necessarily affect the other sites. In addition, the remaining sites 

may be able to take over of the functions of the crashed site,

* better system performance as a consequence of the increased level of 
parallel processing also obtained by putting the system resources 
closer to data sources and users,

$ increased capacity and flexibility of the system resulting from the 

open and modular structure of the database system which allows growth 
and smoother change of functions and capacity,

* increased data security sińce managers have physical control over the 
databases that storę their data.

The basie technology for creating distributed database systems, 

namely Computer networks and database systems, is available now. 

However, distributed database systems, in comparison with their 

centralized counterparts, pose new design and management problems.

A DDBS is managed by a Distributed Database Management System 
CDDBMS) whose main task is to give the users a "transparent" view of 

the distributed structure of the database, i.e. an illusion of having a 
monolithic and centralized database ąt their disposal. Distribution 

transparency, i.e. location and replication transparency, implies that 

the conceptual and external-level problems Cusing the ANSI/SPARG 

terminology) of distributed databases do not essentially differ from 
similar issues in centralized database systems. On the other hand, the 

internal-level problems concerning physical distributed database design 

and DDBS management are specific and qualitatively new.
Let us consider these new problems in morę detail. First, we 

discuss the problem of distributed database design. It is elear that it 
is morę difficult to aesign a distributed database than a centralized 

one sińce many technical and organizational issues which are crucial in 

the design of a single-site database become morę difficult in a 

multiple-site system. The term "distributed database design" has a very 

broad and unprecise rneaning. We wili concentrate on those problems which 
are pecuiiar to distributed database, namely data f ragmentation, 

allocation and replication.
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Data Ce.g. relations) may be subdivided into horizontal, vertical, 

and mixed fragments and then partitioned among local databases of the 

distributed system based on some predicates.
The following are simple fragmentation and partitioning predicates.

Global relation: Student CNumber, Name, Dept)

Fragmentation predicate:
relation Student, ! = Student for which Dept =*Electrical Eng*;

relation Student_2 = Student for which Dept -'Computer Science*;

relation Student_3 = Student for which Dept =*Robotics*;
<we assume that *EIectrical Eng*, 'Computer Science' and *Robotics* are 

only values for Dept).

Partitioning prediaate:
relation Student_l stored at local database LB^ at site 1

relation Student_2 stored at local database LB^ at site 2

relation Student, 3 stored at local database LB$ at site 3
Relations are fragmented and partitioned for two main reasons:

* autonomy: allowing local eon troi and management of each fragment of a 

relation,
locality: placing relations closer to their consumers thus improving 

local availability and performance.

Fragments of relations may be replicated at several local 

databases. Replication of relation fragments is used for two reasons: to 

inerease availability of these fragments and to improve performance by 
eliminating longhaul message delays. However, replication of fragments 

poses severai new problems if updates must be performed on all the 

replicas. We will return to this problem later when we discuss the issue 

of concurrency control.
In spite of limited experience in the design of ’ distributed 

databases systems, the problem of data fragmentation and allocation is 

intensively studied as an advanced research area CGeri 84, Coan 86, 

Cornell 87, Cornell 88, Wah 851.

The main issues in DDBS management can be classified in load 

balancing, query optimization, concurrency control and reliability. 

Solutions to these problems in a centralized environment, if they exist, 

are inappropriate for a distributed envircnment because of the 

differences in the internal level structure of the databases. Their 

effective solution conditions the possibility of taking fuli advantages 

of DDBS applications. The load balancing problem has been intensively 

studied in the field of distributed systems during the past few years 

mostly fróm the theoretical viewpoint. Load balancing is a process of 

effective sharing computational resources by transparently distributing 
the system workload, or, in other words, it is a process of dynamie 



scheduling of User tasks to optimize the utilization of distributed 

system resouroes. Research concernlng load balancing techniques was 

concentrated mainly on communication network, distributed file systems 

and distributed operating systems. A number of approaches and Solutions 
to this problem have been presęnted in the literaturę [Casavants 86, 
Tantawi 85, Wang 851.

However, very little has been done in the field of DDBSs [Reuter 

861. DDBSs currently in use provide only very rudimentary means for load 
balancing. It is intuitlvely elear that further improvement of 

distributed database system performance may be obtained by ef f ectlve 
balancing of the workload on different sltes of the DDBS.

The next important issue in DDBS management is the query 
optimization problem. This problem has been on area of active research 

ever sińce the beginning of the. development of relational database 

systems. It has received considerable attention in DDBS as well. A good. 

survey on query optimization and other related issues can be found in 

the survey articles by Jarkę and Koch [Jarkę 841, Yu et al tYu 841 and 

the book by Kim, Reiner and Batory [Kim 861. If a database is 

distributed the Processing cost of a query is determined by two factors 

: the cost of data transfer (communication costs) and locai Processing 
costs. The trade_off between communication costs and local Processing 

costs generally depends on the transmission speed of the Computer 

network.
Initially, the query optimization problem was considered under the 

assumption that communication costs dominate the costs of local 

Processing and that the later may be ignored [Jarkę 84, Kim 86, Yu 843.
The results of this research are applicable to DDBS implemented on 

longhaul point-to-point networks. However, local area networks exhibit 

quite different performance behaviors and therefąre for DDBS implemented 

on local networks local processing costs cannot be ignored. Several 
heuristic algorithms for query optimization for DDBS on local networks 

have been proposed IChen 87, Hevner 85, Wah 85, Yu 873.
As was proved by Ghu and Hurley [Chu 821 the local preprocessing of 

unary relational operations Ci.e. selection, projection} minimizes both 

communication and local processing costs. Therefore, many researchers 

have concentrated on the optimal implementation and scheduling of join 

operations in distributed systems. The main tooi used to optimize the 

execution of a join operation is a semi join operatlon [Bernstein 81. 

Geri 84, Egyhazy 88, Jarkę 84, Kim 84, Yu 843. Based on the semijoin 
technique several query optimization procedures were developed [Geri 84, 

Egyhazy 88, Ghen 873.
Several aspects of the query optimization problem change when one 
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studies this problem in systems that are geared towards some of the 

newest database application domains such as artificial intelligence, 

expert database systems and deductive database systems. The most 

important changes are listed below:
- the unit of optimization changes from single query to a set of 

queries [Chakravarthy 86B, Sellis 88 1,

- queries may become recursive,
- queries may be nested EGanski 87, Lohman 841,
- the number of relations expected to participate in a query increases 

signlficantly Eloannidis 871,
- the knowledge about relations, domains of their instances and various 

constraints associated with them may be incorporated in the query 

optimization procedures EChakravarthy 86A, łoannidis 87, Shenoy 871.

Each of the above points represents an interesting research topią.

The next fundamental problem facing the designers of DDBSs is that 

of the correct control of concurrent access to the distributed databases 

by many users - i.e. the concurrency control problem.
The generał aim of a concurrency control algorithm is to ensure 

consistency of the database and the correct completion of each 

transaction initiated in the system. An obvious additional requirement 
is to minimize overhead and transaction response time, and to maximize 

DDBS throughput.

Three successive phases can be distinguished in the study of 

concurrency control In DDBSs. Initially, there was an attempt to adapt 

concurrency control algorithms designed f or multiaccess but centralized 

database systems. This attempt was not successful for one main reason: 

in DDBS no Computer site will in generał hołd fuli information on the 
global state of the whole system, and, hence, all control decisions 

taken at a site of DDBS have to be madę on the basis of incomplete and 

not entirely up-to-date information on the aćtlvities of the remaining 

sites. This fact must be taken into account in every concurrency control 

method.

In a morę recent past three basie methods were designed in rełation 

to the syntactic model of concurrency control, f:e. the model in which 

no semantic Information on transactions and data is assumed. These are 

locking, timestamp order ing and validation (or certif ication). In the 

next phase of research on concurrency control problems a multiversion 

data . model was assumed. Multiversion DDBSs are attractive to DDBS 

designers for seyeral reasons. They alłow a higher degree of 

concurrency, they can be combined with reliability mechanism in a 

natural way, and they can be easily designed so that no queries are 

delayed or rejected [Bernstein 87, Cellary 88, Herlihy 871. A practical 



designers for several reasons. They allow a higher degree of 

concurrency, they can be combined with reliability mechanism in a 

natura! way, and they can be easily designed so that no queries are 

delayed or rejected [Bernstein 87, Cellary 88, Herlihy 871. A practical 
difficulty with all multiversion concurrency control algorithms is the 

apparent need bo keep a potentially unlimited volume of data. Therefore, 
most current multiversion database systems <e.g. ORACLE) are in fact 

K-version database systems, where K denotes the maximal number of 

versions of one data item. The development of concurrency conbrol theory 

and algorithms for K-version disbribubed database sysbems is a new 
attractive bopic of research in bhe field of concurrency conbrol [Morzy 

891.
In recenb years bhree imporbanb open issues in bransacbion 

managemenb in DDBSs have been idenbified. The firsb problem inbensively 

sbudied recenbly, is bhe problem of managing replicabed DDBSs in bhe 

face of nebwork partitioning due bo sibe or communicabion link failure. 

This problem is closely relabed bo bhe problem of daba availabiliby in 

DDBSs. Although several bechniques and algorithms for managing 

replicabed DDBSs have been recenbly proposed (Bernsbein 87, Davidson 85, 

El Abbadi 86, Garcia-Molina 88, Herlihy 86, Jajodia 871, addibional work 

remains bo be done bo obbain sabisf acbory resulbs in bhis field. The 

second problem concerns bhe concurrency conbrol bheory for nesbed 

bransacbions tBeeri 86, Haerder 87B, Lynch 86, Weikum 863. The third one 

concerns bhe semanbic model of concurrency conbrol [Cellary 88, Herlihy 

86, Herlihy 87, Schwarz 841. The semanbic concurrency conbrol model 

bries bo exploit bhe knowledge about bhe daba <e.g. physical st^ucture 

of bhe dababase, consisbency consbraints, ebc) and bransacbions to 

improve bhe performance of a DDBS.
Some addibional interesting problems for fubure investigation are: 

- bhe managemenb of hob-spobs [Gawlick 85, O'Neil 863, 
- hardware implemenbabion of synchronizabion mechanisms [Robinson 851, 

- bhe design of bhe lock managers so bhey do nob become bobblenecks, 
- bhe synchronizabion mechanisms in large heterogeneous distributed 

dababase sysbems [Elmagarmid 88, Pu 883.
Finally, we briefly discuss bhe reliability issues that arise in 

DDBSs. The problem of reliabiliby is how bo process bransacbions in a 
fault-boleranb manner. As bhe dependence on Computer services grows, the 

design of f ault-tolerant, highly-available distributed systems has 

become increasingly important over the last few years. There are two 

main related aspects of reliability: torrectness and availability. This 

means that it is important not only that a DDBS behaves correctly, but 

also that data are available when necessary.



In the generał reliability problem the following specific 

subproblems can be distinguished:
- the atomie commitment of transactions and termination protocols [Ceri 

84, Bernstein 871,'
- the database recovery algorithms, particularly for nested transactions 

[Bernstein 87, Haerdey 87A1,
- the logging techniąues f or distributed transaction processing [Daniels 

871,
- network partition problem [Davidson 85, 'Coan 861,
- the problem of masking system crash in application database programs 

[Freytag 871.
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Streszczenie. CoAepwaHMe.

Kilka uwag o badaniach prowadzonych w dziedzinie 
rozproszonych baz danych

Systemy rozproszonych baz danych, w porównaniu z systemami 
scentralizowanymi, umożliwiają, teoretycznie, uzyskanie istotnej poprawy 
większości parametrów charakteryzujących system bazy danych. Osiągnięcie 
potencjalnych korzyści wynikających z zastosowania tych systemów 
uwarunkowane jest efektywnym rozwiązaniem jakościowo nowych problemów 
dotyczących projektowania i zarządzania tymi systemami. Omówieniu tych 
problemów oraz przedstawieniu aktualnych kierunków badawczych w zakresie 
systemów rozproszonych baz danych poświęcona jest niniejsza praca.

HecKOJibKO gaMeTOK o wccjieAOBaHH^x b oSnacTn 
pacnpeAejióHHhix Sag AaHHMX

CMCTe.Mbi pacnpeAOJidHHNX Sag abhhmx, no cpaBHeHMJO c cwcTeMaMM 
ueHTpajiMgMpoBaHHbix Sag AaHHMx, cogAaioT, TeopeTMMecKM, Bogwo^HocTb 
gHaMMTGJibHoro ynyMmeHMsi MHorwx napaMerpos cwcTeMM Sag AaHHbix. A-nsi Toro 
hto6m nojiyMWTb Ha npaKTHKe noTewuMajibHMe npeRMymecTBa bbkay 
McnojibgoBauMSJ othx cmctom HaAO peiun^b psiA cymecTBeHHO hobmx
npoSnęM b oTHoajeHMH npoeKTMpoBaHM5i m ynpaBJieHM^i otmmm cwcTeMaMM. 
OScywAeHMio otmx npoSneM n npeACTaBnennio TGKyuiMK MccJieAOBaHMR b oSJiacTM 
CMCTeM pacnpeAenbHHMK Sag AaHHbix rrocssimeHa nacTo^masi paSoTa.
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STEROWANIE WYKONANIEM KOMPLETU TESTÓW W SYSTEMIE TESTOWANIA
ZGODNOŚCI PROTOKOŁÓW W SIECI KASK

W prezentowanym referacie przedstawiono sposób sterowania 
przebiegiem wykonania kompletu testów zgodności protokołów, 
zastosowanym w, budowanym przez zespół Centrum Obliczeniowego 
Politechniki Wrocławskiej, testerze dla Krajowej Akademickiej Sieci 
Komputerowej. Pokazano zarówno sposób opisu kompletu testów 
Cumoźllwiający automatyzację procesu testowania J, Jak i zestaw 
działań realizowanych w czasie wykonania zadanego zestawu testów.

1. WSTĘP

Implementacja systemu testowania zgodności protokołów tli 

proponowana w sieci KASK CKraJowa Akademicka Sieć Komputerowa) bazuje na 

Języku wykorzystującym notację TTCN-MP [21.

Język TTCN nie daje możliwości prostego opisu kolejności wykonania 

poszczególnych egzemplarzy kompletu testów,stanowiącego pewną zamkniętą 

całość sprawdzającą poprawność implementacji protokołów. Dlatego też 

przyjęto, że taki opis będzie tworzony niezależnie w postaci zbioru 

tekstowego, nazywanego dalej Zbiorem Konfiguracyjnym Kompletu CZKKJ.

2. ZBIÓR KONFIGURACYJNY KOMPLETU TESTÓW

ZKK składa się z dwóch głównych części:
a) opisu parametrów formalnych testu Cz podaniem zestawu wartości dla 

każdego parametru),
b) opisu struktury kompletu testów Cokreślającego kolejność wykonania 

poszczególnych egzemplarzy).

Centrum Obliczeniowe Politechniki Wrocławskiej



Dodatkowo w opisie kompletu można umieścić komentarze dotyczące np. 

znaczenia parametrów kompletu testów .zestawu wartości dopuszczalnych 
dla każdego parametru, celu wykonania poszczególnych egzemplarzy testów 

itd. Ułatwi to wprowadzanie modyfikacji w ZKK oraz zwiększy czytelność 

opisu kompletu testów.

1.1. Parametry kompletu testów
Pierwsza cześć ZKK służy do określenia wartości wszystkich 

parametrów używanych w testach kompletu. Parametry wykorzystywane w 

danym egzemplarzu testu nazywamy Jego parametrami aktywnymi. Wartość 

każdego parametru może być zadana albo pojedyncza, wartością. albo 

zestawem wartości. Test będzie zawsze wykonywany dla wszystkich 

możliwych kombinacji wartości parametrów aktywnych.

1.2. Struktura kompletu testów
Druga część ZKK opisuje strukturę kompletu testów w postaci grafu 

określającego kolejność wykonania poszczególnych egzemplarzy testów. Z 

każdym węzłem grafu związany Jest zestaw egzemplarzy testów. Graf 

opisany jest przez podanie wszystkich Jego węzłów. Dla każdego węzła 

należy określić:

- nazwę węzła,
- zestaw egzemplarzy testów należących do węzła, 

- węzły następne Cnastępniki}.

Kolejność zapisu węzłów nie Jest istotna, natomiast egzemplarze testów 

będą wykonywane według kolejności występowania na liście. Podobnie 

kolejność węzłów na liście następników determinuje kolejność wykonania 

zestawów egzemplarzy testów.

3. WYKONANIE TESTÓW PRZEZ SYSTEM
Wykonanie testów będzie inicjowane komendą RUN—1ES1. Parametry tej 

komendy muszą wskazywać Zbiór Konfiguracyjny Kompletu testów,oraz 
opcjonalnie węzeł w grafie struktury kompletu od którego ma się 

rozpocząć testowanie,, egzemplarz testu należący do wybranego węzła oraz 

sposób wykonania testu. 

Uruchomienie testowania od zadanego węzła spowoduje wykonanie 

egzemplarzy testów należących do wybranego węzła , a następnie kolejno 

egzemplarzy należących do Jego następników.



Na przykład przy strukturze kompletu określonej grafem :

i wskazaniu węzła B Jako początkowego, kolejność wykonania będzie 
następująca : egzemplarze węzłów B, E, D, F, C.

3. 1. Komenda RUN—TEST 

For mat k omendy:

RUN-TEST [dev: ] nazwa [\węzeł] [\egzempl] [tryb] [ALLj

dev: - nazwa urządzenia zawierającego ZKK,

nazwa - nazwa zbioru zawierającego ZKK, 

węzeł - nazwa węzła od którego należy rozpocząć testowanie CJeśli 

zostanie opuszczona wykonany zostanie cały komplet testów 5, 

egzempl - Jeśli jest podana nazwa egzemplarza to testowanie 

rozpocznie się od wybranego egzemplarza, 

tryb - docelowo przewiduje się dwa tryby testowania :

al wykonanie zadanego zestawu testów bez ingerencji operatora 

bl wykonanie krokowe Cp rojście do wykonania następnego 

egzemplarza testu wymaga akceptacji operatora).

ALL - oznacza żądanie wykonania wszystkich testów począwszy od

wskazanego węzła. Jeśli zostanie pominięty wykona się tylko 

wybrany test Cegzemplarz, grupa testów 3.

Przykłady wywołań:

RUN-TEST nazwa lub RUN-1ESI nazwa ALL 
- wykonaj wszystki: egzemplarze testów w komplecie

RUN-TEST nazwa\węzeł ALL 
wykonaj wszystkie egzempb a testów począwszy od

■wybranego węzła
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RUN-TEST nazwa\węzeł
- wykonaj tylko egzemplarze testów wybranego węzła

RUN-TEST nazwa\węzeł\egzempl
- wykonaj tylko wybrany egzemplarz testu.

3.2. Wykonanie komendy RUN-TEST w TESTERZE
W wyniku wydania komendy RUN-TEsT realizowany Jest następujący ciąg 

działań :

1. Wybór , na podstawie Zbioru Konfiguracyjnego Kompletu, kolejnego 

egzemplarza testu do wykonania.

2. Wywołanie kompilatora w celu translacji wybranego egzemplarza testu.

3. Ustalenie kolejnej kombinacji wartości parametrów i podstawienie ich 

w miejsce parametrów formalnych kompletu testów Dla każdego 

egzemplarza testu znany Jest zestaw Jego parametrów aktywnych. Tylko 

aktywne parametry danego egzemplarza będą brane pod uwagę przy 

generowaniu kombinacji wartości.

4. Wywołanie kontrolera testu w celu wykonania egzemplarza testu z 

ustalonymi wartościami parametrów.

5. Po pozytywnym zakończeniu testu następuje powtórzenie kroków 314. 

Jeśli test zakończył się błędem - następuje zakończenie testowania.

W przypadku gdy wyczerpano wszystkie kombinacje parametrów zadanych 

komendą RUN-TEST nastąpi przejście do wykonania punktu 1.

Wykonanie wszystkich egzemplarzy testów kończy obsługę komendy 

RUN-TEST.
W czasie testowania Ctzn. po wydaniu komendy RUN-TEST? mogą 

wystąpić różne nieprawidłowe sytuacje. Zostaną one zasygnalizowane 

operatorowi przez wysłanie odpowiedniego komunikatu.

4. PODSUMOWANIE
Zaprezentowany w artykule sposób sterowania wykonaniem kompletu 

testów sprawdzającego zgodność implementacji ze standardem wydaje sie 

być wygodny i elastyczny w użyciu. Z jednej strony projektant może 

napisać komplet testów, w Języku TTCN, sprawdzający implementację w 
możliwie pełnym zakresie, z drugiej strony użytkownik może uruchamiać 

dowolny element kompletu Ckomplet, grupę, egzemplarz? zgodnie ze swoimi 

bieżącymi potrzebami. Dodatkowo wybrany element kompletu może być 

realizowany z dowolnie zadanymi zestawami parametrów, bez konieczności 

ich każdorazowego specyfikowania.
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THE TEST SUITĘ CONTROL IN THE KASK CONFORMANCE TESTING SYSTEM
The control of a suitę test execution of the protocol conformance 

testing system for the Polish Academic Computer NetWork CKASKJ is 
presented in the papęr. It is shown both the description of a suitę 
tests Cautomat!zing the test execution processJ and the set of 
activities realized during execution of the indicated suitę test.

ynPAB/EHWE PEA7M3AqWfO KOMTUIETA TECTOB B CMCTEME TECTMPOBKM 

COr/IACMH HPOTOKO/iOB B CETM KACK.

B pańoTe upeflCTaB jrseTca mstoh yirpas jretiMsi BMirojruemaeM KOMirjreTa 
TOCTOB MCTTŁSTŁIB COrMCMS TT pOT OKOJTOB B FIOJTŁCKOH AKafleMHUKOB
BHMUCjTMTejrb hops Ceru CKACKJ. OrecMBaeTcs irpwHqnirH oćpasoBaMnsi KOMirjreTa 
TSCTOB, KOTOpŁlH flaST B 03 MOiKH OC T Ł aB T OMST H3 WpOB am« JTpOljeCCa TeCTMpOBKM, 
a Taxxe cocras zsopictbmpi peajrn3OBaHHHX bo Bpewsi BHirojTHeiiHJi tsctob.
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AN IMPLEMENTATION OF 

THE CONFORMANCE TESTING SYSTEM

In the paper a proposed implementation of the conformance testing 
system for the KASK network is presented. The hardware and software 
aspects of this realization are described.

1 . INTRODUCTION

The works concerning the conformance testing undertaken in the KASK 

(National Academic Computer Network) fol Iow the suggestions and 

recommendations given by ISO 153. It was decided that the language 
described by TTCN-HP grammar and presented in ti.e ISO/IEC DP 9646-2 

Anner: F (January 1988) would be used for the tests definition C33.

Considering actual architecture of the KASK network C73 the 

conformance testing system is limited and it is assumed it can only test 
the implementation of the transport protocols C13. But it is expepted 

that in the futurę the system will be developed in such a way that the 
conformance testing of the implem itation of upper layers protocols will 

be possible.

2 .CONFORMANCE TEST METHOD FOR KASK NETWORK

It was decided to ?pply the distributed test method C43 which 

reguires direct access to the upper bot .dary of the implementation under 

test (IUT) and conseguentl/ the detailed specification of the control 

and observation reguirements at both of the ends should be given.

■The realization of the distributed method im( lies that much morę 

work must be done to connect the upper tester to transport protocol 

layer in ever- tested svste .. To minimize these efforts, the upper 

tester is designed in such a manner :hat only one part of it, namely 

» Comouter Center, Technical 'hiversitv cf Wre ław 



this one which communicates with the IUT, will be constructed and coded 

separatly tor every system. The rest of the upper tester is designed as 

a portable module, coded in the high level language, and it can be 
easily implemented in every system.

The upper tester (Responder) is designed to operate as an automaton 

controlled by the transport seryice primitiyes. According to C6J this 
type of upper testers have a good flexibility related to their design 
complexity.

It is assumed that the lower tester (Driver> is designed as an 

encoder/decoder of transport protocol data units. This kind of lower 
tester has the complicated structure, but it allows to test almost all 
the interesting features of IUT.

The communication between both parts of the testing system is 

achieved by means of the Tester Driyer—Responder Protocol (TDRP), which 
was designed especially for this purpose. The figurę below shows the 

architecture of the conformance testing system for the KASK network.

Architecture of conformance testing system for the KASK network

To yerify this conception it was decided that the prototype of the 
upper tester would be connected to the transport 1ayer of the microhost. 

The main reason of this decision was that the boundaries of every 

protocol layer implemented in the microhost are wel1 defined and it is 

very easy to connect the upper tester to its transport layer. For that 
reason also the Dri\-er is situated in tt)e microhost programming 

enviroment.

3 .IMPLEMENTATION OF THE SYSTEM

Lower tester i mo i ementąti on ■

The'lower tester (Dr.ver> is located on the IBM PC/AT epuipped with 

4 MB RAM and SDLC Adapter card.Besides the DOS 3.3 operating system, the 



Computer has an additional special software system, which creates a 

yirtual machinę -for the easy implementation of the protocol layers. The 

Driver operates in the enyiroment created by this yirtual machinę and it 

communicates with the Network Layer by means of the Network Seryice 

Primitiyes.
The main modules of the Driyer ares 

- Command Interpreter, 

- TTCN Translator, 

- Codę Generator, 
- Test Controler, 

- Registration Module.
Command Interpreter is the module which main function is to mad 

and execute the commands of the operator. Hence, it performsE 

- initialization of the Translator to compile the suitę test definition 

program for the checking its completness and correctness, 

- actiyation of the Codę Generation module to execute reguired test 

sui te/group/case, 
- actiyation of the Registration module to display registrated data,

TTCN Translator performs the lexical and syntactic analysis of the 

reguired test case. The input data to the translator is the abstract 

test case and the output of the translator is the interna! 

representation of the test case behaviour tree with references to the 

lists of constraints and parameters values. It is assutned that all the 

definitions of the test cases are collected in the Tests/Test-Steps 

Libraries. These libraries cointain the tests written in the source 

<TTCN> codę. Hence the translation of any test case must be done every 

time the test is to be executed (on demand of the Codę Generator 

module).
Codę Generator is a module which actiyates and Controls the test 

suite/group/case execution. It creates the executable test case from the 

given interna! form of test case and actiyates Test Controler module.To 

ensure the ewecution of the whole test suitę or test group it 
inyestigates the tree of test suite/group execution structure. This 

structure is giyen in the separate text file as a graph 123. Codę 
Generator calls the Translator module to translate the subseguent 

abstract test case and informs the operator about the results obtained 
during the test execution.

Test Controler is a module which interpretes the executable test 

case. It communicates with the network layer by sending and receh/ing 
seryice primitiyes. Comparing the expected behayiour with actual one it 

generates the result of the test execution. It also logs all the sent 

and receiyed seryice primitiyes into the Results file to mable the 
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off-line analysis.

Registration module performs the decoding/encoding of data gathered 
during the testing process to print/display them in the readable form.

Ali but one modules are proposed to be programmed in C language, 

only the Translator module - in TURBO Pascal.

Upper Tester implementation.

The upper tester (Responder) in his first implementation in the 

KASK will be located on the IBM PC/AC together with the microhost. The 

Responder consist of 3 parts: Controlling Responder (TROand two Testing 

Responders - Calling (TRG) and Called (TRD). It is assumed that the TRC 

is always accessible from.Driyer. Hence, the assumption that IUT has the 
ability to eschange the most simple transport seryices with the resident 

TRC must be fulfilled. The connection between Driver and TRC is used for 

TDRP command transport; connection between Driver and one of Testing 

Responders is used for test primitives exchange. Both TRD and TRG may be 
created and deleted by TRC as a result of suitable TDRP command issued 
from Driver.

Responder is designed as finite—State machinę, with States changed 

according to the events and output depending on the operation modę 

programmed before. The TRC as well as every Testing Responder is 

programmed from Driver by the TDRP commands. The modę is characterized 
by seyeral parameters describing the Responder’s behaviour.

Every appearing event (e.g. receiving some transport primitiye) 
causes the seguence of actions undertaken by Responder, (e.g. it sends 

some seryice primitiye, stops the data generation etc.). Responder 
collects some data characterizing the test execution. This data are 

accessible to the Driver.

Ali Responder’s modules will be programmed in C language.

4. CDNCLUSIONS

It should be emphasized that presented conformance testing system 

is not planned to play the role of the testing centre or laboratory .in 

the sense of ISO/IEC DP 9646-3,4. It was designed to facilitate and 

simplify the testing of protocol implementation in the KASK network. 
It also gives us some experiences in the conformance testing area.
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REALIZACJA SYSTEMU TESTOWANIA ZGODNOŚCI

W SIECI KOMPUTEROWEJ KASK

Przedstawiono koncepcję realizowanego obecnie na Politechnice 
Wrocławskiej systemu testowania zgodności implementowanych 
komponentów sieci komputerowej KASK z protokołami. Padano ogólna 
architekturę systemu i omówiono aspekty sprzętowe i programowe 
systemu.
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JĘZYK TTCN-MP W SYSTEMIE TESTOWANIA ZGODNOŚCI 

IMPLEMENTACJI PROTOKOŁÓW SIECI KASK.

W pracy podano krótką charakterystyką jeżyka TTCN oraz 
omówiono zasady jego implementacji w systemie testowania 
zgodności dla sieci KASK. Jeżyk TTCN został przyjęty przez 
grupę WG16 ISO jako obowiązująca notacja dla zapisu kompletów 
standardowych testów zgodności. Uproszczona wersja tego 
języka, nazwana TTCN-MPO została przyjęta do realizacji w 
sieci KASK, co pozwoli na łatwe zastosowanie standardowych 
testów do badania zgodności realizacji protokołów w 
istniejących i nowych elementach tej sieci.

1. WPROWADZENIE.

Testowanie implementacji protokołów sieciowych ma na celu 

sprawdzenie ich zgodności ze standardami tych protokołów.

Standardowe testy zgodności tworzą tzw. komplety testów, składające 

się z grup egzemplarzy testów powiązanych celami testowania oraz z 

biblioteki zawierającej wspólne fragmenty egzemplarzy testów czyli tżw. 

kroki Cmogą być wykorzystywane w wielu egzemplarzach) 14,51.

Egzemplarz testu opisuje zachowanie systemu testującego w postaci 

sekwencji zdarzeń określających obiekty wysyłane 1 odbierane, do 1 z 

testowanej implementacji. Zdarzeniami testu są prymitywy usługowe 

generowane - i odbierane przez system realizujący test, zaś ich 
parametrami - Jednostki danych testowanego protokołu. Ponieważ testowana 

implementacja może różnie odpowiedzieć na każdy prymityw nadany przez 

urządzenie testujące, w teście muszą być zapisane wszystkie możliwe 

reakcje badanej implementacji, czyli dla każdego zdarzenia wysyłanego 

muszą być przewidziane zdarzenia wariantowe. Stąd też zachowanie testu 

Jest drzewem. którego węzłami są tzw. linie zdarzeń. Każda linia 

zdarzenia występuje w drzewie na określonym poziomie Jednoznacznie 

opisującym jej położenie w sekwencji linii zdarzeń, do której należy.

Centrum Obliczeniowe Politechniki Wrocławskiej, WROCŁAW



Sygnalizowane opublikowanie standardowych kompletów testów umożliwi 

wykorzystanie ich w wielu systemach testujących przy założeniu, że 

systemy te będą akceptować formę ich zapisu. Grupa WG16 Komitetu 
Standaryzacyjnego ISO rozpatrywała możliwość zapisu standardowych testów 

w różnych jeżykach np. LOTOS, SDL, TDL i ESTELLE» a także przy użyciu 

notacji tablicowo—drzewowej TTCN Cang. Tabular-Tree Combined NotationJ. 

Po wielu dyskusjach zdecydowano sie na przejecie metody TTCN, dla której 
opracowano dwie wersje: publikacyjną - TTCN-GR i implementacyjną - 

TTCN-MP £53. Wspomniane Języki były rozpatrywane także przy 

opracowywaniu koncepcji systemu testującego dla sieci KASK £43. 
Ostatecznie przyjęto, że zostanie opracowana i zrealizowana uproszczona 

wersja języka TTCN-MP, nazwana TTCN-MPO £23.

2. CHARAKTERYSTYKA JĘZYKA TTCN-MP.

Program kompletu testów zapisany w Języku TTCN-MP składa się z 

czterech sekcji: nagłówka, deklaracji, ograniczeń i zachowania.

Sekcja nagłówka zawiera tekstowe informacje o przeznaczeniu 

kompletu oraz referencje do podanych Cprzez realizatora protokołu} 

informacji opisujących testowaną implementację.

W sekcji deki aracj i opisuje się dwa typy obiektów używanych w 

sekcji zachowania: obiekty proste i obiekty złożone. Obiektami prostymi 

są: 
— parametry kompletu testów, 

- stałe i zmienne globalne, 

- stopery, 
- punkty kontroli i obserwacji. 

Obiektami złożonymi są:

- abstrakcyjne prymitywy usługowe Cang. Abstract Śervice Primitives-ASP}, 

- jednostki danych protokołu Cang.Protocol Data Units - PDLD.

Dla obiektów prostych definiuje się nazwę, typ i zakres wartości jakie 

dany obiekt może przyjmować. Dla obiektów złożonych definiuje się 

strukturę i rodzaj jego składowych oraz ich atrybuty. Definicja 

atrybutów składowych obiektów złożonych jest taka sama jak dla obiektów 

prostych.

Język TTCN-MP zawiera kilkanaście typów predefiniowanych. 

Użytkownik może też definiować własne typy wyliczeniowe i ich podtypy. 

Obiekty omówionych typów można w teście porównywać używając 

standardowych operatorów relacji lub nadawać im wartość stosując 
operację przypisania.

Definicja punktów kontroli i obserwacji podaje nazwę i

przeznaczenie tych punktów. Punkty te oznaczają symbolicznie miejsce 
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nadawania i odbioru prymitywów usługowych.

Definicje ASP zawierają opis prymitywów usługowych warstwy niższej 
Cw stosunku do testowanego protokołuj, a definicje PDU opisują jednostki 
testowanego protokołu.

W sekcji ograni czert określa sie zestawy wartości atrybutów obiektów 
złożonych. Jeden zestaw wartości składowych określonego PDU lub ASP 

stanowi jego listę ograniczeń identyfikowaną przez nazwę. W sekcji 

ograniczeń deklaruje się też tzw. zmienne wolne, które są przeznaczone 

do tymczasowego przechowywania wartości pól obiektów złożonych, których 
wartości są zależne od przebiegu transmisji.

W sekcji zachowani a, która Jest odpowiednikiem treści zwykłego 

programu, definiuje się kolejno grupy i egzemplarze testów do nich 

należące. Każdy egzemplarz składa się z nagłówka, umożliwiającego jego 

identyfikację, oraz z definicji zachowania. W definicji zachowania 

wymienia się sekwencje oczekiwanych zdarzeń aż do ich wyczerpania, czyli 

dojścia do zdarzenia, które ma określony werdykt C i tym samym końcowy 

poziom "i "3. Następnie opisuje się zdarzenia alternatywne i ich 

sekwencje zdarzeń dla poziomu "i-i" Cjeżeli takie istnieją} itd. . aż do 
osiągnięcia poziomu początkowego - "1".

Do podstawowych typów linii zdarzeń testu należą linie "wyślij" lub 

"odbierz" wskazany prymityw usługowy. W Łaście mogą występować także 

inne typy linii zdarzeń tJ. :odbierz dowolny prymityw usługowy, odbierz 

sygnał upływu czasu, opóźnij działanie o wskazany odcinek czasu, nadaj 

wartość obiektowi globalnemu, zbadaj wartość obiektu globalnego, wykonaj 

operację stoperową, skocz do linii wskazanej etykietą.

Niektóre linie zdarzeń mogą opisywać więcej niż Jedno zdarzenie i w 

tym przypadku są one nazywane składowymi linii lub zdarzeniami 

elementarnymi. Np. w liniach typu "wyślij" lub "odbierz" można nadawać 
wartości polom obiektów złożonych, używanym w danej linii, lub badać ich 

stan. Budowę linii zdarzeń omówiono szczegółowo w £21.

W opisie zachowania testu mogą też występować linie , które nie 

będą miały swoich odpowiedników w teście wynikowym. Są to tzw. 

pseudozdarzenia, które określają pewne działania dla translatora. Do 

pseudozdarzeń należą: dołącz drzewo kroku testu, powtarzaj drzewo, 

wykonuj drzewa równolegle.
Dla egzemplarzy testów mogą być też określone tzw. zachowania 

domyślne Czapisane również w postaci drzewa) wykonywane wówczas, gdy nie 

zachodzi żadne ze zdarzeń wariantowych danego poziomu drzewa testu.

Opis składni implementowanego języka w notacji BNr oraz semantykę 

operacyjną Języka podano w £21.
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3. IMPLEMENTACJA TTCN-MPO.

Uwzględniając sugestie zawarte w ocenie propozycji standardu TTCN 

[6] oraz możliwości realizacyjne zespołu, o implementacji translatora 
TTCN-MPO założono:

- podzbiór typów predefiniowanych zawiera typy ; całkowity CInteger?, 

boolowski CBoolean?, łańcuch bitowy CBitString?, łańcuch oktetów 

COctetString?, łańcuch znaków CCharacterString?;
- operatory dla wartości typu Integer to operator dodawania, 

odej mowani a i oper ator * moduło *;
— wyrażenia logiczne i arytmetyczne będą wyłącznie dwuargumentowe;

- nie wykorzystuje sie parametrów list ograniczeń i zmiennych 

generycznych;

- dołączanie drzew domyślnych jest jawne przez podanie specjalnego 

operatora dla oznaczenia tego działania;
- istnieje dodatkowa operacja stoperowa umożliwiająca odczyt stanu 

stopera.
W implementacji TTCN-MPO dla sieci KASK przyjęto jednopoziomową 

strukturę grup testów w obrębie kompletu. Komplet testów przechowywany 

jest w postaci źródłowej tj. w postaci plików tekstowych, zawierających 

zapis testu w języku TTCN-MPO. Test ten to tzw. test abstrakcyjny 

Cwzorzec testu?, w którym wartości atrybutów obiektów w nim używanych 
nie są jeszcze określone. Przekształcanie testu abstrakcyjnego w test 

rzeczywisty Cwykonywalny? jest dokonywane w urządzeniu testującym w 
trakcie wykonywania testu w oparciu o struktury danych wygenerowane 

podczas translacji.

W urządzeniu testującym dla sieci KASK, translacja kompletu testu 

przebiega dwustopniowo i składa się z tzw. translacji wstępnej i 

translacji właściwej. W czasie translacji wstępnej tworzona Jest 

struktura kompletu testów tzn. katalogi kompletów, grup, egzemplarzy i 

kroków, oraz plik źródłowy dzielony jest na pliki egzemplarzy testów. 

Również na tym etapie jest badana pełność kompletu w sensie umieszczenia 

w bibliotece kroków , wszystkich kroków, które są wykorzystywane w 

różnych egzemplarzach testu.

Translacja właściwa dotyczy za każdym razem translacji części 

deklaracyjnej kompletu i translacji jednego egzemplarza testu 

abstrakcyjnego. Pseudozdarzenie “dołącz drzewo" wskazanego kroku 

powoduje, że translator zmienia analizowany plik źródłowy egzemplarza 

testu na plik źródłowy wskazanego kroku, i dopiero po jego wyczerpaniu 

wraca do analizy głównego pliku Cpocząwszy od zdarzenia następnego po 
"dołącz drzewo"?. '

Przyjęto, że uzyskane w wyniku translacji drzewo zachowania będzie 
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reprezentowane przez drzewo binarne, w którym każdy węzeł wskazuje na 
węzeł sekwencyjny i jeden z węzłów wariantowych.

System testujący dla sieci KASK, w którym ma byó wykorzystywany 
Język TTCN-MPO, Jest przeznaczony do testowania warstwy transportowej. 

Stąd też w komplecie testów opisywać się będzie prymitywy usługowe 

warstwy sieciowej oraz jednostki danych protokołu transportowego.

4. ZAKOŃCZENIE.

Wszystkie przyjęte ograniczenia i uproszczenia w realizacji Języka 
TTCN mają na celu zmniejszenie rozmiarów translatora i umożliwienie jego 

implementacji do września 1989r. Nie ograniczają one możliwości 

zapisywania dowolnych testów, a Jedynie wydłużają teń zapis. Omawiana 
wersja Języka została zastosowana do zapisu kompletu testów bazowych 
protokołu transportowego t33.
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TTCN IMPLEMENTATION IN THE CONFORMANCE 
TESTING SYSTEM FOR THE KASK NETWORK

In the paper the characterization and some aspects of the 
implementation of the TTCN language are given. TTCN language is 
accepted by the WG18 ISO group as the notation for the describing 
the standard conformance test suites. The implementation of this 
language in the KASK network guarantees that it will be possible 
to use the standard tests for the conformance testing of all the 
elements worki ng in the KASK network. Due to this solution our 
conformance testing system can be developed in the conformance 
testing laboratory in the futurę.



Nr 9
Konferencje

Prace Naukowe Centrum Obliczeniowego 
______ Politechniki Wrocławskiej_______

Nr 4

Nr9
1989

Odra 1300, 
teletransmission, 

miaroprocessor
J. W. DUDZIAK*

ii. WNUK

Microprocessor based data transmission controllers 
for the Odra Computer.

1. Introduction

Teleprocessing is both effective and convenient method of using 
mainframe resources. Microprocessor—based devices are particularly 
useful for data transmission control and management because of their 
byte-oriented architecture. flexibility, and Iow prices.
The most popular Computer in the country. Odra 1300 (compatible with 
1CL1900) works under the operating system George 3 which provides 
wide variety of telecommunication procedures. This software allows batch 
and interactive access to CPU resources using different remote 
terminals. The lack of suitable devices directed us towards design, 
development and construction of some types of Z80-based controllers.

There are three main tasks to be performed:
a) physical splitting of CPU 1/0 channel to enable multiaccess.
b) fitting the CPU standard interface and serial interface 

signals
c) partial (e.g. physical or physical and communication level) or 

fuli realization of communication protocol for yarious terminals being 
used.

The tasks mentioned abcve are diuided among some devices. In the Odra 
system 40 channel multiplexer (MPX) with Linę Termination Units (LTU) 
(one for each channel), 32-channels scanner and front-end processor with 
Scanners are avai1able.The most freguently used configuration contains 
MPX with appropriate set of LTU's. In this case MPX realizes task a) and 
LTU - task b) and c) .

2. Microprocessor based Li U

Microprocessor based LTU called UT1300 contains 4 channels for data 
transmission (Fig.l). It is a specialized Z80-based micrccomputer 
containing lk3 RAM and up to 32k3 ROM. Each channel of naw muitichanne1 
une adapter consists of 2 main parto: linę controller ‘modem tmei and

* Computer: Co. Ltd., Konopnickiej 15b, 51141 Wrocław, Polana
ttlnstitute of Technical Cybernetics, Technical IIniversity of Wrocław, 

Wybrzeże Wyspiańskiego 27, 50370 Wrocław, Pcland
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Fis. i. The structure of LTU.

interface controller (host side). The whole (four channeis) is 
controlled by Z80 based single board microcomputer. The host Computer 
interface is the same for each channel and is independent of the linę 
transmission method (synchronous or asynchronous) and protocol. Linę 
controller is fully programmable. The control program is responsibie for 
programming the linę controller accordingly to desired transmission 
protocol, protocol realization, and servicing and controlling the 
interface lines. Channel adapter contains 8255 port working in 
unidirectional hand-shake modę, and support logie to fit MPX interface 
reguirements. Linę adapter consists of 8251 USART and 8253 programmable 
timer providing both: transmission clock and time-out interrupts.
Ali of the channeis are independent. Transmission parameters (i.e. baud 
ratę, transmission modę and type of terminal that are connected are 
user-programmable using jumpers on the technical board.The control 
program of LTU consists of two main parts.- initialization routine. which 
sets all the parameters for each channel (depending on the jumpers), and 
the transmission routine written as pure procedurę.
Each channel has its own data area in RAM space. All the in/out devices 
are memory mapped in order to use the indexea addressing facility. The 
device address contains also Information about the channel number. The 
service of devices by the program is interrupt based. Each channel or 
linę module can cause an interrupt. The interrupts are daisy chained and 
serviced in modę 2 (vectored). An 8 bit vector identifying the interrupt 
is generated using the module address jumpers. The exact Identification 
of interrupt reason can be madę in interrupt service routine by reading 
the device control word or the States of appropriate signals. The 
interrupt service method used in LTU is shown in Fig.2.
LTU can serve the ti ansmission between MPX and different terminala. 
There are two basie transmission service procedures: one for all the 
terminals using asynclronous modę. second for synchronous modę (remote 
batch stations, VDUs). All the variations caused by individuai 
differences between terminals are included in both procedures. Because 
of byte- buffered transmission method the transmission protocol is only 
partia!ly done by LTU. Addressing and selectmg the peripheral device 
are madę by mamframe. LTU watches only the addressing seguence in order 
to check what transfer direction is selected and then its tasks are 
transmission correctness checking, error seruice and transmission 
termination. All the software and hardware Solutions aim at speeding the
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service 
routirw

Fi®. 2. Int«rrupt s«rvic«.

service. In effect the interrupt service time does not exceed 100 
microseconds. thus the global data transmission ratę (in four channels) 
can reach 10000 bytes/s.

3. Scanner

Scanner consists of a selector and a set of (up to 4) linę 
scahners. each having 8 transmission lines. Selector mates directly with 
Odra CPU Standard Interface (SI). Both selector and linę scanner are 
specialized Z80 based microcomputers. Selector serves the SI signals. 
Because of high speed of data transfer through ŚI the direc.t access to 
selector memory has been used. Dedicated hardware generates the direct 
response vector. Selector performs also character conversion between 
internal (6-bit) and standard ASCII codę. Scanner can work in many 
transmission modes.There exists a group of instructions, which prepares 
each channel of scanner for desired modę of transmission. These 
instructions are sent to scanner during its initialization. Scanner is 
fully transparent for the transmission excluding parity generation and 
checking. The selector program performs the analysis and execution of 
some instructions, and puts the instructions and data to appropriate 
linę scanner. Each linę scanner serves 8 transmission lines (fig.3). 
Z80SIO are used as linę adapters. The address space of linę scanner is 
divided into 8 kB blocks. The communication cetween selector and linę 
scanners is provided by the dual port RAM. 8 kB RAM of each linę scanner 
is also placed into the address space of selector. so in maximal 
configuration the memory of Selector consists of four błock (8kB each) 
of dual-port RAM. che own selector RAM. and ROM containing the control 
program. The access to the dual-port RAM is controlled by the arbiter. 
The partition of linę scanner processor address space allows the 
processor to work without any holding if it asks no access to the common
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Fig. 3. Scarraer- structure

RAM area. Linę scanner is eguipped with watch-dog circuitry providing 
its automatic restart in case of going out of control.

W
 w

4. Conclusions

The above presented structures of LTU and scanner were the basi 
for design and manufacturing of both the units. The produced device 
have a good functional properties. The throughput of telecommunication 
service procedures of Odra's operating system becomes the bottleneck 
while using the character buffering transmission method. The results 
mentioned above, together with earlier results of experiments with using 
computers and minis as front-ends and Computer network nodes. encouraged 
us to start preparing microprocessor-based FEP for ODRA mainframe.

Mikroprocesorowe starowniki transmisji danych dl m.c. Odra 1300.

W artykule przedstawione zostały główne założenia i architektura 
mikroprocesorowych kontrolerów transmisji danych zaprojektowanych 
dla m.c. Odra 1300. Urządzenia te zastępują stare zrealizowane w 
pełni hardwar ' owo.- UPD multipleksera MPX325 i skaner ICL7930.
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JĘZYK LOGIKI MODALNEJ
DLA SYSTEMÓW KOMUNIKUJĄCYCH SIĘ**

W pracy zaprezentowano zarys modalnego Języka specyfikacji 
logicznych własności protokołów sieciowych, zapisanych w postaci 
procesów CCS*. Opisano składnię i semantykę operacyjną Języka, 
przedstawiono koncepcję systemu dowodowego oraz przeanalizowano w 
skrócie ekspresywność Języka, tzn. zakres własności w nim 
wyrażalnych.

1. WSTĘP

Intensywny rozwój różnego typu sieci komputerowych stawia nas przed 

koniecznością opracowania formalnych metod konstruowania oprogramowania 

sieciowego.

Dotychczas powstało wiele różnych modeli sieci komputerowych. W [9] 
zaprezentowano ich schematyczną klasyfikację oraz uzasadniono decyzję 

skoncentrowania się na abstrakcyjnych programach współbieżnych Jako 

modelu protokołów sieciowych.

Spośród Języków programowania współbieżnego unikalną pozycję 

zajmuje CCS - Calculus of Communicating Systems, zaproponowany przez 

Milnera C83 Jako formalny model współbleżnoścl ,. dobrze nadający się do 

studiów teoretycznych. Jego rozwinięciem Jest LOTOS [31, niedawno 

przyjęty przez ISO Jako międzynarodowy standard CISZ). Może on służyć 

zarówno Jako narzędzie formalnego opisu oprogramowania sieciowego. Jak i 

Jako Język programowania współbieżnego. LOTOS powstał z połączenia CCS 

- pewnej modyfikacji tradycyjnego CCS Milnera, z techniką specyfikacji 
abstrakcyjnych typów danych ACT ONE.

Samo narzędzie opisu to Jeszcze nie wszystko. Chcielibyśmy 

dysponować nie tylko językiem funkcjonalnego opisu sieci komputerowych,

Centrum Obliczeniowe, Politechnika Wrocławska
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ale również językiem wyrażania ich własności, a także efektywnym i 
możliwie sformalizowanym sposobem weryfikacji, że wyspecyfikowany system 

rzeczywiście ma opisane własności Cczyli systemem dowodowymi).
Klasyczne systemy Cnp. logiki Hoare*aD okazują się mało przydatne 

do tego celu, gdyż ich adaptacja do współbieżności Jest trudna. Dlatego 
w ostatnim dziesięcioleciu nastąpił ogromny wzrost zainteresowania 

różnymi systemami logiki modalnej i temporalnej. Logiki te są 

wystarczająco bogate dla wyrażania własności programów współbieżnych, a 
przy tym umożliwiają dobre sformalizowanie procesu weryfikacji. Do dziś 

powstało wiele temporalnych systemów dowodowych CCI], C6], C7]D.
Wśród wielu nurtów istnieje Jeden, zmierzający do zbudowania Języka 

logiki modalnej dla CCS wraz z formalnym systemem dowodowym Clii, CIO]. 
Język ten Jest, jak dotąd, bardzo ubogi C posilni ęto wszystkie aspekty nie 

związane ze współbieżnościąJ i należy traktować go Jedynie Jako 

propozycję wyjściową.
W niniejszej pracy przedstawiono zarys analogicznego Języka logiki 

modalnej dla CCS , co może stanowić podstawę do dalszych prac
ukierunkowanych Już na LOTOS. W kolejnych punktach przedstawiono 

%
składnię i semantykę CCS oraz składnię i semantykę Języka logiki 

modalnej wraz z krótką analizą Jego ekspresywności. Ze względu na 
szczupłość miejsca nie zaprezentowano samego systemu dowodowego 

Caksjomatów i reguł wnioskowania). Znajdzie się on, wraz z przykładami, 

dowodem Jego niesprzeczności i pełności oraz kierunkami dalszych badań, 

w przygotowywanym raporcie C3].

2. CCS* - WPROWADZENIE

Ponieważ interesują nas przede wszystkim aspekty współbieżności, w 

niniejszej pracy pominiemy całkowicie mechanizm przekazywania i 

przypisywania wartości.
CCS* Jest niewielką modyfikacją oryginalnego CCS Milnera. 

Najistotniejsze różnice polegają na nieco odmiennym sposobie komunikacji 

Csynchronizacji3 procesów oraz na wprowadzeniu nowego operatora złożenia 

odwołującego ►.
CCS* Cpodobnie Jak CCS! najłatwiej opisać w terminach systemu 

przejść. System przejść Jest zdefiniowany Jako

T = <P. Act, —, > 
gdzi e

P Jest zbiorem termów
Act Jest zbiorem akcji
—+ Jest odwzorowaniem, które każdej akcji aeAct przyporządkowuje 

relację binarną -2-> £ P x P.



Zakładamy istnienie następujących, co najwyżej przeliczalnych 

zbi or ów:
Act = - zbiór akcji
Yar = <X,Y,Z, ...> - zbiór zmiennych procesowych

Zakładamy również istnienie wyróżnionego elementu T€Act, który 

oznacza akcję wewnętrzną. Niech Act* = ActX<r>.

Zbiór termów CCS P = <p,q,r,...> definiujemy indukcyjnie:

p : : = X | O | a. p | pX. p | pXU | p+p | pl^p | pkp 
Ac t * gdzie XeVar, Ue2

Operator złożenia równoległego wymaga CinaczeJ, niż w klasycznym 

CCS? podania wprost zbioru U akcji synchronizujących. Akcja aeU działa 

na oba składniki Jednocześnie Csynchronizuje Je? > akcja działa na 

Jeden ze składników. Nowością jest operator złożenia odwołującego ►, 

będący kombinacją alternatywy + i złożenia równoległego 11^.

Mówimy, że zmienna procesowa X Jest zmienną wolną w termie p. 

Jeżeli w p występuje zmienna X nie związana operatorem rekursji /jX. q. 

Term p Jest procesem. Jeżeli nie zawiera zmiennych wolnych. Oznaczmy 

zbiór procesów przez P_. 
*Poniżej zdefiniujemy semantykę operacyjną CCS przy pomocy relacji 

przejścia ■ £ P$ x P^. p[q/r] oznacza term p» w którym wszystkie

wystąpienia termu r zostały zastąpione przez q. Kreskę poziomą należy 

odczytywać Jako symbol wnioskowania - jeżeli ... to ...

Relacja przejścia — > jest najmniejszą relacją spełniającą 

następujące warunki: 

a a. p ---- > p 

ptpX.p/X] -2+ q

P ---► q 
a----------------------------------------------------------ap -----» q p -----» q

  a«U   aeU 
p\U —2* qXU----------------------------------- p\U T > q\U

a , a .
P -----♦ P q -----» q

a ' a "p+q ---- * p’ p+q -----» q

a , a
p —► p q —► q

  a«U   a* U 
pi^ _2» p’ huA----------------------------- pi^ą P11^’

a , a
P -----► P q -----► q

----------------------------------------- aeU 
pn^ p’11^-



p —► p q -—► q

PM -----► P’>q P>q -----► q‘

3. JĘZYK LOGIKI MODALNEJ

Poniżej zdefiniujemy pewien Język logiki modalnej, który posłuży 

nam do opisania niektórych własności termów CCS, oraz określimy 

semantykę tego Języka. Zrobimy to w dwóch etapach. Najpierw zdefiniujemy 

nieco prostszy Język L^ , a następnie rozszerzymy go o dodatkowe formuły 

do Języka L_.

3. 1. Język Lx

Zbiór formuł F^ = <A,B,C,..J definiujemy indukcyjnie następująco:

A : : = Tr | Fal | AvA | AaA | <o>A | ta]A

gdzie aeAct.
Tr i Fal są Jedynymi formułami atomowymi naszego Języka. Bardziej 

złożone formuły można konstruować przy pomocy operatorów alternatywy v 1 

koniunkcji a oraz modalnych operatorów możliwości <a> i konieczności 

Cal.
Zauważmy, że nasz Język nie zawiera negacji. Pozwala to na 

zbudowanie zwartego 1 przejrzystego systemu dowodowego.

Fakt, że formuła A opisuje pewną własność termu p, zaznaczamy 
pisząc p 1= A Cp spełnia AJ. Relacja spełniania •= £ P$ x F^ Jest 

zdefiniowana Jako najmniejsza relacja spełniająca następujące warunki 

C M oznacza dopełni eni e J:

p t Tr p W Fal

p t= AvB £// p 1= A Lub p 5= B

p AaB tff p r= A i p t= B

p 1= <a>A tff 3q. Cp q i q 1= AJ

p F= ta!A tff Yą.CJeżeli p —q to q £= AJ

Pierwsze cztery „klasyczne" warunki nie wymagają wyjaśnienia. Dwa 
operatory modalne <o> i tal są pochodnymi standardowych operatorów 

modalnych możliwości O i konieczności O Cpatrz [41, C21J. <a>A czytamy 
„możliwa akcja a, po której formuła A będzie spełniona" lub krócej 

„możliwa a. że A", natomiast ta)A czytamy „po akcji a koniecznie będzie 

spełniona formuła A" lub „po a koniecznie A".
Zauważmy, że Jeżeli proces p nie może zareagować na akcję a. 

wówczas na mocy definicji p 1= tal A dla dowolnej formuły A.



Dla przykładu 
p |= <et>Tr znaczy „p może zareagować na akcję a", 
p fi: talFal znaczy „p nie może zareagować na akcję a Cgdyż żaden 

term nie spełnia Fal2", 
p s= [a]<b>Tr znaczy „Jeżeli p zareaguje na a, to potem Jest w 

stanie zareagować na b".

3.2. Język

Zauważmy, że w powyższym Języku wystąpienie akcji wewnętrznej T 

musimy Jawnie specyfikować w formule modalnej. Np.

a., b. 0\<a> t= <r><b>Tr 

lecz 
a. b. 0\<a> fi* <b>Tr

Intuicyjnie Jednak akcja wewnętrzna Jest akcją zachodzącą 

„spontanicznie", poza kontrolą środowiska, i chcielibyśmy, aby formuły 

temporalne Jakoś to odzwierciedlały. W tym celu rozszerzymy Język o 

dwa nowe operatory modalne [£a3 i A zatem zbiór formuł F^ Języka Lg

Jest definiowany indukcyjnie

A ::= Tr | Fal [ AvA | AaA | <o>A | ta]A | <a>A | [o^A

Zanim przedstawimy semantykę Lg, musimy wprowadzić relację tzw. 
d CLuogólnionego przejścia Mamy p q wtedy i tylko wtedy, gdy

istnieje taki ciąg p=pQ,p1, . . , p^, qQ,. ,qn=q, że

TT T a T T T
p0 —* px —» - • • —> p^ —* % —♦ qt —* ■ ■ ■ —

Kolejna definicja dotyczy problemu nieskończonych pętli. Np. proces 

pX.a. Xx<o> może reagować na nieskończony ciąg akcji wewnętrznych t, co 

dla obserwatora z zewnątrz będzie wyglądało Jak „zapętlenie". Mówimy, że 

p jest rozbieżny ze względu na a Cpiszemy p?cD , jeżeli istnieje 

nieskończony ciąg p=p0,p1 • taki, że

Mówimy, że p Jest zbieżny ze względu na a CplcD , Jeżeli nieprawda, że 

pTa; p Jest zbieżny Cp4D , Jeżeli pic dla wszystkich ceAct.

Teraz możemy już zdefiniować semantykę operatorów {Fal] i

p <a>A £// Hg.Cp =s» q i q f= A3

p £= iff pl<z ora^ Vq. Cjeżeli p ==> q to q t= ZO

Dla obu Języków CL^ i istnieją niesprzeczne i pełne systemy
dowodowe, tzn. zbiory aksjomatów i reguł dowodzenia, pozwalające 

formalnie wywieść, że dany term spełnia daną formułę. Dla CCS systemy te



są przedstawione w £10], dla CCS znajdą się w £33.

4. EKSPRESYWNOŚĆ JĘZYKA

Interesującym i ważnym z punktu widzenia ewentualnych zastosowań 
zagadnieniem Jest zakres własności, które dają się zapisać przy pomocy 
danego Języka.

Najogólniej mówiąc własności systemów współbieżnych podzielić 
możemy na własności bezpieczeństwa C„nie stanie się nic złego"? i 

własności żywotności C„stanie się coś dobrego"?. Przyjrzyjmy się. Jak 
nasz Język radzi sobie z obu typami własności.

Niech peP^ oznacza proces, którego własności chcemy badać. 
Wprowadźmy oznaczenie p#U'=^ pXCAct*XU?.

Niech deAct oznacza wystąpienie niepożądanego zdarzenia. Należy 

zapisać własność mówiącą o tym, że d nigdy nie wystąpi dla p, tzn. p nie 
może zareagować na żaden ciąg akcji zawierający d.

Odpowiednia formuła będzie brzmiąła 

p#<d> S= [djFal 

Ponieważ żaden term nie spełnia Fal, więc formuła mówi nam, że p nie 
może zareagować na żaden skończony ciąg akcji, którego elementem jest d.

Bardziej złożone własności bezpieczeństwa mogą polegać np. na tym, 

że wystąpi co najwyżej Jedna spośród dwóch akcji d.eeAct. Odpowiednie 

formuły wyglądają następująco

p#<d,e? UjdJ£e3Fal a [eJ][|2dn]F’al
W ten sposób możemy rozwijać formuły dla dowolnych zbiorów akcji.

Podobnie ma się sprawa z formułowaniem własności żywotności. Niech 
heAct oznacza wystąpienie zdarzenia pożądanego. Własność, że h wystąpi, 

zapisujemy

p#<A> S= [£t J<h>Tr 
co oznacza, że p nie może zareagować na nieskończony ciąg akcji nie 

zawierający h oraz po każdym skończonym ciągu wystąpienie h Jest 

możliwe.
Najprostszą własnością żywotności Jest własność stopu, tzn. że 

program kiedyś się zatrzyma, co zapisujemy
pyAct’ s= [Tr ]|Tr

Możemy także zapisać własność relatywnej żywotności: Jeżeli wystąpi 

g Cnp. komunikat?, to potem wystąpi h (potwierdzenie?, gdzie g.heAct
Ł?3<^>Tr

5. UWAGI KOŃCOWE

W pracy przedstawiono zarys opartego na logice medal nej języka 



opisu i systemu dowodzenia własności procesów CCS .
Można wyróżnić dwa nurty, na których koncentrować się powinny 

dalsze prace: . (
1 ° Rozszerzenie Języka o dalsze operatory Cnp. implikację, 

operatory temporal ne2> w celu zwiększenia Jego ekspresywności

2° Uogólnienie systemu na wszystkie struktury występujące w 

LOTOSie.
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MODAL LOGIC LANGUAGE FOR COMMUNICATING SYSTEMS

An introduction to a modal language for specification of logical 
properties of network protocols is presented. A protocol should be given 
as a CCS* process. The syntax and the operational semantics of the 
language is described, a concept of proof system is introduced and a 
language expressiveness, i.e. the rangę of properties which can be 
expressed in it is shortly analysed.

fl3bK MO£A/IbHOH ^OFWKId BSAklMO/TEKCTByWiHHK CI4CTEM

npe/icTa© ji5?eTc$A nazieHMe b askk MoaajiŁHon jrornKW /uta cireyn^MKunn 
jrormecKnx cbopjctb ceTćBux npotokojtob . IlpoTOKOjr saaaeTcsi b awzie npoye^ca 
Ha paciuMpeHHOM sawze MCMHCjieHwa B3aHMoz<eHCTByjoui'n:< cwcieM CCCS . 
ripMBOZIHTCfl OflWCBHWe CHHTaKCHCa 14 OH epai? HOH H 014 CeMaH T HKW »3HKa, B B OflHTC^ 
KOHLjenijMa zioka? atejrb ctba u anajrMB wpysTc^ abipaahtojtł Has cmra aawKa.
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On the Linguistic ftpproach to Controlling a 
Distributed Software ftllocation*

In the paper a problem of controlling the allocation of the software 
in the local area networks is considered. A family of attributed 

EDG-graphs appears to be sufficiently strong a tool for description 

of the distributed system. An attributed programmable edge-labelled 

directed node-label controlled graph grammar is used for controlling 

allocation process.

1. Introducti on
During the past decade there has been a considerable growth of* 

interest in problems of software Systems for Local Area Networks. The 
Interest is connected wlth the fact that the software which is necesssi-y 
for supporting resource sharing in distributed enyironment is difficult 

to construct. Therefore, constructlng such Systems should be autornatized 

as much as possible. z
The research project COSID (Concurrent Software Implementation for 
Distributed Systems), allowing us to create, test and formally prove the 

software system for distributed environraent, is being implemented in the 

Department of Computer Science, Jagiellonian Universlty. The solution of 

the problem controlling an allocation phase of COSID is presented in this 

paper. Main ideas of COSID system are presented in chapter 2. We discuss 

the problem of controlling an allocation phase with the help of a graph 
grammar in chapter 3. We describe the allocation system for networks ~ 

ASNET in chapter 4, whereas chapter 5 includeb concluaing remarks.

2. Main ideas of COSID system
The creatlon of a distributed software in COSID system is madę In 

two steps. In the first step tcalled a compilation .phase) patterns of all

Dept. of Computer Science, Jagiellonian Universlty.
* This work was supported by Ministry of Educatlon unoer RP. I. 09 project. 
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the processes and managers are described in COLNET C 63 language. 

Manager concept (which allows us to synchronize the work of a processes) 

is an extension of the monitor concept £1,41 for distributed environment 

and is discussed morę precisely elsewhere C 23.
In the second step all the needed modules (processes and managers) 

should be allocated in the computing nodes of a network and all the 

connections among these modules should be generated. This phase, called 

an allocation, is supported by ASNET system.
Thus, the ASNET helps us to create a reąuired software-hardware 

structure of the network in a certain moment. The expression "a reąuired 

software-hardware structure has two meanings in this context. First of 
all, it means a structure demanded by a user of the COSID system, who 

demands a distributed system. Secondly, it means a structure which can be 
created on the basis of physical resources of a network (for example size 

of a memory offered by computing nodes of a network) currently available.

In COSID system, a special famlly of graphs is used for representing 

a software-hardware structure of the network and a special kind of graph 

grammars (belonging to a famlly of edNLC grammars £53) is used for 

controlling an allocation phase.

3. The control of an allocation phase with the help of edNLC- 
graph grammar.
A current structure of a network will be described by a family of 

attributed EDG-graphs, which has been introduced in C23 in the following 

way.

Definition 1

An attributed directed node- and edge-labelled graph over E and r 

(an attributed EDG-graph) is a seven-tuple:

H = ( V, E, S, F, 6, a, g) where:

V is a finite, nonempty set of nodes,

S is a finite, nonempty set of node labels,

r is a finite, nonempty set of edge labels,

E is a set of edges of the form (v,p, w), in which v, weV and psF,

5:V ----- > E Is a node labelling functlon,

o<: y----- > 2a is a node attributing functlon in which A

is a finite set of node attributes,

3 = <3v).,„r-, Bv: E„----- > 2E is a y-edge attributing functlon in which 3
is a finite set of edge attributes.

Each node of a graph' represents one component of a distributed system. 

Node labels, ascribed to nodes by the node labelling functlon, describe 

types of these components (computing nodes of a network, processes, 
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managers, entry procedures to managers e. t.c. ). If a morę precise 
characteristlcs of a component is needed, a set of node attributes may be 

ascrlbed to it with the help of the node attributing function. For 
example, we may ascribe attributes: "number of a computing node", "a size 
of a memory, which is currently offered by a computing node", to 

components labelled with "N” (“a computing node of the network").

Relations among these components are defined with directed edges 

connecting proper nodes of a graph. The set of edge labels is used for a 

description of a kind of each relation. For example, a node of a graph v, 
representing a process (labelled with "P") may be connected with a node 

of a graph representing a computing node (labelled with "N") with a 
direct edge describing a relation "is allocated in" (labelled with “a">. 

It means that the edge (v,," a, v2> belongs to the s.et of edges E of a 
considered graph. We assumę that the set of edge attributes p is an empty 

set because a characteristlcs of graph edges with the help only of edge 

labels is sufficient for our purposes.

Now we define a graph grammar, which is used for controlling an 

allocatlon phase as in [23.

Definition 2
An attributed programmable edge-labelled directed node-label controlled 

graph grammar (an attributed programmable edNLC - graph grammar) is a 

quintuple:

G = ( Z, F, P, Z, D) , where:
S is a flnlte nonempty set of node labels, 

F is a finite nonempty set of edge labels, 
Z is an initial attributed EDG-graph, 

P is a finite set of productions of the form 

(L, R, II, C, F) In which:
L is an EDG-graph of a left-hand slde of production
R is an EDG-graph of a right-hand side of production

U is a predicate of the production applicabil1ty,

C: T X lin, out)----- > 2* " * ~ r' ~ 
is an embedding transformation, 

F is a set of functions which ascribe attributes to 

ncdes of R,
D is a control diagram.
Components L, R and C of an edNLC-production are standard components of 

graph grammar production and are discussed morę precisely elsewhere 153 

Let us only mention, that an embedding transformation allows us tc embed 

a graph of right hand side of production in a transformed graph during a 

derivation step. The predicate of a production applicabi1 ity U is a 
conjunction of logical conditions defined for each production. For example 
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it may be defined as follows: the slze of memory demanded by a process, 

which should be allocated In a computlng node is less than the size of a 

memory offered by ,this computlng node.
Let us discuss a mechanism of controlling an allocation, used in an 

allocatlon control module ALLCONT (being a part of ASNET system), with 
the help of a grammar defined above. The network-state description file 

is an attributed EDG-graph.Each allocation command corresponds to some 
production of the attributed edNLC graph grammar. The possibility of an 

apolication of a demanded production is checked by the control diagram.
The control diagram is a non-attributed graph, which nodes are 

labelled with number of productions (and there are two distinguished 

nodes: the initial node and the finał node). Its edges are labelled with 

"Y" <Yes) or "N" <No>. If we are situated at the point labelled with 

number of a production, we try to employ this production. If the graph of 

the left-hand side -L is identified as a subgraph of the transformed 

graph and the predicate of applicabi1 ity of this production H=TRUE, then: 

1) we apply this production, 

2) we go to the node polnted by the edge labelled with "Y".

Otherwise we go to the node pointed by the edge labelled with "N".

Let us return to our discusslon. Thus, if the application of the 

production is not possible then ALLCONT informs the user about the causes 
of this fact Cthe system gives an optional suggestion in some cases). In 

the other case the production is applied what causes brlnging up to datę 
of the net-state description file and giving a proper allocation 

ext racode.

4. Concluding remarks
As we have mentioned, the. allocation system for networks ASNET has 

been implemented on the basis of a formalism presented above.

The main module of ASNET, which Controls the allocation phase - 

ALLCONT has occurred to be very effective. It results mainly from the 

fact that we have applied derivation procedures of the graph grammar 

parser GRAPHPARS [3] as a basie skeleton of ALLCONT system.

The second module of ASNET is a compiler of the allocation language 

LANGALL2. The third one - GRAPHNET - allows the user to see a concurrent 

sltuation in a distrlbuted system which is of the .graphic output data 

form. There is a possibility of glvlng some allocatlon commands in a 

graphic form In GRAPHNET, as well. Kernel of the COSID system performs 

extracodes of an allocatlon given by ALLCONT module. ENVDESC is module 

which links allocatlon subsystem with the compllation subsystem. This 

idea is described in morę detali in 121. \

As we have shown graphs seem to be the most natural formalism for a 



description of a software-hardware structure of a network. On the other 

hand the graph grammar discussed In this paper is a strong formalism 153 
and algorithms based on it are very effective I2, 33
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S t r eszec zen i e.
W artykule rozważano problem kontroli alokacji oprogramowania w 

lokalnych sieciach komputerowych. Rodzina atrybutowanych EDG-grafów 

wydaje się być wystarczajęco mocnym narzędziem do opisu systemu 

rozproszonego. Atrybutowana programowalna gramatyka grafowa generująca 

grafy o zaetykietowanych i skierowanych krawędziach, której 
transformacja osadzenia jest sterowana etykietami wierzchołków, jest 

używana do kontroli przebiegu alokacji.

Couep»caHMe.
B pafiOTe paccywaeTcs npoSjieMa ynpaBJieHMH posnpmie.neHHsi npornaMM b 

M0CTHŁB BBWMCdMTedbHHX CeTSIX. II pe ACT aB^ięieTCS, HTO ST pn6 y TMBHbie 
EUF-rpa4>i>i aóziHKiTca uocTaTOMHO chtiłheim 4>opMa?m;MOM mtoółi onwcusaTt 

paccesHHtie chctsmłi. IJenbio ynpas.nenMsi poanpMnejieHMSi nporpaMM 
McnojtbeoBaHO aTpn6 yTMBHy 10 nporpaMMMposaHHyio rpatJioByio rnaMMaTHKy 

reHepupymyio Hanpas^ieHHtie w pSSepHO STpłKeTHpoBaHHtie rpa4>bi, KOTopoił 

TpaHc4>opMatws ocawieHHS ynpaB/isieTusi sTHKeTaMM yr/ioó.
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DNA. DECnet, VAX

JScek Gruber*

VAX NETWORKING AND COMMUNICATION SOFTWARE - 
- GENERAL OVERVIEW

DECnet is a -Family of software and hardware Communications products 
that enable Digital Eguipment Corporation operating systems to 
participate in a network environment. Overview of Digital’s Network 
Architecture, VAX Networking Product Set and types of networks are 
briefly presented. Four main kinds of Digitals- network connections 
and a basie Information of implementation of DECnet-VAX software 
and hardware are described in the paper. Short character istic of 
VAX Packetnet System Interface networking system, several types of 
network access control, network services and performing of network 
operations in DECnet—VAX are dane in the article, tao.

1. I ntroaucti on

Digital Eguipment Corporation (DEC) offers a rangę of products to link 
processes or tasks running under VMS operating system, other Digital 
operating systems or other manufacturer’s systems as a communicati on 
software system £4,5,81. It can be configured on all VMS operating 
systems (including Micro-VMS operating system). The components o.f 
networking software are: DECnet-VAX software products (VAX to other 
Digital Systems), DECnet-VAX Internet software products (VAX to other 
manufacturer’s systems) and VAX PSI (Packetnet System Interface) 
networking software system (VAX to public Packet Switched Data Network- 
PSDN). Phase IV DECnet [6,81 supports large and smali networks with 
single and multiple area networks. In a single area network,, a manimum 
of 1023 nodes is possible. In a multiple area network, as many as 63 
subnetworks (single area networks).

2. Overview of Digital 7 s Network Architecture

The Digital Network Architecture, DNA [1,4,83, is the framework- for all 
DEC Communications products. DECnet, DECnet/SNA Gateway (SNA-IBM System 
Network Architecture), Communications servers are among many of these 
products. DNA (Table 1) is based on the architectural model for open 
systems interconnection OSI/ISO [31.
There are basicaly two types of networking environments (Table 2): these 
involving Communications Digi tal-Diqital systems and between Digital 
systems and other vendor’s systems (Digi tal —to-non-Digital). Both local 
and remote Communications are possible.
The incorporation of the Ethernet 123 local area network technolog'/ into 
DNA Phase IV - provides a complete set of products to address local area 
networking needs. Ethernet offers remote or long-haul connections and 
local connections as one mtegral network.

3. Networks Components

A nade is an operating system that uses DECnet software to c^ommunicate 
with other operating systems across a network. A CMS node uses DECnet- 
VAX software to communicate with other DECnet-VAX nodes and with other 
Digital operating systems that suoport DECnet.

4fp--------- 7------- - -----------------------------------Computer Centra, lechnical Cni/ersity ot Wrocław, Wrocław, Poland
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Table 1 Architectural Layers of DNA and Their Associated Functions 
'related to OSI/ISO model)

OSI/ISO DECnet Function’s DNA Layers ' DNA Protocols
LAYERS

Appli cati on

Presentati on

File Access

Command Ter- 
mi nal s

(Host Services 
Wetwork Control 
frrogram-to- 
program

Adaptive 
Routi ng 
Host Services

Packet 
Transmission/ 
/Recepti on

User User Protocols

N 
E 
T

M 
A 
N 
A 
G
E 
M 
E
N 
T

Network 
Appli cati on

Data Access Protocol 
(DAP) and others

Sessi on

Transport

Sessi on
Control

Session,Control 
Protocol

PSI
END

Communi cati on
Network Services
Protocol (NSP)

Routing Protocol

xl
 

m
I 

i 
yu

Network Routi ng

Data Link Data Link DDCMP* T j

R 1
N 1
E 1
T 1

DLM ]

X. 25
Physi cal Physical 

Link
sync lasync

1
1
1
1
1

^Digital Data Communication Message Protocol

Table 2 Digital’ s VAX Networking Product Set

Type of Communication
VAX Software . 

Communications
Products

LAN Communications 
Subsystem Servers

Digital-to Digital 
Host Communication 
Local Traditional

All DECnet 
Software

N/A

LAN DECnet-VAX DECnet Router/ 
DECnet Router/ 
X.25 Gateway

REMOTE Al 1 DECnet 
Software

DECnet Router/ 
DECnet Router/ 
X.25 Gateway

Di gitsl-to-nonp
Digital' Host 
Communicati ons

All Internets
VAX PSI* 

a

DECnet/SNA Gateway, 
DECnet Router/ 
X.25 Gateway

Terminal Connection CX/DX/AX poly-COM** Terminal Server

" k ac k etnet Sysrom Interface
??SEe ti.41

A '/MS operating system uses gĘCnet-VAX Lnterjiet. products to communicate 
with other manutactures operating systems and VAX_ PSI. software products 
to communi cate wito other DEC operating Systems cia a Packet Łwitching 
Data Netwerk,
A nocie, cal leć host ngdis prouides seryices tor anotner node. A Ijocal 
node is the VMS operatina system yuor user account resides on. Otner 
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nodes in the same network the local node is attached are called remote 
nades. Nodes that accept and forward messages intended -for other nades 
in a network are called routing (-ful 1- -routing) nodes. Nodes that only 
accept messages are called end nodes (nan-routing)■ If VAX PSI software 
in multi-host configuration is installed on the local node and a user is 
on an Ethernet, the user can configure its’ node to serve as a connector 
node. This is a gateway to a PSDN for host nodes on an Ethernet.
It is possible use on node on such multi-host Ethernet connector the 
node to access a PSDN without being configured as a DTE, proyided have 
VAX PSI Access software installed.
A VMS operating system connected to a PSDN, with VAX PSI software 
installed, can function as a DTE. To configure a local DTE it is 
necessary installed a X.25 protocol module.
The X■25 protocol module is a software component that Controls the 
transmission of data packets over PSDN.

Types of DECnet Nodes. DECnet supports a yariety of types of nodes 
deyeloped during different phases of DNA imp1ementati on £13. The 
following types of nodes can be configured as being adjacent to each 
other on the network: Phase II/Phase II, Phase II/Phase III, 
Phase III/Phase III, Phase Ill/Phase IV, Phase IV/Phase V.
Phase II nodes can communicate with each other as long as there is a 
physical data link between the nodes. They support only point-to-point 
connections without support for Ethernet. With Phase III, DECnet 
introduced adaptive routing, which allows a reasonably large number of 
nodes to communicate conyeniently without support for Ethernet.
Phase IV DECnet permits the configurati on of very large networks and 
erpands the types of data links ayailable for use. Phase IV software 
supports Ethernet circuits, as well as DDCMP (Digital Data Communicati on 
Message Protocol), CI (Computer Interconnect bus) and X.25 circuits. The 
nodes of Phase IV can be one of two kinds: routing nodes (routers) or 
end nodes (nonrouters) .
Other routing and nonrouting nodes are: Phase III routers deliver 
packets to and receiye packets from other nodes, and route packets from 
other destination nodes whose adresses are less than 256. They use 
DDCMP, X.25, and CI circuits, but do not support Ethernet circuits. 
Phase II nodes can send packets to adjacent PHASE III routers or to 
other adjacent Phase II nodes. Howeyer, Phase II nodes can send packets 
only in point-to-point configurations. Phase III nodes can not 
communicate with a Phase II node through another Phase III node.

Circuits. Circuits are high—level Communications data paths 
over phisical lines between nodes gr_ DTEs (Data Terminal Eguipments). 
DECnet-VAX employs four classes of circuits £1,63: DDCMP circuits, CI_ 
circuits, Ethernet and X.25 circuits.
DDCMP circuits proyide the logical, poi nt-to-poi nt, or mul t i-ooint 
connection between two or morę nodes. A point-to-point Circuit operates 
over a corresponding synchronous or asynchronous DDCMP poi nt-to-poi nt 
1ine. Multi-point control circuits operate over synchronous DDCMP 
control 1 i nes. CI circuits are ayailable only on those node which are 
attached to a CI-790 or CI-750 Interconnect. CI circuits are sami lar in 
many ways to DDCMP' multi-point circuits, but use their own. protocol. 
Ethernet circuits proyide for a multi-access connection. X■25 ci rcuits 
use the level 3 protocol (the packet level),- and proyide for 
communication over PSDN. The circuits are madę ayailable to PSI software 
£13, or DE.Cnet, data. kłJltl maejiing. NJLlLŁ £1,63. DLM permits the use of . 
X. 25' as a data link through the mapping of data link Information between 
the DECnet routing layer and the Xa.2S nati ye_ ęj-jfccnts and X^25 OEM 
circuits.

4. VAX/VMS communicati on software: DECnet-VAX and VAX PEl 

LnCner —7AX the 1mpiementat1or the ótCnet which causes a EMS
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operating system to function as a network nade. As the VMS network 
interface, DECnet-VAX supparts both the prctocols necessary -for 
cammunicating over the network and the functions necessary -for 
configuring, controlling, and monitoring the network.
Under DECnet-VAX, Digital’s Inter net family ot products supports the 
interconnection o-F Digital’s computers and networks to Systems built by 
other manufactures. The Internet are tools -for distributed data 
Processing in a multi-vendor environment. They pravide transparent 
Communications with the eguipment of other vendors, and at the same 
time, offer the flexibility ot local file systems Ci.e.53.
VAX PSI. (Packetnet System Inter-face) is the software product that allows 
the VAX/VMS user to participate in a packet switching environment. VAX 
PSI implements the X.25 and X.29 recomendatians providmg a user 
inter-face to a Packet Switching Data Network.
By uęing it is possible to communicate DECnet nodes across a PSDN 
through DLM. Another way in which we can communicate with a remote node 
over PSDN is through.and X.25 multi-host connector modę with VAX PSI 
software in the multi-host VAX/VMS node. The host node services of the 
connector node is a VAX/VMS system configured with VAX Access software 
(Ethernet gateway, without being a DTE).
Alternatively, a VAX/VMS nade can use a server-based X.25 gateway node 
to communicate over a PSDN, (as a local DTE) prouided VAX XEP C53 
software is installed on the node. Both calls, X.25 and X.29 can be 
received by host nodes.

5. DECnet-VAX configurations

DECnet software products manufactured by DEC offers possibi1 ities to 
build wide rangę of Digitals’ Computer network configurations. Digital 
Network Architecture (DNA) is a very flewible architecture and allows 
computers f™ different manufactures to work together in a common 
Computer networks with the efficient DECnet network operations 
ut i 1 i z at i on.
DECnet supports the following network connections:

a. a connection to an Ethernet Circuit in a local area network 
conf i gur ati on,

b. point-to-pcint or multi-point connections to a node running under 
DECnet using the DDCMP C61,

c. a connection over the Computer Interconnect Col.to another 
node running under DECnet software,

□. an X.25 connection to a node running DECnet (either a direct 
connection over PSDN or a connection madę ty means of an X.25 
multi-host connector node that access a PSDN).

Figurę 1 is a siąpię DECnet-VAX Phese IV 11,81 configuration 
illustrating various DECnet-VAX nodes, that is, Micro VMS end nodes, VMS 
routers, and WIS end nodes in a VAX duster (see bellow) conected to an 
Ethernet, and two Ethernets connected by routers. This figurę also shcws 
the use of a DDCMP synchronous Ime to connect a router to additional
DECnet..
DECnet—VAX Ethernet Local Area Network (LANS) configuration. Ethernet
Circuit devices supported by DECnet are DEUNA (VMS) and DEDNA (mi ero 
WIS) intel1 igent high-performance synchronous interfaces. that mount on 
the VAX (and PDP-11) processor UNIBUS or on the Micro-VAX processor [71.

DDCMP point—to—point and multi-point network configurations. Digital 
Dęta Communicati on Message Pratocsi (DDCMP• provices a low-!evel 
Communications between systems. DDCMP perferms the basie
Communications function of mcving infarmat i on■b1ocks over an unreilabie 
cOiriiTiLir i cat i ont f unrti ons channel - DDCMr' js al ce used to mar-age tne 
arperlu -. r ar. ?. m i s s ( O”( ard receot-on o: b..c>cks on cnannere .-r, ■ cri‘ 
sare trene-ni tters anc recei /e>- e.
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Fig. 1 Simpla DECnet Phase IV configuration.

Fig.2. Typical DDCMP point-to-point connectiona.

Figurę 2 illustrates DDCMP point-to-point and multi-point configuration 
A point-to-point con-figuration consists o-f two systems connected by a 
single communicati on channel. A multi-point con-f i gurati on consists o-f 
two or morę systems connected by the Communications channel, called the 
control statian. All other the systems are known as "tributaries".

DECnet-VAX con-f i gurat i ons -for VAXclusters. VAXcluster is an 
organization o-f VAX systems which communicate over a high-speed 
Communications path, the CI (Computer Interconnect bus) , and share 
processcr resources as wel1 as dis!; stwage. The CI physical links from 
the mdividual nodes in the VAX cluster are cgnnected to a Ster Coupler 
171. DECnet-VAX cor.necticns are reguired for all VAX/VMS systems in the 
VAX cluster.

X.25 network conf i gurati ons- Figuro 3 show a i.-picaj DECnet network 
ccnf i ęur et i on o-f : . Sb i 11 co s, F a t i. e t switshmg data netwcrf; 
□rovices fest, cependable Communications between aeoorwhicall^f ' 
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distributed nodes. Twa a-F CCITT series of recomendations (far standard 
communication pratocols) coułd be used by PSDN and other common carriers 
to provide data Communications Products. X.25 (three levels protocol) 
and X.29 (PAD) interface definitions between the Computer and the 
network and the definition o-f control of asynchronous terminala 
connected directly to a network define, together, the ITI.(Interactive 
Terminal Interface).

6. DECnet—VAX network services

Objects. Objects provide known generał-purpose network services Cl,83. 
An object is identified by object type, which is a discrete numeric 
identifier for either a user task or a DECnet program such as NML or FAL 
(see bellow). The DECnet network software uses object type numbers to 
enable logical link Communications with NSP (Network Service Protocol ) . 
There are two generał types of DECnet-VAX objects. Objects with a 
0 object value are usually user defined images for special-purpose 
application. Non zera objects are known objects that provide a specific 
network services such a file access (FAL) or network management (NML)■ 
They may also be user-def i ned tasks; these objects should be for user- 
supplied, known services.
The following DEC-supplied objects are defined inside the network 
£1,4,53: File Access Listener (FAL), Data Access Protocol (DAR), 
Network Management Li stener (NML), Event. Logger (EVL), Loopback Mi rrpr 
(MIRROR), DECnet Test Receiver (DTR), DECnet fest Sender (DTS), Mai 1, 
Plione.
'Host Loader (HLD) provides downline task—loading support for RSX-11S 
tasks. VAX PSI object contain a command procedurę that is initiated when 
the incoming cali arriyes, and do account for the incoming cali.

Fic.3. DECnet network conf iguratior, showing etamples of X. 2b
connecti one.

Network access control. DECnet—VAX regułates access to the network at 
varIOUS levels. Routing-Ini ti al i z at i on Passwordę - Whenever a 
communications Circuit is established, the Local nade in the circuit 
attempte to initialize with the DECnet software at the remoce node 
connection tor the Circuit. System Lgyel Access Conirsl ~ DECnet-VAX 
provides system-1evel access control over the logical link connections.
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The network user on the initiating node may explicitly supply an access 
control string to control which account is used on the remote node. 
□ptionally DECnet proyides default access control, when sending the 
reguest to the remote node and -for incoming logical links.

Performing network operations in DECnet—VAX software. DECnet—VAX 
software offers user a variety of operations that can be accomplished 
over the network Cl,4,51. Three of which are:

a. manipulating files on remote nodes,
b. access remote files at the record level,
c. perform task-to-task (interprocess) Communications.

VMS operating system and DECnet-VAX Communications software are 
integrated to pravide a high degree of transparency for user operations 
[4,61. For some applications however, it is desirable to have morę 
direct access to network-specific Information and operations. For this 
purpose, DECnet-VAX provide nontransparent communicati on C5,6J.

Designing User Application for Network Operations. DECnet-VAX supports 
several programming languages for design of network applications. With 
any of languages, it is possible to access remote files and create tasks 
that ewchange Information across the network.
The normal use of the programming languages for specific network 
operations that can be performed with DECnet-VAX, is summarised in 
table 3.

Table 3 Access Levels.

Access Levels

User Lan­
guages

Network Operation Language Calls Access Level

DCL Network command 
termi nals
Remote file ma­
ni pulati on 
Task-to-task com­
mun i cat i on

DCL commands Transparent network 
access via DCL

Hi gher- Remote file access Hi gher-1evel Transparent network
Level

Macro or 
hi gher- 
1 evel

(file and records)

Remote file access 
(file and records) 
T ask—to-task 
communi cati on

language 1/0 
statements 
RMS** seryice 
cal 1 s

access via RMS

MACRO or Task-to-task System service Transparent and
hi gher— 
level

communi cati on cal 1 s nontransparent 
network access 
via QIO*

»Queue Input/Output driver [63 
^Record Management Servic.es [61

DNA architecture is very flekible. but is net dosely based on the 
CSI/I&J [23 model. DECnet-VAX i = the >molementation □+ DECnet which 
causes a CMS operating seatem to function as a network noce. As the 'IMS

Servic.es
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SIEC DECnet KOMPUTERÓW VAX FIRMY DIGITAL EOUIPMENT CORPORATION

Przedstawiono architekturą DNA (Digital Network Architecture) sieci 
DECnet i porównano ją z architekturą OSI/ISO sieci komputerowych. 
Dokonano przeglądu sprzętu i oprogramowani a stosowanego do budowy sieci 
DECnet-VAX oraz struktur topologicznych tej sieci. Scharakteryzowano 
system PSI umożliwiający wykorzystywanie publicznej sieci X.25 jako 
podsieci komunikacyjnej komputerów VAX z oprogramowaniem DECnet. 
Scharakteryzowano operacje, usługi sieciowe i zestawiono możliwości 
projektowania aplikacji sieciowych.

KOMPbKJTEPHAS CETb DECnet 5MPMU DEC

B cTaTte irpeacTaBjreHa apxwTexTypa DNA ceru DECnet u cpaeaeHO ee c 
apxMTeKTypon OSI/ISO KOMpi»Tepaax ceTeH. CosepueH irpocMOTp oćopyaoBaHMA 
u ttporpaMMHoro oóecireMeHHS łpuMeaaeMoro irpn TrocTponxe ceru DECnet-VAX, 
a Taxxe tottojtoĆHHecKMX CTiryKTyp stost ceru, ^aaa xapaxTepncTUKa cwcTeMH 
PSI aaioiiten bO3moxhocti ncTrojTLSosaHws o6iqeflocTyrrHOH ceru X. 25 b KasećTse 
KOMMyHWKagnoHHOH TroaceTM komttłlorepoB VAX c irporpaMMHMM oóecireseHMeM 
DECnet. ^Ha xapaxTepncTMKa oirepaijMh u ceTeBHK ycjryr, a raxxe 
irpeflCTaBjreHH bo3moxhocth irpoeKTwpoBaHMSi cbtbbhx azirjruKaqnn.
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Jacek GRUBER* Lokalna sieć komputerowa,
Leszek Z. MISIURA* rozproszony system przetwarzania

danych, badania czasowe

BADANIA PRZYDATNOŚCI LOKALNEJ SIECI MIKRCSCOMPUTEROWEJ 

iONET W SYSTEMIE ROZPROSZONEGO PRZETWARZANIA DANYCH ’KOMPAN’

, W pracy przedstawiono ilościowa, ocenę własności lokalnej sieci 
komputerowej WNET mikrokomputerów profesjonalnych zgodnych z 
IBM PC XT/AT pod kątem jej zastosowania w systemie KOMPAN. 
Rozważono zarówno rozwiązania komunikacji realizowane 
sprzętowo Cmetoda dostępu do sieciJ Jak i programowo Csieciowe 
mechanizmy transmisji^.

1. WSTĘP

Lokalne sieci komputerowe CLANJ umożliwiają bardziej efektywne 

wykorzystanie zasobów mikrokomputerów, stanowiąc system rozproszonego 

przetwarzania danych. Przykładem ciekawego profesjonalnego 'wykorzystania 

sieci LAN Jest rozproszony system KOMputerowego Projektowania Automatyki 

eNergetyczneJ CKOMPANJ budowany w Centrum Naukowo-Produkcyjnym 

Automatyki Energetycznej we Wrocławiu £61.
KOMPAN został zaprojektowany jako otwarty system wspomagania 

projektowania systemów sterowania procesami technologicznymi we wtórnym 

obiegu elektrowni Jądrowej oraz automatyki elektrowni konwencjonalnych. 

Celem systemu KOMPAN Jest : 

- wspomaganie opracowania projektu technicznego, 

- aktualizacja projektu technicznego w fazie opracowywania dokumentacji 

powykonawczej.

- wspomaganie kompletacji wyposażenia.

Biorąc pod tfwagę stawiane systemowi wymagania, tJ. : 

- odpowiednio duża liczba stanowisk pracy użytkowników, 

- mały czas oczekiwania na fizyczny dostęp do zasobów systemu,

w
Centrum Obliczeniowe, Politechnika Wrocławska
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- duża niezawodność funkcjonowania i odpowiedni system zabezpieczeń 
zasobów przy jednoczesnej dużej elastyczności ich udostępniania 
użytkownikom.

Jako środowisko pracy systemu KOMPAN wybrano lokalną sieć 
mikrokomputerową Cx-NET firmy Computex £71. Jest to kopia sieci 1O-NET 

firmy Fox Research CUSAi. Stanowiskami, systemu Cstacjami sieciJ są 
mikrokomputery personalne zgodne z IBM PC XT/AT.

W pracy dokonano oceny trafności wyboru sieci lokalnej 
mikrokomputerów Jako technicznego środka obliczeniowego wykorzystywanego 
w systemie KOMPAN. Jej przedmiotem Jest ilościowa ocena funkcjonowania 

sieci Cx-NET. W tym celu przeprowadzono eksperymenty na analitycznym 

modelu formalnym sieci. Uzyskane wyniki stanowią zbiór zaleceń 

dotyczących optymalnej alokacji komponent i zasobów systemu KOMPAN w 

środowisku sieciowym.

2. CHARAKTERYSTYKA SYSTEMU KOMPAN

System KOMPAN składa się z 18 podsystemów specjalizowanych, 
programu nagłówkowego oraz podsystemów wspomagania planowania dostaw 

£61. Otoczenie programowe systemu w środowisku sieciowym, stanowią : 

- Centralna Baza Danych CCBDJ wraz z procedurami dostępu, 

- programy narzędziowe, 

- systemy operacyjne stacji. 

- prywatne zbiory danych.
KOMPAN jest przeznaczony do.realizacji dwóch podstawowych klas zadań: 

projektowych i administracyjnych. Zadania te mogą realizować użytkownicy 
następujących kategorii: projektant. asystent, kreślarz, sekretarka, 

zaopatrzeniowiec, ekonomista, kierownik Cpracowni projektowej. Biura 

Generalnych Dostawi, program!sta/informatyk. Dla użytkowników
poszczególnych kategorii określono sposób korzystania z usług sieci, w 

tym z zasobów CBD.
W systemie KOMPAN można wyróżnić dwa podstawowe tryby przetwarzania 

informacji:
- tryb lokalny; przetwarzane są dane zgromadzone na dyskach twardych 

własnej stacji.
tryb zdalny; zbiory danych są sprowadzane poprzez sieć z CBD, 

przetwarzane, a następnie odsyłane do CBD oraz wyprowadzane Club niei 

na urządzenia zewnętrzne Cnp. drukarki, plotteryi.

W sieci jako środowisku systemu KOMPAN pracują dwa typy stacji: 

aj stacje centralne Cang. superstationsi - przechowują CBD oraz 
posiadają zasoby sprzętowe i programowe- udostępniane w trybie 

zdalnym innym stacjom. W trybie lokalnym mogą być Jedynie
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stanowiskami pracy projektanta.
b3 stacje robocze Cang. workstations3 - nie posiadają zasobów 

udostępnianych innym stacjom, a korzystają w trybie zdalnym z 

zasobów stacji centralnych. Są typowymi stanowiskami pracy

projektantów i administracji. Dla tych stacji istnieje możliwość 

pracy w trybie lokalnym.
Wyposażenie stacji poszczególnych typów przedstawiono szczegółowo w t4J.

3. BADANIA MODELOWE SIECI CX-NET

W celu oceny przydatności sieci Cx—NET Jako środowiska systemu 

KOMPAN wykonano eksperymenty:

13 Weryfikujące parametry techniczne sieci Cx-NET>

23 Wyznaczające parametry eksploatacyjne systemu,
33• Pozwalające ustalić optymalne konfiguracje systemu w kolejnych 

etapach Jego rozbudowy.
Eksperymenty pierwszej grupy polegały na wykonaniu szeregu obliczeń 

bazujących na zasadach przesyłania danych w sieciach lokalnych z 

dostępem CSMA/CD 12,33.
Drugą i trzecią grupę eksperymentów wykonano za pomocą analitycznej 

metody przybliżonej opisanej w 11,33. Dane do tych eksperymentów 

przyjęto z założeń systemu KOMPAN dotyczących: liczby i typu stanowisk 

pracy, rodzaju przesyłanych siecią danych Ctransmisje interakcyjne i 

transmisje zbiorów! i częstości ich przekazywania pomiędzy stacjami, 

rodzaju wykorzystywanych usług sieciowych itp. C63.

Wszystkie eksperymenty wyznaczające parametry eksploatacyjne 
systemu zostały wykonane, dla przewidywanej Jako końcowa wersji systemu 

w środowisku sieciowym o pokazanej na rys. 3.1 konfiguracji. w warunkach 

największego obciążenia sieci, tzn. gdy siecią Jest przesyłanych dużo 

zbiorów w krótkich odstępach czasu.

3. i ■ Omówienie badań

W punkcie tym podano Jedynie krótką charakterystykę 

przeprowadzonych badań, natomiast dokładny opis poszczególnych 

eksperymentów, uzyskane wyniki oraz ich ocena znajduje się w [43.

Parametry techniczne sieci
Zweryfikowano dwa podstawowe parametry techniczne siaci Cx-NET: 

szybkość transmisji równą i Mb/s oraz długość ramki równą 312 bajtów. W 

tym celu wyznaczono obciążenie sieci przy transmisji zbiorów różnej 

długości Cod i kB do 512 kB3. Jako kryterium poprawnego doboru wartości 

parametru przyjęto, że obciążenie sieci nie powinno przekraczać SOK Jej 



teoretycznej przepustowości.

Na podstawie uzyskanych wyników stwierdzono, że obowiązujące w sieci 
Cx~NET: szybkość transmisji i długość ramki gwarantują jej poprawną 

pracę w systemie KOMPAN.

Parametry eksploatacyjne K O M P A N 'a
Tą grupę eksperymentów przeprowadzono w celu oszacowania 

maksymalnej' intensywności zgłoszeń użytkowników po usługi sieciowe oraz 

ustalenia dopuszczalnej długości zbiorów przesyłanych przez sieć.
Maksymalna intensywność zgłoszeń użytkowników została wyznaczona w 

zależności od przepustowości i opóźnienia tranzytowego sieci, 

otrzymanych przy transmisji zbiorów o różnych długościach. Na podstawie 

uzyskanych wyników Crys. 3.2, 3.35 ustalono. Jako obligatoryjną dla

dalszych eksperymentów, intensywność zgłoszeń, przy której nie są 

przekroczone obie miary Ctabela 3.15.
Dopuszczalną długość zbiorów przesyłanych przez różnych użytkowników 

wyznaczono w oparciu o przepustowość Crys. 3.45. Stwierdzono, że przy 

zakładanej konfiguracji sprzętowo - funkcjonalnej KOMPAN’a Ci stacje 

centralne, 8 stanowisk projektowych, 18 stanowisk administracyjnych5 

dopuszczalne długości zbiorów wynoszą odpowiednio: 

- 512 kB dla stanowiska projektowego, 

- 16 kB dla stanowiska administracyjnego, 

co w pełni odpowiada potrzebom tego systemu £63.

K o n figuracje systemu K O M P A N
Ponieważ konfiguracja sprzętowa sieci ma być rozwijana równolegle z 

rozbudową zasobów programowych i. CBD systemu KOMPAN, przeprowadzono 

dodatkowe badania ustalające optymalne konfiguracje systemu na 

poszczególnych etapach Jego rozbudowy'. Dla wykonania tych badań przyjęto 

z £63 , że: 
- sesja trwa średnio 30 minut, 
- m stanowiskach projektowych są przesyłane do/z bazy danych zbiory o 

długości 512 kB Cdwa razy w ciągu sesji 5, a na administracyjnych o 

długości 16 kB C5 razy w ciągu sesjiS,
- pozostałe transmisje Cpoczta elektroniczna, biuletyny itp. 5 wymagają 

ok. 1O % czasu wykorzystania sieci przez poszczególne stanowiska.

Po wyznaczaniu czasów transmisji zbiorów na różnych stanowiskach, przy 
założonym rozmieszczeniu CBD, uzyskano ilość stanowisk projektowych i. 

administracyjnych w zależności od liczby funkcjonujących stąc w. 

centralnych Ctabel a 3.25.



Wymagania na pamięć dyskową
Przewidywane zapotrzebowanie na pamięć dyskową systemu KOMPAN 

wynosi ok. 170 MB, z czego 130 MB dla przechowywania 'projektowej’ bazy 

danych, a ok. 40 MB dla bazy ‘administracyjnej’ tBJ. Przeprowadzone 
wcześniej eksperymenty pozwoliły ustalić rozmieszczenie baz danych w 

stacjach centralnych, dzięki czemu uzyskano wymagania na pojemność 

dysków twardych dla tych stacji. Okazało się. że aby zrealizować 
zapotrzebowanie systemu na pamięć masową z zalecanym rozmieszczeniem CBD 

należy posiadać dwa dyski po 80 MB każdy oraz Jeden 40 Mbajtowy.

4. PODSUMOWANIE

Badania analityczne sieci lokalnej Cx-NET pozwoliły w pełni ocenić 

jakość jej funkcjonowania w warunkach rozproszonego systemu 

przetwarzania danych KOMPAN.
Uzyskane z eksperymentów wyniki potwierdziły trafność wyboru tej sieci 
dla potrzeb KOMPAN’a. Spełnia ona wszystkie stawiane przez projektantów 

systemu wymagania w sposób zadowalający.
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STUDIES OF FUNCTIONAL PROPERTIES 0F THE i ONET MICROCOMPUTER

LOCAL AREA NETWORK IN KOMPAN SYSTEM t

I r> the paper the quanti tati ve evaiuation of the properties of the 
local area network 10NET of IBM PC XT/AT compatible miorocomputers, from 
the point of vi ew of i ts application in the KOMPAN system of the control 
blocks of nuclear power stations, has been presented.
The communication methods accomplished by hardware Ca method of the 
access to the networks as wel 1 as accomplished by software Cnetwork 
transmission meehanisms> have been discussed.
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MCCnEflOBAHHH OTHOCHTEHBHO nPHrOJJHOCTW MMKPOKOMniOTEPHOB HOKAJ1BHO8

CETH lONET B CHCTEME PACnPEBEHEHHOa OBI1ABOTKM RAHHmX "KOMPAN”

B paSoTe npepcTasneHa KonHiecTBtteHHaa oiteHKa cboSctb noKajitHO# 
KOMHBIOTepHOft C6TH 1 ONET nepCOHaHbHMK MMKpOKOMnbKTepOB COBMBCTHMbIX C IBM 
PC XT/AT c tohkh speHM ee npBMeHBeHM b CHCTeKe KOMPAN.
PaccHOTpeHbi pemeHHB KOMMyHHKaiiHH peanH3OBaHHbix Kat annapaTHbiM Cmsto^ 
flOCTyna k cbth), tsk h nporpaMMHbiMCceTesbie MexaHH3Mbi TpaHCMMccHHOnyTeM.

Tabela 3.1. Intensywność zgłoszeń dla różnej kategorii użytkowników

aJ wartość maksymalna zależna od przepustowości
b? wartość maksymalna zależna od opóźnienia tranzytowego
cl wartość przyjęta dla następnych eksperymentów

Table 3.1. Entries rates for the various classes of users
a2> maximal values determined in dependence on the throughput
b3 max±mal values determined in dependence on the transit delay 
c} the user entries rates as values for next experiments

Długość 

zbioru i KB 3

Intensywność zgłoszeń £l/s] Typ 
stanowiskaaj b3 cJ

0 1/1 1/2 . 1/5 administra-
18 1/2 1/3 1/5 cyjne
32 1/3 ' 1/4 1/5

64 1/4 1/7 1/10 projektowe
128 i/e 1/10 1/20
236 1/15 1/14 1/30
512 1/30 1/20 1/60

Tabela 3.2. Dopuszczalna liczba stanowisk dla różnych konfiguracji 

systemu KOMPAN
Table 3.2. Admlssible number of stations of the KOMPAN system

Typ stanowiska 

pódległego

Liczba stacji centralnych

2 3

projektowe 4 6 8 4 6 8 4 6 8

admini stracyjne 14 7 1 16 10 4 24 15 6
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ZARZĄDZANIE WARSTWĄ KOMUNIKACYJNĄ SIECI KOMPUTEROWEJ

W artykule przedstawiono ogólny model zarządzania warstwą komunika­
cyjną w DTE sieci komputerowej. Podstawowym celem zarządzania jest 
niedopuszczenie do negatywnych skutków przeciążenia sieci. Jako 
przykład przedstawiono mechanizmy ochronne warstwy sieciowej w mi- 
krohoście realizowanym przez Centrum Obliczeniowe.

1. WSTĘP
Zarządzanie warstwą nie podlega standaryzacji w opisie modelu 

ISO/OSI 51, stąd literatura np.£l,2j, dotycząca sieci komputerowych nie 
precyzuje bliżej tych funkcji. W konkretnej implementacji należy okre­
ślić następujące zagadnienia: 
- cele zarządzania warstwą, 
- funkcje realizowane przez zarządzanie warstwy, 
- współpraca z zarządzaniem warstw sąsiednich i zarządzaniem globalnym.

Celem artykułu jest próba zdefiniowania ogólnego modelu zarządzania 
warstwą, który byłby przydatny dla warstw komunikacyjnych, tj. od linio­
wej do transportowej włącznie. W artykule przedstawiono również przykład 
implementacji zarządzania dla warstwy sieciowej, będącej elementem mi- 
krohosta realizowanego obecnie przez Centrum Obliczeniowe.

2. CELE ZARZĄDZANIA

Jednym z podstawowych celów zarządzania jest zapewnienie poprawne­
go zachowania się warstwy w warunkach konkretnej implementacji począwszy 
od włączenia urządzenia do sieci aż do końca pracy. Standardy protokołów 
każdej warstwy wydają się całkowicie gwarantować poprawną transmisję da­
nych, jednakże abstrahują od ograniczeń implementacyjnych, jak np. 
ograniczenie pamięci lub błędy sprzętowe i programowe. Brak konrroli 
może doprowadzić do sytuacji w której warstwa nie może wysłać ani przy­
jąć żadnej jednostki protokółowej. Ponieważ może się to zdarzyć w dowol- 

*Centrum Obliczeniowe Politechniki Wrocławskiej 
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nej chwili czasowej,warstwa może zachowywać się nieoczekiwanie, tzn. wy­
słać pewne komunikaty do warstw wyższych, a do sieci nie,lub odwrotnie 
(np. z powodu braku pamięci). Doprowadzić to może w najgorszym przypadku 
do utraty informacji lub blokady,lub co najmniej do znacznego pogorsze­
nia pracy sieci jeśli wymuszone będą retransmisje. Jednym z podstawowych 
celów zarządzania warstwą powinno być zabezpieczenie przed tego rodzaju 
zdarzeniami.
Zarządzanie może również zmieniać efektywność działania sieci drogą ste­
rowania przepływem. Korzystając z dostępnych danej warstwie środków może 
ona przyspieszać lub zwalniać strumień przesyłanych przez nią informacji. 
Uzależniać to powinna od aktualnych parametrów jakości sieci oraz od in­
nych danych, jak np. żądań użytkowników.
Istotnym zadaniem szeroko pojętego zarządzania jest zbieranie danych 
o zdarzeniach występujących w warstwie i ich parametrach. Dane te wyko­
rzystywane są w trybie on-line i off-line. Tryb on-line oznacza, że da­
ne zdarzenie wywołuje natychmiastową reakcję ze strony warstwy, natomiast 
tryb drugi wykorzystywany jest dla celów statystycznych i badawczych.

3. NARZĘDZIA I METODY ZARZĄDZANIA

W zarządzaniu warstwą można wyróżniać następujące problemy: 
- zbieranie i pamiętanie informacji dla celów zarządzania, 
- środki oddziaływania na otoczenie, 
- inicjacja akcji zarządzających, 
- algorytmy decyzyjne zarządzania.

Zarządzanie korzysta z danych znajdujących się w strukturach lokal­
nych węzła niezbędnych dla poprawnego przepływu informacji przez, warstwę 
zgodnie z zaleceniami i protokółami ISO/OSI. Pierwszy z tych problemów 
polega na zdefiniowaniu w ogólnej strukturze danych lokalnych warstwy 
dodatkowych danych niezbędnych do przechowywania wybranych informacji 
dla celów zarządzania, a t&że określenia momentu i sposobu ich aktuali­
zacji. Oczywiście lokalizacja tych dodatkowych danych powinna być roz­
proszona i związana na ogół z najniższą rozróżnialną jednostką ciągu 
informacyjnego na danym poziomie. Na przykład dla warstwy liniowej ta­
ką jednostką jest linia, a dla warstwy sieciowej - połączenie. Część 
z tych danych nie związanych z taką jednostką może być zlokalizowanych 
w danych globalnych warstwy.
Dla warstwy sieciowej struktura danych dla zarządzania została przedsta­
wiona- w tabeli i.
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Tabela 1

Rodzaj informacji Moment aktualizacji Lokalizacja

Liczba zajętych 
buforów

Pobieranie i zwal­
nianie buf Globalna

Liczba typów 
pakietów

Odebranie pakietu 
danego typu Na połączeniu

Liczba typów 
prymitywów

Odebranie prymitywu 
danego typu Na połączeniu

Kody diagnost. 
Przyczyny błędu

Odebranie pakietu
CLEAR, RESET, RESTART Na połączeniu

Czas przyjścia 
ostatniego pak.

Odebranie 
pakietu Na połączeniu

Kolejnym problemem, wymagającym określenia są środki, którymi za­
rządzanie może się posługiwać aby oddziaływać na otoczenie. Możliwe są 
następujące rozwiązania:
- wykorzystanie środków danych przez protokół warstwy w celu oddziaływa­

nia na bliźniaczą warstwę w zdalnym DTE,
- zdefiniowanie dodatkowych prymitywów lokalnych, służących do komunika­

cji z sąsiednimi warstwami,
- określenie współpracy z zarządzaniem globalnym DTE/DCE.

Przykładowo zarządzanie warstwą sieciową minihosta może komuniko­
wać się z otoczeniem wykorzystując:
- pakiety RR, RNR, RESET, CLEAR, RESTART, którymi może wstrzymać transmi­

sję pakietów z danymi na dowolny czas, zerować połączenie, aw skraj­
nych przypadkach rozłączyć jedno lub więcej połączeń,

- prymitywy lokalne do warstwy liniowej oraz do warstwj' transportowej 
za pomocą których blokuje się nadsyłanie prymitywów z danymi (mecha­
nizm regulujący przepływ danych na styku warstw),

- komunikaty do zarządzania globalnego realizowane na wzór prymitywów 
międzywarstwowych.

Zarządzanie warstwą w oparciu o posiadane informacje oraz przy uży­
ciu zdefiniowanych wcześniej środków oddziaływania realizuje określone 
procedury, z których najważniejsze to:
- Ustawienie stanu gotowości do pracy łącznie z zapewnieniem dostępności 

usług warstw niższych. Inicjacja globalna.
- umniejszenie napływa danych z warstw wyższych z powodu trucncsci wy­

srania pakietów i związanego z tym gromadzenia się pakiet:w. Inictst,. 
samoistna.



- Zmniejszenie napływu danych z warstwy niższej z powodu trudności wy­
słania prymitywów. Inicjacja samoistna.

- Zatrzymanie napływu danych ze zdalnego DTE na określonym połączeniu 
z powodu trudnej sytuacji w gospodarce pamięcią. Inicjacja samoistna.

- Zerowanie jednego lub kilku połączeń w celu zwolnienia pewnego obszaru 
pamięci niezbędnego dla poprawnego zrealizowania jakiejś_operacji 
w warstwie. Inicjacja samoistna.

- Rozłączenie jednego lub kilku połączeń nieaktywnych aby umożliwić na­
wiązanie nowego połączenia. Inicjacja samoistna.

- - .Restart warstwy w przypadku uszkodzenia struktury danych. Inicjacja 
samoistna lub globalna..

Oprócz tego rodzaju samodzielnych działań niektóre akcje zarządzania 
warstwą mogą być inicjowane przez zarządzanie globalne poprzez odpowied­
nie komunikaty. Wyżej przedstawione akcje mogą byó rozszerzone o inne 
procedury w zależności od stopnia złożoności zaimplementowania protokołu, 
tzn. czy zrealizowano jedynie obowiązkowy protokół, czy też zaimplemento­
wano wszelkie możliwe opcje tego protokołu. W tym drugim przypadku zarzą­
dzanie ma większe możliwości wpływu na otoczenie, ale także dodatkowe o- 
bowiązki sterowania przepływem, negocjacji parametrów jakości usług itp.

4. ZAKOŃCZENIE

Funkcje zarządzania warstwą nie są zdefiniowane w protokołach po­
szczególnych warstw. Mogą one wydawać się zbędna przy pracy w nieprzecią- 
żonej sieci, braku błędów zarówno w hardwerze jak i softwerze i przy nie­
ograniczonej pamięci. Dlatego przy projektowaniu urządzeń sieciowych 
często problemy związane z zarządzaniem zarówno globalnym jak i poszcze­
gólnymi warstwami są często pomijane. W warunkach realnej prący może o- 
kazać się, że tylko docrae zaprojektowane zarządzanie może uchronić 
sieć przed niekontrolowanym upadkiem lub co najmniej nieefektywnym dzia­
łaniem, co bardzo obniża ocenę działania sieci w oczach użytkownika.
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Layer Management of a Computer Network

In the paper a layer management service of a communication network 
is considered. Two major proolems of it are pointed out: conges- 
tion and deadlock. The management service of network level is 
shown as an example.
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KRAKOWSKA AKADEMICKA SIEĆ TELEINFORMATYCZNA - 
KONCEPCJA I ZAŁOŻENIA PROJEKTOWE

W pracy przedstawiono koncepcję oraz założenia projektowe sieci 
teleinformatycznej dla potrzeb uczelni Krakowa. Uwzględnia ona 
aktualne warunki ekonomiczne oraz możliwości szkół wyższych, 
a także istniejące, przede wszystkim technologiczne, ograniczenia. 
Zbadano również możliwości ewolucji sieci oraz jej perspektywiczne 
zastosowania.

1. WSTgP
Rozproszenie zasobów komputerowych już od dłuższego czasu wywołuje 

i potęguje potrzebę ich integracji. Jest ona szczególnie istotna tam, 
gdzie praca zależy od wielu służb oraz informacji zbieranych z różnych 
źródeł. Rozwiązaniem jest sieć teleinformatyczna umożliwiająca intensy­
fikację działalności instytucji oraz zmniejszenie kosztów komunikacji 
(wewnętrznej i zewnętrznej ) fi] , [4] , [5] , [ó] , [7] .

2. ZAŁOŻENIA PROJEKTOWE
Zasoby komputerowe krakowskich uczelni są zdecentralizowane i po­

nadto rozproszone w obrębie całego miasta (zob. [5] ). Brak wzajemnych po­
łączeń prowadzi do słabego (w porównaniu z potencjalnym) wykorzystania 
sprzętu oraz do ograniczenia liczby i rodzajów usług, które mogłyby być 
potencjalnie dostępne. Brak możliwości zaspokojenia wszystkich potrzeb 
użytkowników oraz różnorodność sprzętu i oprogramowania wymuszają szuka­
nie nowych rozwiązań prowadzących do wykorzystania rezerw mocy oblicze­
niowej, wymiany oprogramowania, baz dynych itd. W tym celu analizuje się 
możliwości budowy akademickiej sieci komputerowej integrującej zasoby 
informatyczne poszczególnych uczelni Krakowa, a w perspektywie, również 
instytutów naukowo-badawczych. >/ projekcie przewidziano stworzenie jed­
nej sieci rozwijanej i modernizowanej krok po kroku, która połączy mię­
dzy sobą wszystkie zasoby komputerowe, m.in. projektowane sieci lokalne

Katedra Telekomunikacji, Akademia Górniczo-Hutnicza, Kraków
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AGH, UJ i innych uczelni, oraz umożliwi dostęp do powszechnej sieci 
z komutacją pakietów [7] oraz Krajowej Akademickiej Sieci Komputerowej [2], 
&] » [5]• Instalacja projektowanej sieci komputerowej powinna umożliwić: 
- dostęp z dowolnej końcówki (np. LSBT, TTY, itp.) do każdego komputera 

dołączonego do sieci oraz do wszystkich rodzajów usług (biblioteki 
oprogramowania, bazy danych itd,), tzn. pełną wzajemność połączeń, 

- wspólne użytkowanie miejscowych drogich urządzeń peryferyjnych (dru­
karki,, plotery, itp.),

- zcentralizowaną realizację dostępu do powszechnej sieci z komutacją 
pakietów oraz sieci KASK i innych sieci,

- zwolnienie central telefonicznych z zadań transmisji danych tak szybko 
jak to będzie możliwe,

- wysoką niezawodność oraz szybkość transmisji danych z końcówki użytkow­
nika nie mniejszą niż 9.6 kBaud,

- minimalizację opóźnień transmisyjnych oraz przestojów sieci,
- możliwość zaspokojenia wszystkich potrzeb dotyczących komunikacji 

w obrębie projektowanej sieci przynajmniej w ciągu 15-tu lat po jej 
uruchomieniu.

Projektowana sieć powinna również odpowiadać zaleceniom ISO/OSI dotyczą­
cym tzw. otwartej struktury sieci (zob. [6]) oraz wykorzystywać dostępny 
w kraju sprzęt (urządzenia, wyposażenie).

3. WYBÓR PODSIECI KOMUNIKACYJNEJ
W projektowanej sieci można przyjąć jedno z kilku podstawowych, 

konkurencyjnych w stosunku do siebie rozwiązań podsieci komunikacyjnej: 
- wydzielona automatyczna centrala telefoniczna [4] , 
- wydzielona sieć z komutacją pakietów, wykorzystująca protokół X.25, 
- szerokopasmowy kabel współosiowy, tzn. rozwiązanie typu sieci ETHERNET 

lub sieci pętlowej (zob. [6] ),
- system szerokopasmowy typu CATV (Community Antenna Television)(zob. [4]), 
- system radiowy z komutacją pakietów (zob. [6] ), 
Dokładną analizę przydatności powyższych rozwiązań podsieci komunikacyj­
nej dla lokalnych uczelnianych sieci komputerowych przedstawiono w pracy 
[5] . Wykazano tam, że w przypadku poszczególnej uczelni, Jak również śro­

dowiska międzyuczelnianego, najbardziej korzystnym rozwiązaniem w warun­
kach Krakowa jest system typu CATV. Jest on znany od ponad 20 lat. Wypo­
sażenie konieczne do instalacji systemu jest produkowane masowo. Z elek­
trycznego punktu widzenia, podsieć komunikacyjna oparta na tym systemie 
Jest w stanie objąć obszar o średnicy do 50 km (zob. [4]). Łatwość rozbu­
dowy oraz implementacji takiej sieci zwiększa jej atrakcyjność w przy­
padku długofalowego planowania rozwoju i działalności poszczególnych 
uczelni. Ten system nie jest niestety pozbawiony mankamentów (zob. [4]) 
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dotyczących np. dostępu do kabla w ramach protokołu CSMA/CD, a w szcze­
gólności wpływu opóźnień propagacji sygnału na mechanizm wykrywania ko­
lizji. Zmniejszanie się kosztów mikroprocesorów powinno zwiększać konku­
rencyjność tego systemu w stosunku do pozostałych rozwiązań podsieci ko­
munikacyjnej [4], [s].

4. INSTALACJA SIECI KOMPUTEROWEJ
4.1. Pierwszy etap implementacji sieci
W pierwszym etapie instalacji sieci przewidziano połączenie całego 

sprzętu (o istotnym znaczeniu) w celu uzyskania doświadczeń przy wstęp­
nej eksploatacji systemu. W tym celu należy wykorzystać istniejące i eks­
ploatowane łącza ŚCO "Cyfronet" oraz czasowo wydzierżawić jedynie trzy 
dodatkowe łącza z powszechnej sieci telefonicznej. Ta prosta konfigurac­
ja powinna być stosunkowo niezawodna. Długość głównych łączy będzie się 
wahać od O.J do 6 km, natomiast pozostałych od 1.2 do 12 km. W celu wy­
korzystania pełnej mocy obliczeniowej głównych komputerów przewidziano 
zastosowanie procesorów czołowych.

4.2. Instalacja sieci szerokopasmowej
Druga faza implementacji sieci międzyuczelnianej powinna rozpocząć 

się jednocześnie z pierwszą (wyżej opisaną). Obejmuje ona położenie kab­
la współosiowego między AGH i ŚCO "Cyfronet" oraz jego przedłużenie do 
UJ i AR. Ten etap winien zakończyć się okablowaniem budynków ww uczelni. 
Jednocześnie należałoby w ŚCO lub AGH zainstalować radiowe urządzenia te­
letransmisyjne umożliwiające przy pomocy kanałów radiowych dostęp do sie­
ci szerokopasmowej jej pozostałym użytkownikom. Przewidziano również cza­
sowe zastosowanie komutowanych połączeń modemowych sterowanych mikropro­
cesorowo do tych maszyn, które nie zostałyby od razu włączone do sieci 
szerokopasmowej. Łącza dzierżawione będą wykorzystywane do zakończenia 
instalacji całej sieci, co pozwoli porównać je z mikrofalowymi łączami 
radiowymi, ocenić zasadność ich stosowania w projektowanej sieci oraz 
uzyskać doświadczenia w praktycznej eksploatacji systemu szerokopasmowe­
go i różnych technik komunikacji komputerowej. Rozbudowa sieci obejmuje 
przedłużenie kabla współosiowego z AGH do WSP i PK, a w perspektywie do 
AE i AM. Na tym etapie rozwoju sieci przewidziano instalację sprzęgu sie­
ci szerokopasmowej z siecią KASK, z powszechną siecią z komutacją pakie­
tów i z innymi sieciami. Ażeby uniknąć zakłóceń występujących w łączach 
miejscowych, Implementację tego sprzęgu przewidziano w międzymiastowej 
centrali telefonicznej. W przyszłości szerokopasmowa sieć międzyuczelnia­
na powinna objąć jedną lub dwie uczelniane lokalne sieci komputerowe, 
czyli całość zasobów, zapewniając tym samym realizację wszystkich potrzeb 
środowiska akademickiego dotyczących komunikacji komputerowej, przetwa-
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rzania informacji oraz baz danych.
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DATA COMMUNICATION NETWORK FOR THE UNIVERSITIES IN CRACOW

The reasons of development as well as the design aspects of a data 
communication network for the universities situated in the city of 
Cracow are considered. A solution is based on the actual economic 
conditions and possibilities of these institutions and takes into 
account technological limitations. Trends of evolution and further 
application of this network are examined too.
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PROBLEMY SYNCHRONIZACJI W STACJI TRANSFERU ZBIORÓW 

SIECI KOMPUTEROWEJ KASK

W pracy zostały omówione sposoby synchronizacji procesów w stacji 
transferu zbiorów sieci komputerowej KASK na tle ogólnych metod syn­
chronizacji procesów oraz uwarunkowań środowiska, w którym stacja 
transferu zbiorów powstała. Przedstawiono model synchronizacji pro­
cesów i jego realizację na potrzeby stacji. Krótko omówiono zalety 
proponowanego podejścia.

1. PROBLEMY SYNCHRONIZACJI W STACJI TRANSFERU ZBIORÓW

Wraz z powstaniem możliwości i potrzeb tworzenia oprogramowania 

złożonego z kilku procesów traktowanych jako programy sekwencyjne, poja­

wiła się konieczność ich synchronizacji. Korzystają one zazwyczaj z pe­

wnych wspólnych zasobów, do których dostęp w danej chwili mogą mieć tyl­

ko niektóre z nich (często tylko jeden). W przypadku tworzenia programów 

działających współbieżnie, ich twórcy znajdują się w następującej sytua­

cji: z jednej strony dostępny jest im zbiór rnetod synchronizacji, z dru­

giej strony, środowisko programowe dostarcza pewne mechanizmy, przy po­

mocy których można synchronizować procesy. Usługi dostarczane przez sys­

tem operacyjny (środowisko) nie muszą być gotowymi do wykorzystania me­

chanizmami synchronizacji. W większości przypadków charakter oprogramo­

wania narzuca wybór pewnych metod synchronizacji.

Wydaje się, że współpracujące procesy można podzielić na dwie grupy 

różniące się sposobem synchronizacji:

1. procesy, które zasadniczo pracują niezależnie, tzn. praca innych 

procesów nie jest potrzebna do ich właściwego działania, korzysta­
jąc jedynie od czasu do czasu ze wspólnych zasobów środowiska (dru­

karek, dysków itp.). Przydziałami tych zasobów zajmuje się nadzorca 

systemu, rozwiązując problemy synchronizacji,
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2. procesy, które współpracując ze sobą wymieniają przetwarzaną Infoi— 

mację (np. procesy będące implementacją tej samej warstwy sieci pra­
cujące w różnych komputerach) .

Stacja transferu zbiorów, została zaprojektowana Jako zbiór współ­
pracujących ze sobą akcji i podakcji (procesów). System może powodować 

przechodzenie procesów w stan "niegotowe". Jeżeli muszą one na coś cze­

kać. Z jednej strony, oczekiwanym zdarzeniem może być na przykład: za­

kończenie operacji wejścia-wyjścia, odebranie odpowiedzi od operatora, 
upłynięcie pewnego odcinka czasu, uzyskanie możliwości modyfikacji zbio­

ru przetwarzanego równocześnie przez wiele zadań. Z drugiej zaś strony, 

proces może sama przechodzić w stan zawieszenia, oczekując na realizację 

pewnego zdarzenia, uzależnionego zazwyczaj od wykonania ściśle ustalo­
nych czynności przez współpracuJący z nim inny proces.

W stacji transferu zbiorów procesy współpracują ze sobą różnie, 
tzn. przez dostęp do wspólnych zasobów i przez wymianę komunikatów. 

Również ich synchronizacja Jest zróżnicowana 1 odbywa się częściowo bez­
pośrednio przez system operacyjny i częściowo przez stosowanie mechani­

zmów utworzonych tylko na potrzeby stacji. W stacji można wskazać nastę­

pujące miejsca, w których następuje synchronizacJa procesów:

1. Stacja wysyła i odbiera treść przesyłanych zbiorów. Musi być więc 
rozwiązany problem dostępu do zbiorów przez.stację 1 inne progra­

my. . W tym przypadku skorzystano z systemowego mechanizmu synchro- 

nlzacj i (makroinstrukcje superyisora ENQ 1 DEQ z odpowiednią nazwą 

regionu krytycznego [4]),

2. Ze stacją współpracują programy uruchamiane przez użytkowników sys­

temu transferu zbiorów, które wpisują zlecenia do kolejki. W tym 

przypadku również skorzystano z systemowego mechanizmu regionów 

krytycznych ustalając własną jego nazwę,

3. Stacja komunikuje się z Inną stacją. Tutaj synchron1zację zapewnia 

zastosowany protokół transferu zbiorów [5],
4. Procesy wchodzące w skład stacji komunikują się według własnych 

zasad.
Proces główny o nazwie STEROWANIE nadzoruje pracę stacji, pobiera 

zlecenia z kolejki zleceń, pośredniczy w przesyłaniu komunikatów do sie­

ci oraz komunikuje się z innymi -procesami stacji, którymi są:
a) proces ZEGAR Informujący o upływie kolejnego kwantu czasu,

b) procesy □ nazwie TRANSFER (praktycznie w dowolnej liczbie), które 

realizują protokół transferu zbiorów.
Utworzenie takiej struktury wynikło głównie z moż 1iwości podziału 

funkcji pomiędzy poszczególnymi modułami (procesami) oraz z tego, że sy­

stem OSr'MVT dostarcza środków do stosunkowo łatwego tworzenia programów 

w i e 1 oprocesor owych ''współbieżnych). Problemu, które twórcy musieli rps- 



128

wiązać sami ta:
a) definicja wspólnych struktur danych,
b) definicja własnego modelu synchronizacj1 zgodnego z potrzebami 1 

możliwościami rea11 żacyjnymi.

2. MODEL SYNCHRONIZACJI PROCESÓW

Przyjęto, że procesy będą przesyłać pomiędzy sobą żądania wykonania 

pewnych działań przez dwa kanały logiczne (po Jednym dla każdego kierun­

ku). Każdy kanał, do którego mają dostęp dwa procesy (nadawca i odbior— 

ca), może się znajdować tylko w Jednym z dwóch stanów:

1. kanał wolny - wtedy proces nadający może zainicjować żądanie wy­

konania pewnego działania (zbiór możliwych żądań Jest ustalany). 

Żądanie spowoduje zmianę stanu kanału na zajęty i uaktywnienie 

odbiorcy (jeśli był zawieszony),

2. kanał zajęty - wtedy proces odbierający może wykonać żądane dzia­

łanie zmieniając stan kanału na wolny (po Jego zakończeniu) . W 

tym stanie proces nadający nie może inicjować nadania kolejnych 

żądań.

W dowolnej chwili każdy z procesów może odczytywać stan kanału. 

Istotną cechą zastosowanego modelu synchron1zacj1 jest to, że żaden z 

procesów nie musi czekać ani na dotarcie żądania do odbiorcy, ani na do­

starczenie żądania od nadawcy. Ma to istotne znaczenie w przypadku, gdy 

proces STEROWANIE przesyła do procesu TRANSFER dane mające być zapisane 

na dysku, natomiast proces TRANSFER nie może zdążyć tych danych zapisać 

na dysku.

3. REALIZACJA MODELU SYNCHRONIZACJI PRDCESĆW

Do realizacji przedstawinneao modelu synchron1 zacji wykorzystano 
następujące mechanizmy i makroinstrukcje supervisora systemu JS/WT (ich 
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1. ECB - zmienna, z którą związany jest mechanizm zawieszania i 

uaktywniania procesów (podakcjl). Zawartość ECB wskazuje na to 
czy Jakiś proces jest zawieszony, może zostać zawieszony lub nie 

zostanie zawieszony,

2. POST (ECB) - makroinstrukcja supervisora, która uaktywnia proces 

zawieszony lub zapobiega zawieszeniu takiego procesu, gdy ten 
wykona makrolnstrukcJę WAIT (ECB). Proces identyfikowany Jest 

poprzez nazwę ECB.

3. WAIT (ECB) - makrolnstrukcja powodująca zawieszenie danego 

procesu, aż do momentu wykonania przez Inny proces 

makrolnstrukcj1 POST (ECB). Oczywiście proces nie będzie 
zawieszony, gdy ' wcześniej została wykonana makroinstrukcja 

POST (ECB).
Jak można się domyślić, wartość zmiennej ECB ustawiana jest przez 

system operacyjny.
Po to by wykorzystać opisane wyżej makroinstrukcje w celu 

realizacji przedstawionego modelu synchronizacj1, zdefiniowano wspólną 
strukturę danych. Poniżej została ona pokazana dla połączenia 

TRANSFER-STERDWANIE :

type
DZIAŁANIE = (puste,działanie1działanien); {odpowiada

1 stanowi kanału;
ECB = Integer;
POLE_SYNCHRONIZACJI = record

scb_sterowanla,
ecb_transferu : ECB;
kanał_transfer_sterowanie : DZIAŁANIE; 

end;

Na zmiennej x typu POLE_SYNCHRONIZACJI proces STEROWANIE działa 

według następującego schematu: 

wlth x do 
begl n 
ecb_sterowania := 0; 
wykonaj„początek; 
włiiłe true do 
begin 
walt (ecb_sterowania) ; 
ecb_sterowania : ~ 0;
{jeśli ecb„sterowanla=0, to wykonanie wa1t(ecb_sterowania) 
powoduje zawieszenie procesu } 

case kanał_transfer_sterowanie of 
wolny : ;

działanie,: if moż11we_wykonanie_dzla łan i a $ then 
begin
wykonaj_działanie1;
kana ł_t ransf er_s terować, le: =uo 1 ny;
post (ecb_transfer)
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end; {case) 

end; {wh ile} 

end; {with} 
Natomiast proces TRANSFER może żądać wykonania pewnej działania od 

procesu STEROWANIE tylko wtedy, gdy wartość zmiennej kanał_transfer_ste- 

rowanie = wolny, czyli kanał Jest wolny. Analogicznie został 

zdefiniowany kanał dla kierunku przeciwnego.

Warto zauważyć, że:
- proces nadający uaktywnia odbiorcę, jeśli ten jest zawieszony oraz 

uniemożliwia jego zawieszenie dopóki odbiorca nie sprawdzi stanu 

tego kanału,
- żaden z procesów nie musi aktywnie czekać w pętli na żądanie Innych 

procesów,
- proces nadający zawsze jest odwieszany (Jeśli był zawieszony) przez 

proces odbierający po zrealizowaniu żądania (jest w ten sposób 

Informowany o zrealizowaniu działania.

4. PODSUMOWAŃIE

Przedstawione sposoby synchronlzacj1 w stacji transferu zbiorów 

sprawdziły się w praktyce, ponieważ-
a) umożliwiły niezależne uruchamianie poszczególnych procesów (Rys.

b) nie doprowadziły nigdy do Jakichkolwiek problemów z synchronizacją 

w stacji,
c) stacja, pracując w warunkach pełnego obciążenia, wykorzystuje 

okcło 10Z czasu procesora, co wydaje się być wielkością 

dopuszczalną,
d) metoda synchronizacj1 pełni w oprogramowaniu stacji rolę metody 

strukturalnej. Wprawdzie nie następuje śyntaktyczne sprawdzenie 

poprawności metody, ale łatwe jest (co było robione) sprawdzenie 

"ręczne” tekstu programu,

e) jest Jednolitą dla całej stacji oraz Innych komponentów 

oprogramowania komputera obliczeniowego 1 nie zależy od liczby 

typów działań.

□kazało się też, że mimo braku nowoczesnego języka do programowania 

współbieżnego (np. Concurrent Pascala), można uzyskać podobny komfort 

programowania stosując się jecynle do pewnych reguł programowania '[1] 

(moduł STEROWANIE zakodowany został w Pascalu 360 ).
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SOME SYNCHRONIZATION PROBLEMS IN FILE TRANSFER STATION
□F COMPUTER NETWORK KASK

In the paper synchronlzatlon methods of processes In file t-ansfer sta- 
tlon are described. These methods are compared with generał synchro­
nlzatlon methods. Advantages of proposed methods are shortly depicted.
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BbMMC^TE^IHOPI CETM KASK
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TWORZENIE OPROGRAMOWANIA SIECIOWEGO
- PROBLEMY METODOLOGICZNE I TEORETYCZNE**

Przedstawiono fazy konstruowania programu, interpretacje pojęć 
specyfikacji i implementacji, ich związki, własności i sposoby 
dowodzenia. Omówiono problemy związane z wyborem metodologii 
tworzenia oprogramowania oraz wyborem Języków specyfikacji i 
programowania. Omówiono niektóre spośród tych zagadnień w 
kontekście systemów reaktywnych, a następnie zilustrowano Je 
przykładem specyfikacji i weryfikacji w CCS prostego protokołu 
komunikacyjnego.

1. WSTĘP !

1.1. Fazy konstruowania programu

Oprogramownie ma stanowić rozwiązanie problemu pochodzącego z 
konkretnej dziedziny zastosowań. Punktem wyjścia do tworzenia takiego 

rozwiązania Jest sformułowanie wymagań przez użytkownika oprogramowania. 

Podczas gdy program stanowi dobrze zdefiniowany obiekt, dziedzina 
zastosowań zwykle taką nie jest. Dlatego wymagania użytkownika, wyrażone 

w Języku takiej dziedziny, są najczęściej - w znacznym przynajmniej 

stopniu - nieformalne. Budowa programu, o którym można twierdzić, że 

jest programem poprawnym, tzn. stanowiącym rozwiązanie wyjściowego 

problemu, wymaga uprzedniego przedstawienia Jego formalnej specyfikacji, 

tzn. Jednoznacznego i wyczerpującego sformułowania wymagań użytkownika w 
pewnym Języku formalnym.

Z punktu widzenia inżynierii oprogramowania w konstruowaniu 
programu można wyróżnić trzy fazy [21,25,281:

Specyfikacja -----► Projekt ■---- > Implementacja
-X-
Centrum Obliczeniowe, Politechnika Wrocławska

Pracę zrealizowano w ramach CPBR 8.13 "Budowa Krajowej Akademickiej 
Sieci Komputerowej". cel nr 52. "Formalne metody specyfikacji i 
konstrukcji oprogramowani a sieciowego”.



Specyfikacja, opisując zachowanie programu z punktu widzenia 
użytkownika, stanowi ekstensjonalną charakterystyką programu. Opisuje 

ona co program ma robić, bez żadnych wskazówek Jak to osiągać. Projekt 

polega na określeniu struktury programu. Podejmowane są decyzje Jak 

osiadać cel i są; one wyrażane przy użyciu komponentów, o których wiadomo 

co robią, bez wnikania Jak to robią. Wreszcie implementacja polega na 
określeniu tego Jak działają poprzednio użyte komponenty.

1.2. Relatywność pojęć specyfikacji i implementacji

W praktyce każda z wymienionych faz może składać się z wielu 

etapów, przy czym niekiedy trudno jednoznacznie zaliczyć konkretny etap 

do jednej z faz [21,25,283. Przykładem umowności tego, czy dany opis 
traktować Jako specyfikację czy Jako Implementację Jest fakt, że w 

latach 5O-tych program w Pascalu,, czy też w latach 6O-tych program w 
Prologu mogłyby być traktowane Jako specyfikacja implementacji tworzonej 

w Fortranie. Przykład ten wskazuje, że gdy na dany opis patrzymy z 

punktu widzenia sposobu Jego działania traktujemy go Jako program, 

jeżeli zaś aspekt ten pomijamy, to traktujemy go Jako specyfikację.

Przyjmuje się, że proces tworzenia oprogramowania składa się z 

ciągu kroków [18,213:

z których pierwszy Jest specyfikacją wymagań użytkownika, następne są 

kolejnymi Jego rozwinięciami, a ostatni stanowi końcową
implementację. Schemat ten Jest wygodny do rozpatrywania problemów 

tworzenia oprogramowania. Dokładniej, będą rozpatrywane związki 

zachodzące pomiędzy dwoma sąsiednimi poziomami tego schematu. Z tego 

punktu widzenia obiekt S^ będzie traktowany Jako specyfikacja, natomiast 

S^+^ Jako implementacja.

1,3. Problemy

Ogólnie można wyróżnić problemy dotyczące:

- wyboru metodologii przechodzenia pomiędzy poziomami;

- przyjęcia na obu poziomach S^ oraz Jednego bądź dwóch

Języków,

- rozumienia pojęcia implementacji.

Celem artykułu jest krótkie omówienie wymienionych wyżej problemów. 

W dalszej części, w rozdziale 2, będą przedstawione problemy związane z 

tworzeniem specyfikacji wymagań użytkownika, rozdział 3 jest ogólnym 
przeglądem wymienionych wyżej problemów, a. pozostałe rozdziały 4 15 

odnoszą się do niektórych spośród tych problemów w kontekście tworzenia 

oprogramowani a sieci owego.
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2. TWORZENIE SPECYFIKACJI WYMAGAŃ UŻYTKOWNIKA

2.1. Co opisuje specyfj.kac.ia?

Specyfikacja opisuje zewnętrznie dostrzegalne efekty działania 

programu. Możliwe są dwa sposoby rozumienia tych efektów [223.
Pierwszy zakłada, że obserwowalne są zmiany stanów Cwartościowania 

globalnych zmiennych} programu. Takie podejście Jest stosowane w 

specyfikacjach programów transformacyjnych i programów reaktywnych, 

wykorzystujących do komunikacji zmienne dzielone. Programy 

transformacyjne to takie programy, które dla pewnego zestawu danych 
produkują pewien wynik, po czym kończą działanie. Specyfikacja w tym 

przypadku wyraża związek pomiędzy stanem początkowym a stanem końcowym 

programu. Programy reaktywne nie produkują określonego wyniku, lecz 

reagują na informacje kierowane do nich z otoczenia, w którym 

funkcjonują Cprzykładem progamów tego typu są systemy operacyjne, 

systemy rezerwacji biletów, poczty elektronicznej itp.}. Specyfikacje 

programów reaktywnych ze zmiennymi dzielonymi opisują zmiany wartości 

tych zmiennych w czasie.

Drugi sposób zakłada, że obserwowalne są interakcje pomiędzy 

programem a Jego otoczeniem, zachodzące w trakcie wykonywania programu. 

W tym przypadku specyfikacja przedstawia zbiór ciągów interakcji, które 

może dostrzec zewnętrzny obserwator programu 19,14,19,203. Takie 

rozumienie Jest stosowne przy opisie programów reaktywnych, 

współpracujących ze swym otoczeniem poprzez wymianę komunikatów.

2.2. Czym jest specyfikacja?

Obecnie w większości prac poświęcanych temu zagadnieniu 

[13,18,22,28,293 Jest wyrażany pogląd, że specyfikację należy traktować 

Jako teorię sformalizowaną. Bazą specyfikacji jest odpowiednio wybrany 

system logiczny np. logika klasyczna pierwszego rzędu, logika modalna i 

temporalna, logika klauzul Horn?, rachunek równości algebraicznych i 

wiele innych. Specyfikację tworzy się poprzez dołączenie do wybranego 

systemu logicznego symboli i aksjomatów pozalogicznych.

2.3. Sprawdzanie poprawności specyfikacji

Specyfikacja powinna w sposób zadowalający opisywać rozwiązywany 

problem, a o jej adekwatności decyduje oczywiście użytkownik, przy czym 

środki informatyczne mogą go częściowo wspomóc. Pierwsza kwestia dotyczy 
niesprzecznoścl specyfikacji. natomiast druga - Jej zupełności. 

Odpowiedzi na pierwsze pytanie - teoretycznie przynajmniej w pewnym 

zakresie - można udzielić automatycznie, natomiast na drugie pytanie 

można odpowiedzieć tylko empirycznie. Decyzje podejmuje tu użytkownik, 



zaś komputer może mu Jedynie udzielić pewnej pomocy. Pomoc ta może 

polegać na wykorzystaniu techniki szybkiego makietowania lub 
specyfikacji wykonywalnych [6,291.

Szybkie makietowanie polega na zbudowaniu możliwie prostego 
programu, który działa zgoonie ze specyfikacja,, chociaż może to czynić 
bardzo nieefektywnie.

Specyfikacje wykonywalne wykorzystuje się bądź do generowania 

twierdzeń wyprowadzalnych w teorii stanowiącej specyfikację, bądź do 
dowodzenia zadanych twierdzeń w tej samej teorii. W pierwszym przypadku 

użytkownik stwierdza czy wygenerowane twierdzenia są prawdziwe, tzn. 

mają właściwą interpretację, w konkretnej dziedzinie zastosowań, 
natomiast w przypadku drugim użytkownik zadając twierdzenie prawdziwe w 

dziedzinie zastosowań sprawdza czy ma ono dowód w specyfikacji.

2. 4. Mechanizmy strukturalizacji specyfikac ji

Drugi problem przy tworzeniu specyfikacji polega na tym. że rzadko 

udaje się utworzyć Ją w całości bez odwoływania się do innych obiektów 

wcześniej Już zdefiniowanych bądź takich, które dopiero będą 

definiowane. Wyłaniają się tutaj dwa postulaty: po pierwsze - chodzi o 

to, aby język specyfikacji dopuszczał takie odwoływania, oraz - po 

drugie - aby udostępniał odpowiednie mechanizmamy strukturalizaji 

specyfikacji. Tutaj także powszechnie Jest wyrażany pogląd, że 

paradygmatycznymi mechanizmami - strukturalizacji są mechanizm 

parametryzacji, realizowany przez moduły generyczne Cpoi i morficzneJ, 

oraz mechanizm wzbogacania CprefiksowaniaJ. Oba te mechanizmy znalazły 

zastosowanie w Języku algebraicznych specyfikacji abstrakcyjnych typów 

danych ACT ONE [121, który z kolei stał się fragmentem Języka formalnych 

specyfikacji standardów sieci komputerowych LOTOS [3,153.

3. PROBLEMY TWORZENIA OPROGRAMOWANIA

3.1. Podejścia do formalnej konstrukcji programów

Według Jonesa [161 w tworzeniu oprogramowania rozróżnia się trzy, 

nie zawsze rozłączne podejścia:

Podejście oparte na schemacie specyfikacja - projekt - weryfikacja 
polega na pisaniu specyfikacji i programu w odmiennych Językach. 

Poprawność implementacji zapewnia się przez udowodnienie zachodzenia 

odpowiednich związków pomiędzy specyfikacją a implementacją. Podejście 

to Jest bardzo oopuiame, a jego przykładami są systemy dowodzenia 

własności programów oparte na logice Hcare'a i licznych Jej 

uogólnieniach , logice dynamicznej, logice algorytmicznej , logice 

temporalnej [6,221.
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Podejście następne opiera się na transformacji specyfikacji. Jeżeli 

specyfikacja początkowa Jest 'wykonywalna, ale - być może - mało 

efektywna, wtedy jej przekształcenie, w drodze zabiegów syntaktycznych - 

z którymi niekiedy wląże się obowiązek dowodzenia poprawności ich 

stosowania - daje nową , bardziej efektywną specyfikację. Przykładem 

tego podejścia Jest projekt CIP. Innym celem transformacji specyfikacji 

może być zmiana reprezentacji z postaci abstrakcyjnej na postać bliższą 
końcowej implementacji Crozszerzenie konserwatywne £1815. Jeszcze innym 

celem może być uściślenie specyfikacji. Należy również wspomnieć o 

pracach, których celem Jest Jednolite spojrzenie na różne możliwości 

transformacji specyfikacji - chodzi tu głównie o pojęcie instytucji 

£13,283.
Ostatnie z podejść opiera się na matematyce konstruktywnej. 

Specyfikację uważa się tutaj za twierdzenie do udowodnienia a program 

uzyskuje się z konstruktywnego dowodu tego twierdzenia. Podejście to 
Jest nowym i chyba perspektywicznym kierunkiem badań. Przykładem 

zostosowańia tego podejścia do programów funkcyjnych 1 typów danych jest 

praca 1263. Jak dotąd podejście to nie znalazło jeszcze zastosowania w 

programowani u współbieżnym.

3.2. Język specyfikacji a język Implementacji

Druga grupa problemów tworzenia oprogramowania wynika z tego czy 

używa się Jako Języka specyfikacji i implementacji tego samego czy też 

różnych języków.
Użycie dwóch Języków praktycznie oznacza, że językiem specyfikacji 

jest Język logiczny a Językiem implementacji - Język programowania. 

Pomiędzy specyfikacją a programem powinna zachodzić relacja

spełniania , co będzie oznaczane przez sat £10,22,251.

Interpretacja tej relacji może być różna -1 zależy od klasy własności, 

które wyraża specyfikacja. Program który spełnia swą specyfikację nazywa 

się programem poprawnym.

Dwoma zasadniczymi problemami formalnymi tworzenia programów są tu 

problemy konstrukcji i weryfikacji. Problem konstrukcji polega na tym, 

aby znając specyfikację zbudować spełniający Ją program 

Natomiast weryfikacja polega na zbadaniu czy program S spełnia 

specyfikację . Wspólnym elementem dla obu problemów jest system 
dowodowy.

W podejściu JednoJęzykowysa zakłada się, że Język zawiera pewien 
fragment. który może być wykonywany. Początkowa specyfikacja w tym 

języku Jest ukierunkowana na określenie tego co program robi, bez 
zwracania uwagi na efektywność działania. Następnie poprzez serię 

transformacji specyfikacja jest przekształcana tak, aby ostatecznie 
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otrzymać akceptowalnie efektywną implementacja 110,221. Pomiędzy 

kolejnymi specyfikacjami S£, S powinien zachodzić związek inkluzji 
lub równoważności, co oznacza się S± eqv S£+1. Interpretacja tej relacji 

może być rozmaita i zależy od klasy porównywanych własności. Ogólnie 

podejście JednoJęzykowe charakteryzuje wykorzystanie środków 
algebraicznych 110,19,201.

3. 3. Po jęcia implementacji

Pojęcia implementacji. Jako przejścia od SA do S i, w ślad za 
tym, rozumienie relacji sat lub egy mogą być następujące 141.

Specyfikacja może być redukcją specyfikacji S±. Oznacza to

taką sytuację, gdy specyfikacja S ustala zachowania w tych 

przypadkach, w których specyfikacja S± dopuszcza wybór 

niedeterministyczny. Specyfikacja Si+i spełnia dwa następujące wymogi: 

- każde zachowanie działania S^ jest także dopuszczalnym działa­
niem S^ ;

- każde działanie, które S^odrzuca. Jest również odrzucane przez S^. 

Użyte powyżej pojęcie odrzucenia działania odnosi się tylko do systemów 

reaktywnych. Odrzucenie przez system pewnego działania, czyli pewnego 

ciągu interakcji oznacza, że w pewnym kroku takiego działania powstaje 
blokada systemu.

Specyfikacja S^ +1 może być rozszerzeniem S^. Związek ten zachodzi 

wówczas, gdy specyfikacja S^ Jest specyfikacją częściową. W tym 
przypadku dokonuje ustalenia tych zachowań, które są poza obszarem

definicji S^. Specyfikacja S^+< spełnia dwa warunki:

każde działanie, które Jest dopuszczalne przez S^ Jest także 

działaniem wykonywanym przez. si+i Cco nie wyklucza Jednak 
wykonywania Jeszcze dodatkowych działań};

- każde działanie, które S^odrzuca Jest także odrzucane przez

CS^^nie może odrzucać więcej zachowań niż czyni to S^D.

Specyfikacja S^ może być uściśleniem S^. W tym przypadku obie 
specyfikacje są równoważne ekstensjonalnie, tzn. reprezentują identyczne 

zbiory obserwowałnych zachowań. Różnica pomiędzy nimi polega na tym, że 

S wnosi dodatkowe szczegóły o wewnętrznej strukturze programu, 

przedstawiając go Jako kolekcję komponentów o mniejszym poziomie 

abstrakcji, czyli S^Jest pewną dekompozycją S^.

3.4. Własności implementacji i ich dowodzenie

Ogólnie o programie można formułować własności należące do dwóch 

klas: bezpieczeństwa i żywotności 1241. Własności bezpieczeństwa mówią o 

tym, że program nigdy nie znajdzie się w stanie niedopuszczalnym, tzn. 
"nie zdarzy się nic złego", na przykład program nie zerwie obliczeń. 
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bądź też Jeżeli zakończy się. to wyprodukuje spodziewany wynik 

Cpoprawność częściowa). Własność żywotności gwarantuje, że program 

osiągnie pożądany stan, tzn. "zdarzy się coś dobrego", na przykład 
program zakończy swe działanie. Zatem zależnie od klasy własności, 

których oczekuje się od programu, mówi się o różnych rodzajach 

poprawności programu S^+1 względem .
Dowodzenie ustalonych własności programu, a więc związku pomiędzy 

jego specyfikacją i implementacją prowadzi się w oparciu o system 

dowodowy. Stanowi on teorię formalną, której Język Jest “sumą" Językó / 

specyfikacji i programowania.
System dowodowy pcćnlen być niesprzeczny i - w miarę możliwości - 

zupełny. Niesprzeczność Jest konieczną własnością systemu i oznacza, że 

każde dwa programy S^, S*+^ semantycznie równoważne, co piszemy 
rem S’, równocześnie spełniają albo równocześnie nie spełniaj: danej 

specyfikacji S^ , tzn. Jeżeli S^sem S*+^ to sat S^ oraz sat

. Zupełność Jest pożądaną ale niekonieczną własnością i oznacza, że 

zachodzi implikacja odwrotna, tzn. Jeżeli S^ sat S^ oraz sat ,

to Si+1 sem S’+1.
Bardzo ważnym postulatem metodologicznym odnoszącym się do systemów 

dowodzenia własności programów Jest kompozycyjrość CmodniarnośćD . W>móg 
ten polega na tym, aby każdemu konstruktorowi CON operującemu na 

programach Człożenie sekwencyjne, równoległe, wybór, iteracja itp.3 

odpowiadał funktor FUN działający na specyf ikacjach taki, że Jeżeli 

^t .
to

CONCSt , , . . . ,S? , 3 sat FUNCS*... .S^b 
i +1 i +1 ------ i i

4. KONSTRUOWANIE SYSTEMÓW REAKTYWNYCH

4. 1. Co specyfikować?

Systery reaktywne, do których można również zaliczyć protokoły 
komunikacyjne: , zostały krótko opisane w p. 2. 1 System reaktywny z 

wymianą komunikatów można przedstawić Jako zbiór procesów, 

komunikujących się ze sobą i ze środowiskiem Cktóre również można 

potraktować jako proces) przez punkty interakcji zwane portami CRys.13.

Typy danych, przesyłanych miedzy procesami można specyfikować 

niezależnie od specyfikacji procesów, czyli 

specyfikacja systemu reaktywnego = 

specyfikacje abstrakcyjnych typów danych + specyfikacje procesów. 

Takie podejście zastosowano w Języku formalhych specyfikacji 

standardów sieci komputerowych LOTOS 15,151, w którym specyfikacje 

procesów są wyrażane w Języku, stanowiącym rozszerzenie Języka CCS
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I-----* —L I———I
bw P wet ax Q

Rys.l. Dwa współpracujące procesy P,Q 
Ca,4 - porty wejściowe, a,c, 2 - porty wyjściowe} 

Fig.l. Two interacting processes P,Q 
Ca,b - input ports, a.c,^ - output ports}

Milnera £201, a do specyfikacji typów danych Jest używany algebraiczny 

język ACT ONE £121. Niżej zostanie przedstawiony podzbiór języka CCS, 

który będzie wykorzystany w rozdziale 5 do specyfikacji prostego 
protokołu.

4. 2. CCS CCalculus of Communicatinq Systems}

CCS pozwala opisywać procesy, współpracujące ze sobą poprzez 

wymianę komunikatów, wysyłanych i odbieranych przez porty. W 
elementarnej interakcji uczestniczą dwa procesy. Jeśli są do niej gotowe 

Cmechanizm rendez-vous}. Np. proces Q na rys. 1 Jest gotowy do przyjęcia 

komunikatu przez port wejściowy a, a proces P Jest gotowy do wysłania 

komunikatu przez port wyjściowy a. Może więc nastąpić interakcja, 

polegająca na przesłaniu komunikatu z a do o, która przekształci oba 

procesy. Nazwy portów wejściowych można więc także interpretować Jako 

nazwy akcji, a odpowiednie nazwy portów wyjściowych Jako nazwy akcji 

sprzężonych, których jednoczesne wykonanie stanowi niepodzielną 

Interakcję.
Niżej zostanie opisana składnia podzbioru CCS Cbez przekazywania 

danych i zmian nazw portów}. Wykorzystywane są następujące oznaczenia: 

F = <P»Q,R,...> - zbiór procesów;
W = <X,y,Z,...> - zbiór zmiennych oznaczających procesy;
A = <a,b,c,...> - zbiór portów wejściowych Cakcji obserwowałnych};

Al = Ca.S.c,...} - zbiór po-tów wyjściowych Cakcji obserwowałnych 

sprzężonych} takich, że dla każdego aeA istnieje o.^ i 

odwrotnie, oraz a = a;
T — wewnętrzna akcja procesu, wykonywana przez proces

, autonomicznie 1 niewidoczna dla obserwatora zewnętrznego Cnie 

posiadająca akcji sprzężonej, czyli r = t} .
Niech m. oznacza dowolną akcję ze zbioru A U ff u <r>. Zbiór termów 

E = <E,F,...> Jest zdefiniowany następująco:
E :: = X | NIL | mjE | E+E | rec X. E | ExU | E|E 

gdzi e USA.
Termy CCS bez zmiennych wolnych przedstawiają procesy. Nieformalne 
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wyjaśnienie konstrukcji Języka ułatwi zrozumienie formalnych reguł, 

zadających semantykę. 
CIO. NIL - proces pusty, który nie Jest w stanie wykonać żadnej akcji. 

C23. mi E - proces, który może wykonać akcję m, po czym zachowuje się 

jak proces E.
C33. E+F - proces, zachowujący się Jak E lub F Cwybór Jest 

niedeterministyczny3 .

C43. rec X. E - rekurencyjna definicja procesu. Operator rec wiąże 

wszystkie wystąpienia zmiennej wolnej X w E.

C53. £XU - proces, zachowujący się Jak proces E z zakazem wykonywania 

akcji ze zbioru U.' Jeśli aeU to nie może on wykonać akcji a ani 

akcji sprzężonej a. Inaczej mówiąc, wszystkie porty ze zbioru U 

stają się portami lokalnymi procesu, niedostępnymi dla 

środowiska. Taki mechanizm abstrakcji umożliwia modularyzację 

systemów.

C63. £|F - równoległe złożenie procesów E i F z możliwością

komunikacji.
Semantyka operacyjna Jest zdefiniowana za pomocą przedstawionych 

niżej reguł wnioskowania. Zapis 
P Q

oznacza, że proces P może wykonać akcję m. i przekształcić się w proces 

Q.

C13. mE E

E E’ F F’
C 23. ------------------------- -------------------------

E+F E' E+F F'

Et rec X. E/X1 -^+ F
C 33 .

C43 .

rec X. E F

E F
-------------------------- m^U

ENU FXU

gdzie Etrec X. EFX1 oznacza wyrażenie E, 
w którym wszystkie wystąpienia zmiennej 
wolnej X zostały zastąpione wyrażeniem 
rec X. E

m, met]

E E' F F'
C53. --------------------------------- -------------------------------

£|F JL, E' |P E | p £|f

Konstruktor/ procesów są uporządkowane według malejącej siły wiązania:

5 . ► | , + , rec. Umożliwi to opuszczanie większości nawiasów w 
termach.
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Przykłady.

Cl 3. Proces P = rec X. a; X-Nb; NIL można również przedstawić za pomocą, 
następującego automatu 

co podsuwa jeszcze jedną interpretację termów CCS jako stanów systemu 

reaktywnego. Język CCS jest jednak znacznie bogatszy od języka teorii 
automatów* np. w procesie rec X. Ca; X|b; X3 ilość podprocesów wzrasta po 

każdej akcji, nie można go więc opisać za pómocą automatu skończonego. 

C23. Proces a;P|<x;Q może wykonać akcję a lub a, komunikując się ze 

środowiskiem CJeśli jest do tego gotowe), lub akcję t. Natomiast proces 

Cct; P jcl} Q3ay może, ze wąględu na ograniczenie <cł>, wykonać tylko akcję 
t, czyli Ca;P|£;Ox<a>-Jl<P|(^x<<a>.

4.3. Równoważność obserwacyjna i kongruencja obserwacyjna

CCS Jest Językiem, umożliwiającym opis systemu na rozmaitych 

poziomach abstrakcji Cp.1.23. Jest to typowe podejście JednoJęzykowe 
Cp.3.23 i wymaga zdefiniowania relacji równoważności dla procesów. 

Takich relacji może być wiele [71. Jedną z nich Jest zdefiniowana przez 
Milnera relacja równoważności obserwacyjnej . Mówiąc nieformalnie, dwa 

procesy są równoważne obserwacyjnie, Jeśli nie można ich odróżnić na 
podstawie obserwacji zewnętrznego zachowania Cnie bierze się pod uwagę 

t-akcji, które są niewidoczne dla obserwatora3.

Definicje.
*

C15. P _L» Q = 3n>0,P............P . P -L, P -L . . . -L. P =Q .
dof 1 n 1 n

C23. Niech s = a ... cl dla n>0 i c.eA U Cl<i<n3.
n * 1 a * a t*

p q = 3P .... p . p -U p —i p _L> .. —? p _L» q.
dof On Ol n

C35. P y<2 dla wszystkich procesów P,Q.

Vs<=C*U^5 . CCJeśli P =5=* P’ to 3Q’. Q => Q’ & P 5 

oraz CJeśli Q Q’ to 3P . P P’ & p 55, 
gdzie CAuJb* oznacza zbiór skończonych ciągów akcji.

C 45. P % Q = Vi. P % Q . ae! t

Przykłady.
C13. P = a;Cb;NIL+T;c;NIL3+c;c;NIL Q = c; Cb; NIL+t; o; NIL?

Drzewa wywodu dla tych procesów, otrzymane przez zastosowanie reguł 
wnioskowania z p.4.1 i ilustrujące ich możliwe zachowania, wyglądają 

następuj ąco:
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b ,,NIL
,yb; NIL+t; c; NIL^"

& y,NIL

P
<c: NIL----->NIL _ a , /* Q-------NIL+t| c^ NIL

°\c;NIL-2—,NIL ■ c ; NIL-2—,NIL 
*

Można udowodni ć, że P as Q.
C25. P = a;NIL+b;NIL Q = rj oą NIL+b; NIL

a »NIL t aa; NIL—S_»NIL

P®\iNIL S^NIL

Te procesy nie są równoważne obserwacyjnie, nie są nawet % -równoważne, 

ponieważ proces P jest gotowy do akcji i b, natomiast proces Q może 

autonomicznie wykonać akcję wewnętrzną t, po której oferuje już tylko 

akcję a.
Na podstawie definicji równoważności obserwacyjnej można udowodnić 

wiele własności procesów, np. P,+<^Q+P, P+NIL%P, t;P^P, które pozwolą, na 

formalne przekształcenia termów reprezentujących równoważne procesy. W 

praktyce znacznie ważniejsza Jest Jednak możliwość przeprowadzania 

lokalnych przekształceń, zachowujących równoważność. Zauważmy, że 

t;NIL=sNIL, ale nieprawda, że P+t; NIL^P+NIL, ponieważ proces P+t;NIL może 
autonomicznie wykonać T-akcJę, po której przekształci się w proces pusty 

NIL, nie równoważny P+NIL. Zdefiniujemy więc relację kongruencji 

obserwacyjnej % następująco: 
c

Pa: Q = dla każdego kontekstu KL J zachodzi SCP3 as StQ]. c acf
Nie Jest możliwa rekursywna aksJomatyzacJa kongruencji obserwacyjnej w 

CCS, posiadająca własność zupełności, n-żej zostaną' Jednak podane 

niektóre własności kongruencji.

CCI 5 P+CO+R5 a: CP+Ol+R c
CC35 P+P a: P

CC55 P+t;P as t; P

CC75 mjTjP m; P c
CC95 P|CQ|R5 » CP|Q5|R

CCI 15 CP+O5NU a: PXU+QXU

CC25

CC45

CC65

CC85

CCI 05

CCI 25

n 
CC135 r|Q* £ m,;CP |Q5 + 

n 
gdzie P= £ m; P. , 

i = i n
r m : P. =m : P+. . . : P ,

. i t 1 1 n n

E ^Jcp|Qj 
n

Q= E n.;Q ., 
1 J

P+Q a: Q+P c
P-łNIL as P

m;CP+T;C15 as m; C P+t; Q5 +m; Q c
P1NIL P

1 c
NILXU NIL
m; PXU n^CPSLD Jeśli irc^nu^U

c
m;PxU a- NIL Jeśli m.,ńieU

c

3 + =ń 
J

o
£ m.; P.=NIL. 

i = 1 L
Ta własność wyraża fakt. że w CCS wykorzystywany ‘Jest' przeplotowy
model współbieżnośći.
Oczywiście Mamy także



CR14J r; P % P CR15J rec X. r; X % NIL

5. SPECYFIKACJA I WERYFIKACJA PROSTEGO PRt TOKOŁU
5.1. Specyfikacja

. Protokół kodyfikuje zasady postępowania komunikujących się 
Jednostek. W systemach rozproszonych Jego głównym celem Jest zapewnienie 

niezawodnej transmisji przy użyciu zawodnego medium Ckanału 
pr zesyłowego, podsieci komunikacyjneJ J .

Standardowy model systemów otwartych ISO/OSI Jest warstwowy, każda 

warstwa jest dostarczycielem usług dla warstwy wyższej. Wewnątrz 

CNJ-warstwy działają niezależne procesy, nazywane Jednostkami 
protokołowymi, które komunikują się zgodnie z protokołem CNJ-warstwy, 

wykorzystując usługi CN-IJ-warstwy. CND-warstwa Jest dostirczycielem 
usług dla CN+1J-warstwy.

Formalny opis CNJ-warstwy zawiera więc trzy-specyfikacje:

CU specyfikację usług świadczonych przez CN2>-warstwę,

C2J specyfikację wykorzystywanych usług, tj.usług świadczonych 
przez CN-U-warstwę,

C3J sp.cyflkację protokołu CNJ-warstwy.

Rys.2. Architektura CNJ-warstwy

Fig.2. The architecture of CNJ-layer

W poniższym przykładzie zostanie naszkicowana medodologia 

specyfikacji i weryfikacji protokołów komunikacyjnych oraz będą 

zarysowane niektóre problemy. Przytoczone automaty skończone ułatwią 
zrozumienie specyfikacji, przedstawianych w postaci termow CCS. W celu 

zwiększenia czytelności porty wejściowe będą oznaczane "a?", porty 

wyjściowe zaś "a!”.
“Architektura" specyfi kowanej warstwy Jest przedstawiona na rys.2. Jest 

to uproszczona, asynchroniczna werssa protcKołu, opisanego w Ci I.
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Specyfikacja świadczonych usług
W rozpatrywanym przykładzie CN}-warstwa ma za zadanie przesyłanie 

komunikatów, wysyłanych przez nadawcę przez port nh Cnadanie komunikatu} 
do odbiorcy, który odbiera Je przez port oh Codbiór komunikatu). W danym 

czasie może być przesyłany tylko Jeden komunikat. Świadczone usługi 

można więc wyspecyfikować za pomocą procesu
S = rec X. nk'?} oh! ; X

któremu odpowiada następujący automat

nh?
——’ “b

11 oh!

Specyfikacja wykorzystywanych usług
Komunikacja odbywa się za pośrednictwem zawodnego medium, które 

może gubić komunikaty i potwierdzenia Cnie może ich zniekształcać ani 

powielać}. wysyłając zamiast nich sygnał "pusty" c, przesyłany zawsze 

Jako o Cnie Jest on gubiony}. Medium przyjmuje komunikat przez port wh 

Cwysłanie komunikatu} i przesyła go do odbiornika przez port ph 

Cprzyjęcie komunikatu} lub gubi komunikat i zamiast niego przesyła 

sygnał pusty przez port Potwierdzenie przyjęcia komunikatu

przyjmowane Jest przez port wp Cwysłanie potwierdzenia} i przekazywane 

do nadajnika przez port pp Cprzyjęcie potwierdzenia} lub gubione i 

zastępowane sygnałem pustym, wysyłanym przez port Sygnały puste, 

wysyłane przez nadajnik przez port są przesyłane bez zmian przez port 

ę do odbiornika i odwrotnie, sygnały wysyłane przez odbiornik przez 2 
port są odbierane bez zmian przez nadajnik przez port

Wykorzystywane usługi specyfikuje proces

M = rac X. C C ph! +s ! } +wo?: Cpp! +ę !)+£?;« ! +£ ?; e !} j X 

któremu odpowiada automat

Specyfikacja protokołu
Zadaniem protokołu Jast zapewnienie niezawodnej transmisji 

komunikatu od nadawcy do odbiorcy przy użyciu wyspecyfikowanego wyżej 

zawodnego medium. Odbiornik oczekuje parzystej liczby symboli pustych 

między kolejnymi komunikatami; nieparzysta liczba symboli pustych 
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poprzedza retransmisję komunikatu. Zachowanie nadajnika N i odbiornika O 

można wyspecyfikować za pomocą następujących procesów

N = rec X. nk?; wkl ; Crec X. pp?; X+cł?; tok! ; 73

O = rec X. pk?; ok!; top! X+e^?; eg! ; Cpk?; top! ; sg! ; X3

lub odpowiadających im automatów:

Następujący proces specyfikuje protokół

P = CN |M|O3X<wk, pk, top. pp.

5.a. Weryfikacja

Formalną specyfikację protokołu można wykorzystać do rozmaitych 

celów [31, m. in. do Jego weryfikacji, polegającej na udowodnieniu 

zgodności protokołu ze specyfikacją świadczonych usług. W naszym 

nk? rC£ 3
_ 4o - ---- £_©

Cukir
Cpp3r

zagubi eni e 
pot wi er dzeni a

"rCwpZTrC £ 3

tC£ j 
3

C pk3zj
o’ 

ok! !

rC£ 3 z o- 3'

?
zagubienie 
komunikatu

tC pk3

<3 —

zagubienie
r etransmi towanego 
komunikatu

O

©

©

£ 3 z
©

rCs 1
O

przypadku oznacza to udowodnienie równoważności S P. Wykorz/s-Ują<- 

własność CCI33 można udowodnić kongruencję P % P’, gdzie
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P’ =rec /. nk?;
Crec X. t; Ct7; X+r; ok! ; Crec X. t; Ct; K+t; Crec Z; r5; Ct3; Z+r; X333333 

y^pi d Tn oznacza n-krotne wykonanie akcji r.
Zachowanie procesu P’ ilustruje powyższy automat. Dla ułatwienia w 

nawiasach pokazano interakcje wewnętrzne, na które środowisko nie ma 

wpływu Cco symbolizuje akcja t3 .
Można teraz udowodnić S « P’. Zauważmy Jednak, że proces P’ może 

wykonywać nieskończone ciągi akcji wewnętrznych t, co odpowiada ciągłemu 

gubieniu przez medium komunikatu lub potwierdzenia. Protokół P posiada 

wszystkie własności bezpieczeństwa Cp.3.43, które zęthcemy sformułować 

ale nie daje gwarancji, że wysłany komunikat dotrze do odbiorcy 

Cwłasność żywotności3. Rzeczywiście, w dowodzie równoważności S « P’ 

trzeba korzystać z własności CR153, która utożsamia proces zakleszczony 
Cang.deadlock3‘ z rozbieżnym Cang. divergence3. Problem ten można 

rozwiązywać rozmaicie, np. zakładając bezstronność Cang. fairness3 w 

obsłudze procesów.

6. UWAGI KOŃCOWE

Protokół komunikacyjny ostatecznie Jest implementowany, zwykle jako 
zbiór programów. Zarysowana wyżej metodologia traktuje protokół Jako 

system reaktywny, specyfikowany za pomocą termów CCS, które również 

można potraktować Jako aplikatywne programy abstrakcyjne. Można Ją więc 
stosować na wszystkich etapach tworzenia oprogramowania, od specyfikacji 

do ostatecznej implementacji S^ Cp.1.23. W powyższym przykładzie 

można dokonać kolejnego uściślenia, precyzując wewnętrzną strukturę 

medium. np. przedstawiając Je Jako dwa kanały półdupleksowe NO 

Cnadajnik-odbiornik3 i ON Codbiornik-nadajnik3, a potem udowodnić 

kongruencję M %NO|ON. Używając do specyfikacji sieci Petriego czy 

automatów skończonych, zmuszeni Jesteśmy do stosowania na różnych 

etapach różnych metodologii.
Z zarysowaną w przykładzie metodologią projektowania systemów 

reaktywnych wiąże się duże nadzieje na przyszłość. Jądrem Jest tu Język 

CCS Milnera, a dokładniej odpowiednie algebry procesów komunikujących 

się. W pracy pominięto związek CCS z logikami programów, w szczegółności 

logikami modalnymi i temporalnymi, które wyznaczają komplementarne, 

dwujęzykowe podejście do projektowania systemów.
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NETWORK SOFTWARE DEVELOPMENT 
METHODOLOGI CAL. AND THEORETICAL PROBLEMS

A number of issues concerning the concepts of software development 
are overviewed. Posslble interpreŁations of the notions of specification 
and implementation are surveyed, together with uheir interconnections. 
properties and proving technlques. Three distinct methodological 
approaches to program development and posslble decisions concerning 
specification languages are pointed out. Some of these problems are 
discussed for reactive systems and are examplified by the specification 
and verification in CCS of a simple communication protocol.
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peajrnaanHM. nx ssawMoce na w, csoncTBa w TexHMKM AOKasaTejri. CTsa. 
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sieci lokalne, współbleżność
Wacław IRZEŃSKI

WARSTWA SIECIOWA

ROZPROSZONEGO SYSTEMU DYDAKTYCZNEGO

W referacie zaprezentowano warstwę sieciową realizowanego 
rozproszonego systemu dydaktycznego umożliwiającą komunikacje 
między współbieżnymi procesami. Procesy te mogą działać na różnych 
mikrokomputerach typu IBM PC XT/AT połączonych siecią lokalną 
D-Link. Przedstawiono budowę oraz spełniane funkcje tej części 
systemu.

1 .Wprowadzenie

Międzyuczelniany Zespół Informatyczny Politechniki Rzeszowskiej i 

Wyższej Szkoły Pedagogicznej w Rzeszowie realizuje w ramach RPI-09 

rozproszony system dydaktyczny. System zaimplementowano na 

mikrokomputerach IBM PC XT połączonych siecią lokalną D-Link. 

Schematycznie przedstawiono go na rysunku 1. Założono, że w systemie 

może działać kilka procesów współbieżnych. Ich synchronizację zapewniają 

odpowiednie, wzajemnie wymieniane wiadomości. Dydaktyczne przeznaczenie 

systemu implikuje funkcje procesów. Przesyłanie zadań do uczniów, 

weryfikacja przez nauczyciela aktualnego stanu pracy, dostęp dr 
kartoteki zawierającej "historię postępów ucznia” mogą stanowić 
przykłady . takich funkcji. W referacie zaprezentowano budowę procesu 

nazywanego dalej monitorem sieciowym Crys.lJ. Realizuje on przesyłanie 

wiadomości synchronizujących między aktywnymi procesami. Oprócz 

pośredniczenia w wymianie informacji synchronizujących między procesam 
prezentowana część systemu dydaktycznego oferuje także pewne funkcje 

usługowe, z których mogą korzystać procesy.

Politechnika Rzeszowska

Zakład Automatyk: ’ Informatyki
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Rys.

sieć lokalna D-Link

1. Organizacja rozproszonego systemu dydaktycznego

Fig. 1. Organization of the distributed education system

2 .Ogólna charakterystyka monitora sieciowego
Monitor sieciowy zbudowany Jest z dwóch głównych części. Ilustruje 

to rysunek 2.

D-Li nk INT 70H

Rys. 2. Budowa monitora sieciowego

Fig. 2. NetWork monitor structure

Część pierwsza, wywoływana przerwani owo służy do odbioru nadchodzących 

wiadomości, ich analizy 1 zapamiętywania. Tutaj, również podejmowane są 

decyzje związane z przerywaniem, zawieszaniem, aktywowaniem lub 

usuwaniem procesów lokalnych. Asynchroniczne, za pośrednictwem przerwań 

przekazywanie sterowania do tej części monitora odbywa się w dwojaki 

sposób. Może być ono spowodowane przerwaniem programowym CI NT 70H3, w 

wypadku gdy nadawcą Jest proces lokalny. Gdy wiadomość nadejdzie za 

pośrednictwem sieci - nadawcą Jest w tym wypadku prdces zdalny, monitor 

sieciowy wywoływany jest w przerwaniu zegarowym po stwierdzeniu, że 

wewnętrzny bufor D-Link Cwersja 3.24? jest zapełniony £13. W zależności 

od tego, czy odbiorcą jest proces lokalny lub zdalny wiadomość Jest 
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zapamiętywana, ewentualnie wysyłana za pośrednictwem sieci do innego 

mikrokomputera. Założono, że monitor sieciowy przechowuje informacje o 

aktualnym stanie systemu. Dowolny proces może zwrócić się do monitora, 
przesyłając do niego odpowiednią wiadomość o te informacje. Obsługę 

takich żądań realizuje druga, przedstawiona na rysunku 2 część monitora 
sieciowego.

3 , Współpraca procesów z monitorem sieciowym

Przyjęto, że monitor sieciowy każdej ze stacji przechowuje pełną 

informację o dzałających w system! procesach. Informacje te zawarte są w 

dwóch odpowiednio aktualizowanych tablicach. Pierwsza z nich o 
strukturze przedstawionej poniżej dotyczy procesów lokalnych: 

struct 

< 

char nazwa!31; 

char stan; 

char rezerwa; 

unsigned pkt_powrI14]; 

unsigned pkt_star! 141 ; 

unsigned pkt_konc!141; 

> t_pr_lok!81;

Wypełniana jest ona podczas ładowania procesu do pamięci, gdy 

realizowana Jest specjalna sekwencja inicjująca. Z każdym lokalnym 

procesem związany jest rekord zawierający nazwę procesu Ckod ASCII 

aktualny stan procesu oraz trzy zestawy zawartości wszystkich rejestrów 

mikroprocesora 8086. W danym momencie proces może przebywać w Jednym z 

czterech stanów 123. Sposób zmian stanów procesów ilustruje rysunek 3.

załadowanie

Wykonywany

Wolny
pamięci

Oczekujący

Rys. 3. Stany procesu

Fig. 3. Process status
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Drugą wspomnianą tablicą monitora sieciowego, służącą do ewidencji 

aktywnych procesów jest tablica o następującej strukturze: 
O 

struct 
< 

char nazwał3ł; 

int nr_stacji;

> t_pr_zdat20J ;
Przechowywane są w niej informacje dotyczące procesów zdalnych, 

działających na innych niż rozważany monitor sieciowy mikrokomputerach.

Wszelkie akcje monitora sieciowego podejmowane są w oparciu o 

informacje pamiętane w tych tablicach. Wobec tego istotna Jest 

integralność pamiętanych tutaj informacji. Zapewnia to odpowiednia 

organizacja ładowania procesu do pamięci operacyjnej i Jego z niej 

usuwania.

4.Obsługa komunikatów, usługi monitora sieciowego

W systemie nie narzucono ograniczenia na długość przesyłanych 

wiadomości. Przyjęto więc, że może się ona składać z kilku komunikatów o 6 

formacie Jak na rysunku 4.

0 3 S 7 8 9 10 11

do 69 bajtów

I— treść

I———— długość komunikatu

—.——   numer komunikatu

ł.-.. ...—— ilość komunikatów na wiadomość
L——  —numer wiadomości

——.—, . „_-——typ wiadomości

—————-——---- ———.———— odbiorca
—  ——— ■. ——— — - nadawca

Rys. 4. Akceptowany przez monitor sieciowy format komunikatu

Fig. 4. Valid message format

Wprowadzono następujące typy komunikatów:

- ’K’: uruchom załadowany proces

- •W’: wyślij i wstrzymaj nadawcę aż do otrzymania odpowiedzi
- 'O’: odpowiedź na wysłany wcześniej komunikat typu' ’W

- ’S‘: komunikat specjalny



Monitor sieciowy stacji na której znajduje się proces-odbiorca 

przechowuje nadchodzące komunikaty. Używa do tego specjalnej, 
dynamicznie przydzielanej struktury danych pozwalającej również na 
kompletowanie komunikatów tworzących wiadomość.

W obecnej wersji monitor sieciowy oferuje funkcje usługowe pozwalające 

na: 
aj załadowanie procesu do pamięci 

bj załadowanie procesu do pamięci i Jego uruchomienie 

cj zatrzymanie wykonywanego procesu 

dj wznowienie wykonywania zatrzymanego uprzednio procesu 

e? zakończenie procesu 

fj zakończenie procesu i usunięcie go z pamięci 
gj określenie czy włączono dana, stację do sieci 

hj stwierdzenie czy dany proces jest załadowany

5 .Uwagi implementacyjne, podsumowanie
Monitor sieciowy zaimplementowano w Języku C, używając kompilatora 

Lattice wersja 2.14 C 33 . Pewna fragmenty., związane z wykorzystaniem 

funkcji systemu operacyjnego i standardowego oprogramowania sieci 

lokalnej D-Link napisano w języku wewnętrznym mikroprocesora 8088. 

Wykorzystano przy tym makroassembler MASM-wersja 4.0 [43. V/ fazie

uruchamiania oprogramowania korzystano także z programu narzędziowego 

"Advanced Tracę 86".
Monitor sieciowy, w zaprezentowanym w referacie zakresie został 

uruchomiony i przetestowany. W obecnej wersji reakcją monitora na 

niespodziewane odłączenie stacji od sieci, odebranie wiadomcsci dla 

nieznanego odbiorcy i tp Jest wyświetlenie odpowiedniej informacji na 

ekranie i zakończenie pracy. Zapewnienie bardziej złożonej reakcji na 

tego typu zdarzenia jest głównym kierunkiem aktualnie realizowanej 

rozbudowy monitora sieciowego.

6 .Li teratura
1. "D-Link Network Program User’s Manuał"
2. Hansen F. B. , "Podstawy systemów operacyjnych", WNT Warszawa, 1979

3. Kernighan B. W. , Ritchie D. M. , "Język C", WNT Warszawa, 1987

4. "Microsoft Macro-83 Macro Assembler- Manuał"

NETWORK LAYER OF THE DISTRIBUTED EDUCATION SYSTEM
In the folowing is presented network layer of the distrrbuted 

education system. The system consist of some mikrocomputers IBM PCzXl 
attached to D-Link Local Area Network. Concurrent processes transr.l and 
receiye synchrcnizi ng messages with the network layer. ?articu.ar 
attention is paid to showing structure and funcUcns of the presented 
education system part.
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Computer network. transfer 

scheduli ng, maiI ser vi ce
Roman KASZUBA* 

Jan KWIATKOWSKI*

MESSAGE TRANSFER SCHEDULING

A Computer network creates the natural environment for distributed 
Processing. In such an envlronment a management function ordering 
the utilization of the connection resourse is needed. The paper 
deals with some issues which should be considered when designing 
the application layer entity. It is described using a mail service 
as an example.

1 . INTRODUCTION
The computers and their interconnection facilities provide for many 

contemporary services, among which the most popular one is the 

electronic mail. It is popular not only within the Computer network 

users community but also on the lines, i. e. majority of the traffic 

there is caused by transferred mail massages. This heavy traffic 

requires appropiate procedures for the most efficient exploitation of 

Computer and Communications resourses to be developed. The paper 

presents some Solutions undertaken in the implementation of the file 

ci ansf er service [21 in the Interuniversity Computer Network CICNJ 

connected with arranging resource assignment for individual transfers. 

These are also applicable to the mail message transfer as its execution 

is similar to that of ordinary files. The mail service differs only in 

much greater volume of transfers and lower time requirements. But the 

entlties providing the mail service constitute the same competitlve 

environment as file transfer stations. Then the implemented mechanism in 

the file transfer service would serve for the mail servlce, especially 

that the intention is to use the existing file transfer seryice for 

secure message transfer at the first step of a mail service 

i mplementati on.

2. DESIGN OVERVIEW

The competitive environment is composed of application entlties 

* Computer Centre.Tech. Univ.' of Wrocław, Wrocław 
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maintaining gueues of message transfers. Each message transfer is 

executed in cooperation with the remote entity implied by a routing 

algorithm. The entity sending the message Controls the transfer and is 
responsible for its reliable execution. There exists the asymmetry in 

the communication between the two performing transfer entities: one side 

plays the role of initiator, the other one the role of responder. Any 

entity can maintain several activities> each independent in message 

transfer executions of the others. Ali message transfers are independent 

and may be executed in any order, but any possible order should satisfy 
the user demands on expected transfer time. Since each system has 

limited resources. then all message transfers can not be executed 

concurrently and there has to be a management function determining the 

order in which the message transfers are to be performed. The local 
strategy adopted by an entity must lead to the completion of all message 

transfers from its queue and at the same time must ensure resources for 

the entity cooperation in transfers controled by the others. The ways of 

such an arrangement are discussed.
The application entity activity would operate as the initiator Cif 

it is controling a transfer from its local queue5, the responder Cif it 

is .cooperating in a transfer controled. by a remote entity^, or the 

listener Cif it is waiting for a connection request from a remote 

entityJ or would be an idle entity. In each entity there are sets of: 

initiator activities <I>, responder activitles <R> and listener 

actiyities <L>.
The message transfers in the local queue require. for their 

execution, cooperation of a subset of remote community entities. called 

connectivity domain CO.
The management function Controls the actlvities operation in terms 

of the preference order in which transfers are taken for execution and 

the assignment of the roies to the activities Calso activities 

creation/deletion}. This function would take into account such factors 

as: present activities sets <I>. <R> , <L>, the present operational State 
of the the community and entities in connectivity domain <C>, the 

properties of the transfers in the local queue Ce.g. yolume of data to 

be transferred?, etc.
Each attempt to execute a transfer requiring the cooperation of a 

given remote entity suppiies Information about that entity: if a 

connection has been established. then the entity is accessible; if the 

connection establishment request has been refused, then the entity is 

temporary/permanently inaccessible. In the case of refusai the reason 

codę indicating a place and a cause óf refusai is been suppiled. Both 

these Information are important for scheduling of transfers. The 



persistency property of the reason indicates for how long the transfer 

execution should be delayed or that the transfer should be aborted as 

unexecutable. The typlcal reason codes are network/remote system down, 
network/remote network service access point congested, application busy, 

transfer not executable, etc.

3. STRATEGIES OF TRANSFER MANAGEMENT
Strategy adopted in the ICN is based on the principle that the 

resource assigned to an application activity in the state of being a 

listener is negligible. Then there are two different kinds of 

activities: real activities, which are able to enter any operational 

state Cinitiator, responder, listener}, and dummy activities, which are 

able to enter the listener state only. In the case when all real 

activities are busy the repły "application busy” to the subseguent 

connection reguest is infinitely delayed, as the connection reguest is 

directed to a dummy activity. When any of busy real activities is freed 

the flrst of the awaiting reply connection reguests is reassigned to it. 

That is, the connection reguests are gueued and served in the FIFO 
discipline. It is left to the decision of the initiator if it waits for 

remote application resource Cblocking the dummy listener, the connection 

and own actlvity} or cancels the reguest to execute another transfer. Of 

course only few of connections can be in such a waiting state in a 

system Climited gueue length}, other connection reguests are refused 

with reply "TSAP congested", and the average time of obtaining this 

response is determined to enable setting of outstanding connection 

reguest time-out reasohably. Slmple initiator strategy is such. that if 

the Initiator connectivity dontain <C} is not empty, the initiator will 

walt for connection ęonfirmation for a period of time, then, if without 

success, it will give up and will take another transfer or > if its 

connectivity domain is empty, it will walt "almost" infinitely.

However. at the first look one could envisage a drawback in the 

solution, as the initiator activity, the listener and the connection are 

blocked, but in fact this resource consumption is less than active use 

of the same resources by contlnuous polling Cstrategy comonly 

employed}. Moreover, further benefit of the solution is obtained due to 

other entities having received "TSAP congested" reply are surę that the 

gueue is fuli, so it is useless to poll this entity for some time. Also 

one c.ould think that in the case when a waiting initiator cancels the 

connection reguest, releasing the remote listener, there is a decrease 

in the system performance because the listener becomes free and unused 

Cthe other entities, having received "TSAP congested" reply, became 

engaged with different llsteners, so they refrain from polling this 
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one3. But this is negliglble, as only dummy activities perform the role 

of listeners and there are still morę occupied listeners in that remote 
end system.

To eliminate the feature of the resource blocking described above 
the improvements in management strategy were madę. The first improvement 

is connected with the enrichment of Information obtained from the failed 

connection attempts Clocalization of the refuslng entity and diagnostic 

codę}. This Information enable the management function to classify the 

reason on one of the four categories: transient, short term, long term, 
and permanent; and to determine the subset of the <C> domain which is 

inaccesible. That indicates the subset of transfers exluded from short 
term scheduling.

The second improventent is connected with the support of the 

reservation mechanism, which enables to save resources. Namely the 

connection and the remote listener are not blocked if the same course of 

action as in the previous strategy is assumed. The operation scheme 
dlffers In that the listener records the reguesting initiator in its 

loćal gueue instead of delaying a negative response, and then almost 

immediately rejects the connection reguest releasing itself and the 

connection. Therefore the initiator, .when issuing the connection 

reguest, is almost surę that it will connect to a dummy entity at least. 

If the Initiator connects to the real activity, the transfer execution 

will start immediately, if not, then having received the negative 

response it will wait for a reverse cali from the called entity for a 

period corresponding to the period of waiting for the connection 

confirmation in the previous strategy. If this period expires it will 

begin the same procedurę with the next transfer. The reverse cali will 

be received in the same situation as in the first solution the 

connection would be accepted, that is, when at the called remote entity 

a responder activity will be freed to serve this transfer. The original 
cali will be repeated if the reverse cali is not received within a 

relatively long period of expected arrival. If the reverse connection 

reguest is refused the recorded reguest will be treated as other 

transfers from the called entity local gueue, that is, reverse cali will 

be repeated accordlng to scheduling.
One could notice that the resource wastage is not necessarily lower 

than that in the previous strategy. This is because the refused 

connection reguest record is not limited as the gueue was, then it is 
needed to walt for a reverse cali much longer than prevlously for the 

connection confirrnatlon. This will decrease the probability for the 

reverse cali to succeed if the initiator entity is well loaded with 

connection reouests, so the scheme is likely to stop worklng Cbecomes 
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similar to ordinary pollingi. Moreover, there are no underlying 

mechanism ensuring the acceptance of the connection request from a given 

entity when any other appears at the same time, so the reverse cali can 

be refused even if the waiting activity is free. At the end notę that 

sometimes It would be the resource wastage to refuse another cali due to 
uncertainty of the reverse cali arrival within a short time. Then in 

fact this reverse cali mechanism benefits in a different way - it 

increases the <C> domain of the called entity, whose schedullng functlon 

distributes the entity connection requests on its domain. Briefly 

speaking the community connectlvlty scheme is such that the overcalled 

entities first realize message transfers with less occupied ones, and 

next the message transfers with other "popular" ones, but in fact the 

exact scheme depends on schedullng undertaken by these functlon to 

"popular" entities. To support the reverse cali a special command was 

added to the application protocol: the command setting the assignment of 

initiator and responder roles of both connected entities.

4. CONCLUSIONS
The presented above procedures are not completely satisfactory and 

should be further improved. Some concepts are discussed In tl] , but 

that paper is still connected with generał file transfer, so the 

presented concepts do not accomodate the specific properties of message 

transfer. Moreover the mail service is expected to involve lots of 

personal computers which accessability is very Iow, what should be also 

taken into consideration whi.le improving the presented functions.
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SZEREGOWANIE KOMUNIKATÓW DO TRANSFERU

Sieć komputerowa tworzy naturalne środowisko dla rozproszonego 
przetwarzania zadań. W środowisku takim niezbędne są funkcje 
zarządzające kolejnością wykonywania się poszczególnych transferów. W 
pracy przedstawiono pewne rozwiązania które mogą być wykorzystane przy 
projektowaniu stacji poziomu aplikacji. Rozważania przeprowadzono na 
bazie usługi poczty elektronicznej.
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STAN OBECNY I ROZWÓJ 

SYSTEMÓW TELEPRZETWARZANIA DANYCH 
W INSTYTUCIE KOMPUTEROWYCH SYSTEMÓW AUTOMATYKI I POMIARÓW

W referacie scharakteryzowano architekturę, sprzęt i oprogramowanie 
opracowanego w IKSAiP systemu teleprzetwarzania TELE JS-M. Podano 
możliwości konfiguracyjne sieci komputerowych tworzonych w oparciu 
o system TELE JS-M. Omówiono główne kierunki rozwoju systemu w za­
kresie sprzętu i oprogramowania.

1. WPROWADZENIE

Obecnie eksploatowane w wielu dziedzinach gospodarki systemy tele­
przetwarzania zapewniają użytkownikom, rozmieszczonym na pewnym obszarze 
geograficznym,dostęp do zasobów jednego, centralnego systemu komputero­
wego.

Typowymi przykładami systemów teleprzetwarzania są systemy budowane 
w oparciu o opracowany w IKSAiP podsystem TELE JS. Podsystem TELE JS 
jest produkowany i rozpowszechniany przez Zakłady Elektroniczne ELWRO.

Analiza kierunków rozwoju zastosowań systemów komputerowych wskazu­
je na potrzebę łączenia ich w systemy wielokomputerowe o różnym stopniu 
sprzężenia. Jedną z dróg do tego prowadzących jest opracowanie sprzętu 

i oprogramowania, które umożliwia łączenie tradycyjnych systemów tele­
przetwarzania z jednym komputerem centralnym w systemy sieciowe z wielo­

ma komputerami centralnymi.
Przedmiotem referatu jest podsystem TELE JS-M. Podsystem TELE JS-M 

jest zbiorem sprzętu i oprogramowania realizującym elementy architektury 
sieciowej. W połączeniu z komputerami obliczeniowymi serii Riad-2 lub 
Riad-3 (JS EMC), które są wyposażone w niezbędne oprogramowanie sieciowe 

* Instytut Komputerowych Systemów Automatyki i Pomiarów, Wrocław
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(system operacyjny, metody dostępu) służy do tworzenia sieci komputero­

wych - wielodomenowych systemów teleprzetwarzania. , '
Sieć komputerowa budowana w oparciu o podsystem TELE JS-M, dalej 

nazywana systemem TELE JS-M zapewnia użytkownikom współużytkowanie zaso­
bów wielu systemów komputerowych rozmieszczonych na pewnym obszarze geo­
graficznym (miasto, region lub cały kraj). Główną funkcją tego typu sys~ 

temów jest przyjmowanie, przechowywanie, przetwarzanie, przesyłanie 
i wydawanie różnego rodzaju informacji.

Obserwowany obecnie rozwój techniki mikrokomputerowej nie zagraża 

pozycji dużych komputerów i budowanym na ich bazie sieciom komputerowym. 
Przeciwnie, przewiduje się, że sieci komputerowe będą niezbędnym wspar­
ciem dla rozpowszechnionych systemów mikrokomputerowych, zapewniając im 
dostęp do baz danych i baz wiedzy, dostęp do mocy obliczeniowej, usług 
informacyjnych, poczty elektronicznej itp. '

2. KONCEPCJA. SYSTEMU TELEPRZETWARZANIA TELE JS-M

Ramy niniejszego referatu nie pozwalają na szczegółowe przedstawie­
nie architektury logicznej i komunikacyjnej systemu TELE JS-M. Zatem 
rozważania zostaną ograniczone do zarysowania koncepcji tego systemu.

Koncepcję systemu TELE JS-M można najłatwiej zrozumieć z punktu wi­

dzenia użytkowniką_końęowego. Termin użytkownik końcowy odnosi się do 
ludzi bezpośrednio współpracujących z systemem oraz do programów użytko­

wych (aplikacji) rezydujących w komputerach obliczeniowych i inteligent­

nych urządzeniach terminalowych. Użytkownik końcowy nie jest częścią, 
systemu, stąd w systemie muszą istnieć mechanizmy stanowiące pomost po­

między użytkownikiem końcowym a systemem. Tym pomostem są jednostki^lo- 
gięzne, Jednostki logiczne są implementowane programowo lub mikroprogra- 

mowo i są dla użytkowników końcowych punktami dostępu do systemu.
Nawiązanie komunikacji między dwoma użytkownikami końcowymi jest 

związane z przejściem jednostek logicznych reprezentujących tych użytkow­

ników w stan wzajemnej zależności, który jest nazywany sesjg,.
Każda jednostka logiczna ma przyporządkowaną 2gzwg_sigęiowg, w cza­

sie inicjacji sesji system wyznacza adres_sieciowy odpowiadający nazwie 

sieciowej. Taka organizacja wymiany informacji pozwala użytkownikowi 
końcowemu na komunikację z innym użytkownikiem końcowym bez konieczności 
wskazania, gdzie żądany użytkownik końcowy się znajduje.

Adresy sieciowe są związane z tak zwanymi sieciowymi„jednostkami 
adresowymi, to jest zbiorem elementów systemu, który dostarcza użytkow­
nikom usług umożliwiających wysyłanie danych przez sieć. Sieciowe jed­
nostki adresowe komunikują się ze sobą przez sieciowe sterowanie droga 
(trasą) .
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Wyróżnia się trzy rodzaje sieciowych jednostek adresowych:

- jednostkę logiczną, omówioną wyżej, reprezentującą użytkownika końco­
wego,

” to jest element zapewniający usługi sterowania łą­
czami, terminalami i procesorami w systemie,

- to jest zbiór elementów zarzą­
dzających całym systemem lub jego częścią.

Podobnie jak między jednostkami logicznymi, również między pozosta­
łymi sieciowymi jednostkami adresowymi może być nawiązana komunikacja 
(sesja).

Wymienione wyżej elementy systemu TELE JS-M są realizowane progra­

mowo lub sprzętowo w urządzeniach, z których jest zbudowany system. 
Urządzenia te mogą być zlokalizowane na pewnym obszarze geograficznym 
zgodnie z zapotrzebowaniem na usługi przetwarzania danych. Własności 
konfiguracyjne systemu określają tak zwane wgzły. Są to komputery obli­
czeniowe, procesory sieciowe i urządzenia terminalowe. Każdy węzeł po­
siada własną jednostkę fizyczną, reprezentującą jego zasoby w sieci. 
Istnieją następujące kategorie węzłów: 
- węzeł komputera obliczeniowego - węzeł sterujący komponentami systemu 

we wszystkich pozostałych węzłach, 
- węzeł procesora sieciowego - węzeł pracujący pod kontrolą węzła kompu­

tera obliczeniowego, sterujący liniami komunikacyjnymi i urządzeniami 

zewnętrznymi, 
" ~ węzeł skojarzony z urządzeniem terminalowym lub

jednostką sterującą grupą urządzeń terminalowych.

Fizycznie węzły są łączone ze sobą w różny sposób. Może to być ka­

nał jednostki centralnej lub linia telekomunikacyjną.
Komponenty systemu są grupowane w godobszary. Każdy podobsżar skła­

da się z węzła komputera obliczeniowego lub węzła procesora sieciowego 
z węzłami peryferyjnymi podłączonymi do niego - każdy podobsżar ma włas­

ny numer służący do identyfikacji komponentów sieci.
Węzeł podobszaru posiadający punkt sterowania usługami systemowymi 

wraz z innymi węzłami podobsżarów sterowanymi, przez ten punkt tworzą do- 

meng.
Podczas sesji dane są przesyłane trasami. Trasę tworzą węzły i linie 

komunikacyjne. Między dwoma użytkownikami końcowymi mogą być tworzone 

trasy alternatywne.
Relacje między elementami systemu TELE JS-M przedstawiono na rys.l.

Sieciowe sterowanie drogą jest odpowiedzialne za transport komuni­
katów pomiędzy sieciową jednostką adresową nadającą,a sieciową jednost­

ką adresową odbierającą.
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Format komunikatów jest następujący:

komunikat::= <"s ja:o,s ja:n,parametry,dane>

sja: o - sieciowa jednostka adresowa odbierająca, 
sja: n - sieciowa jednostka adresowa nadająca.

Sieciowe sterowanie drogą składa się z dwu komponentów: sterowania 

droag i §i§X2S221S_£3S2§H)• s4 one odpowiedzialne za zarządzanie przepły­
wem komunikatów wzdłuż całej trasy łączącej zaangażowane sieciowe jed­
nostki adresowe.

Zbiór zdefiniowanych dla systemu TELE JS-M funkcji jest podzielony 
na hierarchiczne warstwy, począwszy od warstwy nośnika fizycznego a koń­
cząc na warstwie usług transakcyjnych. Rys. 2 ilustruje warstwy i funkcje 
przez nie wykonywane.

3. KOMPONENTY SYSTEMU TELE JS-M

Na rys. 3 przedstawiono główne komponenty sprzętowe i programowe 
systemu. Funkcje poszczególnych komponentów są następujące: 
a) Komputer obliczeniowy - steruje całością lub fragmentem sieci. Zapew­

nia realizację obliczeń, wykonywanie programów, dostęp do baz danych 
i usługi zarządzania siecią.

b) Procesor sieciowy - zarządza fizyczna siecią, steruje łączami i wyzna­

cza drogi przesyłania danych.
c) “ sterują operacjami WE/WY urządzeń terminalowych

podłączonych do nich.
d) Urządzenia terminalowe - zapewniają użytkownikom dostęp do zasobów 

systemu (wysyłanie i przyjmowanie informacji).
e) “ spełniają następujące funkcje:

- sterowanie przepływem danych w systemie (na poziomie logicznym), 
- zapewnienie sprzęgu między podsystemami narzędziowymi a siecią, 
- zabezpieczenie podsystemów użytkowych przed nieautoryzowanym 

dostępem.

Sieciowe metody dostępu rezydują w komputerze obliczeniowym.

f) Podsystemy narzędziowe — należą do nich systemy wspomagające takie 
czynności jak rozwój programów konwersacyjnych, przeglądanie i aktua­
lizacja informacji, zdalne przetwarzanie wsadowe. Przykładami takich 

podsystemów są SKOT/VS i HADES/VS.
g) P_ro£ram^jiżytkowe - wykonują funkcje wymagane przez użytkowników. Na­

leżą do nich obliczenia naukowe, usługi typu transakcji lub edycja 
tekstów. Programy użytkowe rezydują w komputerach obliczeniowych lub 

programowych urządzeniach terminalowych.
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Rys. 2. Warstwowa struktura systemu TELE JS-M
Fig. 2. Layered structure of TELE JS-M system
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Rys. 3. Komponenty systemu TELE JS-M

Fig. 3. Components of TELE JS-M system



hb Program sterowania siecią - wyznacza trasy przesyłania danych oraz 
steruje transmisją. Program sterowania siecią rezyduje w procesorze 

sieciowym.

4. SPRZĘT SYSTEMU TELE JS-M

W skład zestawu urządzeń systemu TELE JS-M wchodzą następujące 

urządzenia:

- komputer obliczeniowy,

- procesor sieciowy,
- komunikacyjne urządzenia transmisji danych, 
- urządzenia terminalowe.

4.1. Komputer obliczeniowy

Funkcje komputerów obliczeniowych pełnić mogą systemy komputerowe 

Jednolitego Systemu EMC serii Riad-2 lub Riad-3. Warunkiem stosowania 
tych systemów jest akceptowanie przez jednostki centralne systemu opera­
cyjnego OS/JS 7.2.

Wymagania odnośnie konfiguracji komputera obliczeniowego i parame­
trów jednostki centralnej zależą od rodzaju aplikacji eksploatowanych 
w sieci, wymaganych czasów reakcji, niezawodności itp., to znaczy od sfe­

ry użytkowej instalacji.

4.2. Procesor sieciowy

Funkcje procesora sieciowego w systemie TELE JS-M pełni procesor 
EC 8371.01M. Jest on specjalizowanym komputerem ukierunkowanym na obsłu­

gę transmisji danych między komputerem obliczeniowym a urządzeniami ter­
minalowymi. Swoje funkcje wykonuje w oparciu o program sterujący przecho­
wywany w pamięci operacyjnej.

Procesor sieciowy składa się z następujących bloków funkcjonalnych: 

- Jednostka sterująca - zarządzająca pracą procesora i organizująca współ­
działanie pozostałych bloków.

- Pamięć operacyjna - przeznaczona do przechowywania programów sterują­

cych i danych. Wykonana w technice półprzewodnikowej.
- Adapter kanałowy - obsługuje transmisję kanałową między procesorem 

a komputerem obliczeniowym. Istnieją dwa typy adapterów kanałowych:

AK14 - pracujący z kanałem bajtmultipleksorowym 

AK 2 - pracujący z kanałem blokmultipleksorowym.

- Skaner komunikacyjny - obsługuje transmisje liniami komunikacyjnymi 
łączącymi procesor sieciowy z urządzeniami terminalowymi. Opracowano 
dwa typy skanerów:
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SK 2 pracujący w trybie znakowym, 
SK 3 pracujący w trybie blokowym.

- Blok liniowy - realizujący nadawanie i odbiór kolejnych bitów znaku 
oraz sterowanie obwodami styku S2 linii komunikacyjnych.

- Adapter dyskowy AD-2 - moduł sterujący pamięcią na dyskach elastycz­
nych. Pamięć ta jest przeznaczona do autonomicznego ładowania progra­
mów testujących lub programu sterującego procesora sieciowego pracują­

cego w trybie zdalnym (ładowanie przez łącza komunikacyjne).
- Pulpit techniczny - umożliwiający obsługę operatorską i szybką diag­

nostykę stanów awaryjnych procesora.

- System zasilania - zasilający wszystkie moduły procesora.

Opisane wyżej bloki funkcjonalne są montowane w zespoły konstrukcyj­

ne - tak zwane moduły. W zależności od typów i liczby modułów istnieją 
różne warianty konfiguracji procesora. Moduły: jednostka sterująca, pa­

mięć operacyjna, adapter dyskowy, pulpit techniczny i zespół zasilania 

wchodzą w skład każdej konfiguracji. Pozostałe moduły są opcjonalne. Ko­
lejne wykonania (tzw. konfiguracje) procesora sieciowego scharakteryzo­
wano w Tabeli 1.
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Podstawowe parametry techniczne procesora sieciowego są następujące:
Pojemność pamięci operacyjnej ^.512 KB
Cykl instrukcji 1,6 ps
Maksymalna liczba linii telekomunikacyjnych 128
Liczba podłączonych kanałów 4 (jednoczesna

praca 2)

Tryb pracy S/S,BSC,SDLC

4.3. Komunikacyjne urządzenie transmisji danych

Podstawowy zestaw urządzeń transmisji danych systemu TELE JS-M sta­
nowią następujące urządzenia: 

- modemy EC 8006 i EC 8013 
- konwertery: telegraficzny TGF 

podstawowy KP 4800 bps 
- autowzywak telefoniczny EC 8062 

Mogą być również stosowane inne' urządzenia spełniające wymagania CCITT.

4.4. Urządzenia terminalowe

Podstawowy zestaw urządzeń terminalowych systemu TELE JS-M obejmuje: 
- system monitorów zdalnych:
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. monitor ekranowy zdalny niezależny EĆ 7915M

. jednostka sterująca zdalna EC 7911

. monitor ekranowy zdalny zależny EC 7917

. drukarka trwałej kopii EC 7914M
- punkt abonencki EC 8575M 
- mikrokomputer ELWRO 801AT 

oraz inne urządzenia terminalowe, które spełniają wymagania protokołów 
komunikacyjnych przyjętych w systemie TELE JS-M.

5. OPROGRAMOWANIE SYSTEMU TELE JS-M
5.1. Oprogramowanie komputera obliczeniowego

Zasadniczym elementem oprogramowania komputera obliczeniowego jest 
system operacyjny. Dla potrzeb systemu TELE JS-M jest dostarczany system 
operacyjny OS/JS 7.2.

System TELE JS-M może również pracować z systemem operacyjnym OS/VS1 

7.OD. W tym celu należy wyposażyć ten system w sieciową metodę dostępu 
VTAM/MR, która jest przedmiotem dostaw w ramach podsystemu TELE JS-M.

5.2, Oprogramowanie procesora sieciowego

a) Sieciowy program sterujący NCP/MR/8371
Sieciowy program sterujący NCP/MR/8371 steruje transmisją danych pomiędzy 
komputerem obliczeniowym a terminalami podłączonymi do procesora siecio­

wego. Procesory sieciowe mogą być podłączane do komputerów obliczeniowych 
kanałowo lub liniami telekomunikacyjnymi przez inne procesory sieciowe. 
Program NCP/MR/8371 może być wygenerowany w trzech postaciach: 

- dla pracy w trybie emulacyjnym (EP) , 

- dla pracy w trybie sieciowym (NCP) , 
- dla pracy w trybie dzielonym (PEP).
Funkcje programu można sklasyfikować w dwóch grupach: funkcje standardo­

we i funkcje opcjonalne.
Do funkcji standardowych należą: 

- sterowanie transmisją danych, 

- obsługa znaków sterujących, 

- obsługa buforów, 
- sterowanie przepływem danych, 
- obsługa łączy równoległych pomiędzy sąsiednimi procesorami sieciowymi, 

- odnowa sesji, 
- sterowanie łączami danych pomiędzy wieloma procesorami w sieci, 

- rejestracja błędów.
Do funkcji opcjonalnych należą: 

- przetwarzanie bloków danych, 
- odnowa po błędach i diagnostyka obejmująca:
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. powiadomienie o sytuacjach krytycznych,

. śledzenie adresów pamięci i rejestrów,

. testowanie urządzeń terminalowych w trybie on-line,

. testowanie łącza SDLC w trybie on-line,

. wznowienie po przerwach w transmisji,

- weryfikacja identyfikatorów stacji BSC i SDLC, 
- sterowanie dynamiczne.

b) Programy wspomagające

Do programów wspomagających NCP/MR/8371 należą następujące programy:

- assembler procesora sieciowego, 
- program ładujący, 
- program statycznej fotografii pamięci procesora sieciowego, 
- program dynamicznej fotografii pamięci procesora sieciowego.

Assembler procesora sieciowego

Assembler procesora sieciowego jest wykonywany w komputerze oblicze­

niowym. Służy on do kompilacji programów napisanych w języku assembler 
procesora sieciowego.

Program ładujący

Program ładujący Jest wykonywany częściowo w komputerze obliczenio­

wym i częściowo w procesorze sieciowym. Program służy do ładowania do 
pamięci procesora sieciowego programu NCP/MR/8371.

Program statycznej fotografii pamięci procesora sieciowego

Program statycznej fotografii pamięci wprowadza do komputera obli­
czeniowego obraz pamięci procesora sieciowego. Program posiada dwie 
opcje: 

- ograniczenia obszaru fotografowanej pamięci, 
- organizowania formatu wydruku pamięci.

Program dynamicznej fotografii pamięci procesora sieciowego

Program dynamicznej fotografii pamięci wprowadza do komputera obli­
czeniowego obraz pamięci procesora, nie przerywając wykonywania programu 
sterującego tego procesora. Program ten może być wykonywany wyłącznie 
z programem NCP/MR/8371 pracującym w trybie EP lub PEP.

c) Moduł wirtualnego terminala sieciowego - VTO/8371

Zadaniem modułu wirtualnego terminala siecioweao VTO/8371 zapewnie­

nie obsługi terminali starego typu w charakterze pełnoprawnych terminali 
sieciowych systemu TELE JS-M. Moduł ten jest opcjonalnym, funkcjonalnym 
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rozszerzeniem sieciowego programu sterującego NCP/MP./8371 realizującym 
symulację obsługi urządzeń i linii start-stopowych. Moduł zapewnia ob­
sługę następujących urządzeń terminalowychs

- EC 8575M,

- T 100 lub T 63

6, PODSTAWOWE KONFIGURACJE SYSTEMU TELE JS-M

W zależności od typu systemu operacyjnego zainstalowanego w kompu­
terze obliczeniowym wyróżnia się dwa warianty konfiguracji systemu TELE 
TS-M: 

- wariant 1 z systemem operacyjnym OS/JS 7.2.
- wariant 2 z systemem operacyjnym OS/VS1 7.OD 

Własności obu wariantów zestawiono w tabeli 2.

Tabela 2 .
5 ««>««> or. «-» Ma rat era un .. <ov n m era -ra w ex* fcra ... cza i- ma ra ara «•
3j Parametr3• m ™ u.z acz. «.-o ™ r, m <-r„ rao

’ Wariant 2 j Wariant 1 J
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f

; OS/VS1 7. OD
s !

OS/JS 7.2 j
j Metoda dostępu ; ' VTAM/MR ! TCAM/ANF
: Liczba komputerów obliczeniowych t 1 > 1 1! 1 !
; Liczba lokalnie podłączonych 
* procesorów sieciowych

! i i i

i Liczba zdalnych procesorów sieciowych i 
i podłączonych do procesora sieciowego i 
i lokalnego

i ii ii i
^1

i i1 i

i i s
5 Liczba procesorów zdalnych podłącza- i 
• nych do procesora zdalnego

1 1 8
0 1 30 :

i Liczba połączeń zdalnego procesora
; sieciowego do innych procesorów
j sieciowych

5

i >1

8 J1
7 Si 1 5! ’

5 Łącza grupowe między procesorami 
’ sieciowymi zdalnymi

1 {
ii TAK 1

s
NIE i

!
i Łącza pomiędzy lokalnymi procesorami ; 
j sieciowymi

i !i
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5
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7. ZAKOŃCZENIE

Zaprojektowany w IKSA1P procesor sieciowy EC 8371.01M wraz z opra­
cowanym oprogramowaniem podsystemu TELE JS-M został przebadany i będzie 

wdrożony do produkcji w ZE ELWRO. Przekazanie podsystemu do dystrybucji 

nastąpi w 1990 r.
Podsystem TELE JS-M będzie stale rozwijany. Rozpoczęto prace nad 

podsystemem TELE JS-2, który będzie podstawą tworzenia instalacji siecio­
wych (systemów TELE JS-2) • Koncepcja tego systemu będzie zgodna z opisa­
ną wyżej koncepcją systemu TELE JS-M. Nacisk zostanie położony na polep­
szenie parametrów technicznych i własności eksploatacyjnych. Złożą się 

na to:

a. Opracowanie procesora sieciowego nowej generacji (EC 8377) . Przewidy­

wane parametry procesora:
- pojemność pamięci operacyjnej 0,5?2 MB

- liczba podłączonych linii 
telekomunikacyjnych 256

- liczba kanałów do podłączenia ® 
jednostek centralnych 8

- tryb pracy: s/s, BSC, SDLC, X.25

Nowa baza elementowa z obwodami wysokiej skali integracji przyczyni 

się do osiągnięcia wyższego w porównaniu z EC 8371.01M poziomu nieza­

wodności . /
b. Opracowanie oprogramowania ułatwiającego utrzymanie systemu w ruchu. 

Będą to programy:
- operatorskiego sterowania komunikacją w sieci, 

- określania problemów sieci.

c. Opracowanie programu umożliwiającego wykorzystywanie przez system 

TELE JS-2 autonomicznych sieci transmisji danych z komutacją pakietów 
z zewnętrznym stykiem zgodnym z rekomendacją X.25.

d. Opracowanie sprzętu i oprogramowania umożliwiającego podłączenie do 

systemu TELE JS-2 lokalnych sieci komputerowych.
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^SŁy3i_St2£e_2D^_^2Y§ł2ESS2t_brends_of_teleprocessing system 
^gsignęd_in_the_Institute_of_Computer_Systems_for_Automątion_and_Measu- 
rement

In.the paper, the TELE JS-M teleprocessing system developed in the 
Institute of Computer Systems for Automation and Measurement is descri­
bed. Architecture, hardware, and software of this system are characteri- 

zed. Some configuration possibilities of Computer network based on this 
system are presented. The development trends of hardware and software ‘ 
for TELE JS system are discussed.
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OPTYMALIZACJA DYSTRYBUCJI OPROGRAMOWANIA

W LOKALNYCH SIECIACH KOMPUTEROWYCH

Efektywność pracy systemu współbieżnego zależy między innymi od 
funkcji przypisania węzłów obliczeniowych lokalnej sieci komputero­
wej poszczególnym modułom programowym. W pracy sformułowano kryte­
rium pozwalające teoretycznie porównać efektywność poszczególnych 
funkcji przypisania. Sformułowano też założenia systemu sugerują­
cego bardziej "efektywne" przypisanie na podstawie analizy wybra­
nych parametrów pracy systemu współbieżnego.

1. WSTĘP

W ramach prac nad systemem wspomagania implementacji oprogramowania 

współbieżnego w lokalnych sieciach komputer owych C COSID £4,53 2) 

pojawił się problem takiej alokacji modułów programowych, aby praca 

sieci była możliwie efektywna. Kryterium pomiaru stopnia efektywności 

systemu współbieżnego może być suma czasów bezczynności procesorów 

obsługujących lokalna sieć komputerową £43. W systemach rozproszonych 

należy uwzględnić dodatkowe opóźnienie wynikające z komunikacji pomiędzy 

odległymi węzłami obliczeniowymi i wtedy ważnym kryterium analizy 

efektywności pracy sieci komputerowej jest częstotliwość wymiany 

informacji pomiędzy węzłami obliczeniowymi. Dla uniknięcia strat 

związanych z czasem oczekiwania na realizację tych transmisji należałoby 
dążyć do lokalizacji najczęściej współpracujących ze sobą modułów 

programowych w tym samym węźle obliczeniowym. ¥7 pracy przedstawiono 

założenia systemu DYNOPT wspomagającego procedury alokacji celu 

uzyskania możliwie efektywnej pracy systemu współbieżnego. Zdefiniowano 

funkcję efektywności systemu oprogramowania. Dla potrzeb systemu DYNOPT 

w czasie działania systemu współbieżnego obliczane są wybrane parametry 
I

Katedrs Informatyki UJ Kraków
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statystyczne pracy systemu współbieżnego. Formalnym opisem alokacji 

modułów programowych w sieci komputerowej jest EDG-graf. W grafie tym 

etykietowane wierzchołki oznaczają komponenty sieci Cwęzły obliczeniowe, 
moduły programowe), zaś etykietowane krawędzie oznaczają relacje 

pomiędzy komponentami sieci Calokacja modułu w węźle obliczeniowym, 

połączenia pomiędzy węzłami, współpracujące moduły itd.3. Z każdym z 

wierzchołków możemy też związać określone atrybuty. Dokładny opis wraz 
ze szczegółowymi przykładami można znaleźć w £3,43.

Przyjęto, że zmianie alokacji modułów programowych odpowiada 

rekonfiguracja EDG-grafu. Rekonfiguracja ta odbywa się pod kontrolą 
zmodyfikowanej gramatyki edNIC £13 przy pomocy systemu ASNET £23.Problem 

optymalnej dystrybucji oprogramowania w lokalnych sieciach komputerowych 

jest problemem bardzo złożonym, dlatego autorzy traktują zaproponowany 

system DYNOPT jako próbę znalezienia pewnych kryteriów pozwalających 

uczynić systemy oprogramowania współbieżnego bardziej efektywnymi.

2. FUNKCJA EFEKTYWNOŚCI SYSTEMU PROGRAMOWANIA WSPÓŁBIEŻNEGO

Z każdym wierzchołkiem grafu alokacji związany jest atrybut coopp 
Ccooperation probability?. Każda krawędź Cv,c,w? Coznacza to krawędź 

łączącą moduły współpracujące ze sobą? atrybutowana jest liczbą 

^Cv c z przedziału £0,13.
Funkcję efektywności systemu S z alokacją G w czasie At określamy Jako 

FECS,G? = Z Cready, + p^ 1 -acti v : At?«WCi??
i eNodes

gdzi e:

Nodes - oznacza zbiór węzłów obliczeniowych systemu S
ready. - suma czasów bezczynności aktywnych modułów w węźle i

w rozpatrywanym przedziale czasu At
activ^ - iloraz sumy wykorzystanego czasu procesorów w węźle 

i przez liczbę procesorów dostępnych w tym węźle

p - opóźnienie wymiany informacji w systemie rozproszonym.
WCi? = S Z coopp *BCv,c,w?*ExterCi,w? 

veM^ wel 

gdzie
coopp — jest wartością atrybutu wierzchołka v

<BCv,c,w? - wartością atrybutu krawędzi Cv,c,w?
ExterCi,w? - przyjmuje wartość O jeżeli moduł pośredniczący jest 

zaalokowany w węźle i oraz 1 w przeciwnym przypadku

M. - zbiór procesów i managerów zaalokowanych w węźle i

I - zbiór modułów pośredniczących systemu

Niech K oznacza zbiór wszystkich grafów alokacji systemu S.

K=<G. , i=1, . . . ,n G^graf alokacji dla S>



W tym przypadku jako kryterium efektywności systemu przyjmujemy funkcję 
min <FECS,GJ> 
GeK

Duża złożoność obliczeniowa powoduje, że przedstawione powyżej kryterium 
efektywności ma znaczenie bardziej teoretyczne.

3. PARAMETRY STATYSTYCZNE PRACY SIECI KOMPUTEROWEJ

Dla sieci S z n węzłami obliczeniowymi i p modułami oraz grafem 

alokacji G modułów programowych w trakcie pracy systemu ustalane są 

wartości następujących zmiennych:
t^ - czas wykorzystania procesorów w i-tym węźle obliczeniowym Ci=l...kJ 

k^ - średnia długość kolejki gotowych modułów i-tym węźle obliczeniowym 

C, , - ilość wołań na krawędzi Cv,c,wJ.C v, c , wJ
gJ - czas oczekiwania gotowego modułu J w i-tym węźle obliczeniowym 

Wtedy
t^ : Ip. Ci =1. . . k , lp^ oznacza liczbę procesorów w węźle iJ

, i h readyi=gi+. . . +gf 

coopp =C Z C 
v weV

^J/C Z . c, wl ,,x, wev
JCgdyCx,c,wJ a J brak połączenia

pomiędzy wierzchołkami v,w to C, =CD

BCv,c,wJ=C, CSC-,, Cx,y,wJ x,weV
Wartości tych zmiennych posłużą jako parametry dla systemu DYNOPT.

4. PODSTAWOWE ZAŁOŻENIA SYSTEMU DYNOPT

Dla systemu S po upływie, odcinka czasu At^ Ci=O,l,...k za każdym 

razem identycznegoJ uruchamiany Jest system DYNOPT. Z każdym odcinkiem 

czasu związany Jest graf alokacji G^ . Jeżeli po upływie czasu AE 

FECS,G^JSFECS,G^J Ci>O,w czasie At^ ustalana jest początkowa wartość 

FECS.G^JJ to przywracana Jest konfiguracja systemu wyznaczona przez graf 

G^ , w przeciwnym przypadku podejmowana jest akcja rekonfiguracji 

systemu. Główne założenie systemu DYNOPT jest takie, że moduły 

komunikujące się najczęściej ze sobą powinny być zlokalizowane w tym 

samym węźle obliczeniowym. Niech graf G^ bedzie grafem alokacji po 

czasie At^. Znajdujemy krawędź C^^ Cgdzie v,w należą węzłów

obliczeniowych l,k k*U o maksymalnej wartości, taką, że możliwa Jest 
alokacja modułu v w węźle obliczeniowym k W węźle obliczeniowym k 

znajdujemy moduł z dla którego jest najmniejsza . Moduł z

alokujemy w węźle obliczeniowym j wybranym z tych węzłów

obliczeniowych <i^ . . . -i > w których możliwa jest alokacja modułu z, aby 

iloczyn 1p^xCAt^-t 3*k był najmniejszy spośród wszystkich 

Ip *CAt -t 5*k dla m=i„ . . . i m^k C Ip. -liczba procesorów w węźle 13. m i m m In
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Drugim kryterium rekonfiguracji systemu jest poprawa wykorzystania czasu 
pracy procesorów i zmniejszenie długości kolejek gotowych modułów. 

Zakładamy, że raz relokowane moduły nie podlegają powtórnej relokacji 
podczas tego samego przebiegu systemu DYNOPT, Spośród wszystkich węzłów 

obliczeniowych <1,. . . m> wybieramy węzeł obliczeniowy k dla którego 

wartość, iloczynu Ipj^KCA^-^jMkj jest największa spośród wszystkich 
iloczynów lpm*CAU -t^wk^. i węzeł 1 dla którego iloczyn 

Ip łtCA^-tj^Mkjjest najmniejszy. Z węzła k wybieramy moduł r możliwy do 

zaalokowania w weźle 1 dla którego wartość g^Jeśt największa i alokujemy 

w wężle 1.
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E^eKTMBHOCTb paóoTbi napaujiejibHoA cmctchw aaBMCHT ot toto KaK mm 
po 3npHZieJIMM TTpOrpaMMbl B BbTHlMCJieTeJIbHOi? CeTM. B CTaTM MM TOSCe 
TTOKa3aJiM KpnTepMń KOTopoft paspeinaeT cpaBHHTb e^eKTMBHoeTb stopo 
po3npnziejTeHM5i. npezuiaraeti TecTwpoBaTb, neKOTopue napaHeTpbi 
TrapajiJiejibHoro npoiiecca. PaapemaeT eTo TrpezuioxnT motozi kotopmSi 
npezpiaraer "jiyMine" po3npnziejiMTB rrporpaHMM b BWMMCJiMTejfbHyio oeTb.

Efficiency of the concurrent system works depends on the function 
deseribing associations among the computing nodes of a local area 
network and program modules. The theoretical criterion which allows 
one to compare the efficiency of these functions is presented in 
this paper. A few parameters of the concurrent system work are 
proposed to be choosen and tested. This allows one to suggest a 
morę "efficient" software distribution



Nr 9
1989

Nr 9
Konferencje

Prace Naukowe Centrum Obliczeniowego
Politechniki Wrocławskiej_______

Nr 4

sieci pakietowe, 
zakleszczenia, 

Jerzy KONORSKI" modele kolejkowe

PRZEPUSTOWOŚĆ SIECI PAKIETOWEJ

Z DZIAŁAJĄCYM MECHANIZMEM UNIKANIA ZAKLESZCZEŃ

W pracy przeprowadzono analizę jakości wybranych mechanizmów unika­
nia zakleszczeń w sieciach pakietowych z punktu widzenia przepusto­
wości sieci. Zastosowano metody sieci kolejkowych z ograniczeniami 
populacji i przyjęto jednorodny model stochastyczny sieci, pozwala­
jący zmniejszyć nakłady obliczeniowe i nie zakładać określonej to­
pologii sieci. Do obliczeń wykorzystano zmodyfikowany algorytm splo 
towy Reisera-Kobayashi. Przedstawiono wyniki numeryczne ilustrujące 
rolę doboru mechanizmu kontroli przeciążeń przy ocenie mechanizmu 
unikania zakleszczeń.

1. //PROWADZENIE

Zakleszczenia (store-and-forward deadlocks) są potencjalną konsek­

wencją stosowania protokołów przesyłania pakietów między węzłami z za­

chowaniem kopii pakietu wysłanego i retransmisją pakietu odrzuconego 

przez węzeł sąsiedni i były badane już w latach 70-tych. Systematyczna 

konstrukcja mechanizmów unikania zakleszczeń (MUZ) rozpoczęła się u pro­

gu lat 80-tych [1]. Wspólną cechą MUZ jest możliwość odrzucania pakietów 

przez węzeł mimo niecałkowicie zapełnionej pamięci buforowej, co na ogół 

prowadzi do obniżki przepustowości sieci. Postulat minimalizacji wspom­

nianej obniżki oznacza poszukiwanie możliwie liberalnych MUZ (tj. z ła­

godnymi warunkami akceptacji pakietu); liberalność definiowana jest przy 

tym w terminach zbiorów charakterystycznych funkcji decyzyjnych opisują­

cych MUZ w poszczególnych węzłach [3,6,91 . Przydatność tego determinis­

tycznego kryterium oceny MUZ nie zawsze znajduje potwierdzenie w anali­

zie stochastycznej (por. [8j ). W niniejszej pracy zanalizujemy sieć pa- 

* Instytut Telekomunikacji Politechniki Gdańskiej
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kietową z MUZ działającym równolegle z mechanizmem kontroli przeciążeń 
(MKP) celem zademonstrowania wpływu MKP na przepustowość sieci z dzia­

łającym MUZ, a w szczególności tego, że niewłaściwy dobór MKP czyni kry­

terium liberalności MUZ bezwartościowym lub nawet zwodniczym.

2. . WYBRANE MECHANIZMY UNIKANIA ZAKLESZCZEŃ

W tym punkcie omówimy krótko wybrane MUZ bodące przedmiotem 'dalszej 

analizy. W dwóch pierwszych decyzja o akceptacji/odrzuceniu pakietu 

przez węzeł oparta jest na rozpoznaniu klasy lokalnej pakietu, określa­

nej jako liczba kanałów' sieci pozostających pakietowi do przebycia przed 

osiągnięciem węzła docelowego (ang. hop-count). MUZ oparte na krążących 

tokenach definiują specjalny rodzaj pozwoleń (tokenów), które mogą krą­

żyć między węzłami bądź samodzielnie (.jako wiadomości kontrolno-sterują­

ce), bądź w nagłówkach pakietów, nie podlegając zniszczeniu ani powiele­

niu (dla dokładniejszych opisów i dowodów poprawności por. [3]). Niech 

H będzie maksymalną długością trasy pakietu, zaś B liczbą buforów w wę­

źle (każdy bufor mieści 1 pakiet). Ponadto przez oznaczmy liczbę pa­

kietów klasy lokalnej h znajdujących się aktualnie w pamięci buforowej 

węzła (OśhśH), zaś przez f - liczbę aktualnie wolnych buforów w węźle. 

Rozłączne Pule Buforów IRP)[1,6], Wybieramy liczby naturalne Br,...,B 

takie, że Bę+...+BH = B. rakiet klasy lokalnej h zaakceptowany zostaje, 

gdy ^<3^.
Badanie Zawartości Pamięci Buforowej (BZ)[51. Pakiet klasy lokalnej h 

zostaje zaakceptowany, gdy dla każdego k = 0,...,h zachodzi f+Xę+.;.+ 

+x,^ >k. Łatwo pokazać, że dla dowolnych B^,..., B^ mechanizm BZ jest 

bardziej liberalny niż RP (w istocie jest on najbardziej liberalnym me­

chanizmem typu hop-count).

Jeden Krążący Token (KT1)£z,3] • Pakiet klasy lokalnej h=0 zostaje zaak­

ceptowany przy f>0, zaś klasy lokalnej h>0 - gdy f>1, oądź, przy 1=1, 

gdy xn>0 lub gdy token znajduje się w węźle bądź w nagłówku pakietu bę­

dącego przedmiotem decyzji. Można pokazać [ż], że mechanizm KT1 jest 

bardziej liberalny niż BZ; dotyczy to również mechanizmów KT2,KTą niżej. 

Dwa/frzv Krążące Tokeny (KT2.KT3 ) [2,3j . Zasady akceptacji/odrzucania pa­

kietów są podobne jak dla KT1; przy podejmowaniu cecyzji należy accat<sc- 
wo sprawdzać liczbę aktualnie niepustych kolejek v."ysęioy.yoą w 
(tj. kolejek pakietów skierowanych dc peszone;ćlnych węzłów sąsiednich).
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Gdy liczba ta wynosi 1 (dla KT2), bądź jest s< 2 (dla KTJ), uruchomiona zo 

staje tzw. procedura zapytania-odpowiedzi (PZO) celem ustalenia, czy ak­

ceptacja przybyłego pakietu grozi wystąpieniem zakleszczenia. Wymaga się 

tutaj, aby kierowanie pakietów do węzłów sąsiednich było nieodwołalne.

3. PRZEPUSTOWOŚĆ SIECI Z DZIAŁAJĄCYM MUZ I MKP

Modelowany jest N-węzłowy fragment sieci, nie przyjmujący ruchu z 

pozostałej części sieci. Znormalizowane obciążenie zewnętrzne wpoissonow 

sko-wykładnicze) wynosi g i rozkłada się równomiernie na wszystkie NQ ko 

lejek wyjściowych. Przyjmiemy, że PZO prawie zawsze kończy się akceptacją 

pakietu. Jako MKP zastosujemy ograniczenie liczby pakietów źródłowych do 

B'<3 w każdym węźle źródłowym [5]. Oznaczając przez a.. udział ruchu pa- 
i J 

kietów kierowanych na trasy i-kanałowe, które przebywają j kanałów w na­

szym obszarze (j$i<H), mamy obciążenie każdej kolejki wyjściowej pakie­

tami źródłowymi i tranzytowymi klasy lokalnej h (IśhśH):

rhz = ' (1)

rht = g^h+1^H Aih[l-Pz(i)]/[NQ[1-Pt(h)] [1-Pt(h-1)]} , (2) 

gdzie A., =a. . , „+...+a,., zaś P (h), P. (h) - prawdopodobieństwa odrzu-o ik i,i-k+1 n’ z ’ t
cenią pakietu źródłowego i tranzytowego klasy lokalnej h; jak wiadomo [4], 

można je wyrazić poprzez prawdopodobieństwa typu gdzie y=

= (y1z...yHzy1t...yH_1 reprezentuje stan węzła, yhz, yht - liczby pa- 

kietów źródłowych i tranzytowych klasy lokalnej h w węźle, zaś 5^ jest 

pewnym zbiorem stanów/ węzła, wynikającym z opisu danego MUZ w p. 2 z pod­

.' Do obliczenia tych ostatnich prawdopodobieństw po­stawieniem y, +y, .=x, Jhz Jht n
trzebne są współczynniki wielowymiarowego rozwinięcia potęgowego funkcji 

, C V yhz V yhf]-Q .
7(u)= [-Z^H^hz “limH-ZhtZt J ’ ktore mOzna °bllCZyC Przy Po­

mocy algorytmu splotowego [7] . Dzięki jednorodności modelu sieci nakłady

obliczeniowe można tu zmniejszyć Q-krotnie, okazuje się bowiem, że [3]

B-f+Q 
B-fv(y) = vx (y) / Q (?)

, . , . ,, .. ..... y1z yHz ylt
■ gdzie v(y) - współczynnik rozwinięcia stojący przy u. .. ,u„ u.. ...

yH-1 t IZ .HZ TT
. ..u^ ~ 1 , zaś v*(y) - analogiczny współczynnik otrzymany przy podsta­

wieniu Q:=1, r. :=Qr. , r, ,:=Qr, .. Przenustowość sieci wynosi ’ hz hz’ ht ht - J

S g^1śhiH Ah,h+1 [1-Pz(h)] . (4)



W tabeli poniżej przepustowość sieci i obciążenie zewnętrzne znormalizo-
wano względem maksymalnej przepustowości sieci bez działającego MUZ i od-
powiadającego jej obciążenia zewnętrznego, Sn i gU u ; przyjęto N=6, H=3,
B=5, 0=3, a^.=,2 (1$j6i, 2<i<3). 'Wyniki pokazują znaczenie właściwego do-
boru MKP (tj. wartości B') dla zdyskontowania wzrostu liberalności MUZ.

s/sj%]
g/g0[%] 60 70 80 90 100 110 120 130 140 150 160
RP,B'=2 48 51 54 57 58 60 61 62 63 64 65
BZ,B'=4 69 76 81 84 86 87 87 87 86 85 83
KT1, B '=4 74 82 88 90 89 85 77 69 60 52 46
KT3,B'=4 75 84 90 94 95 92 88 82 75 69 63
BZ,B'=2 65 71 76 80 83 85 87 88 89 90 90
KT1,B'=2 66 72 78 ,82 86 89 91 92 94 94 95
KT3,B'=2 66 73 78 83 86 89 91 93 94 ' 95 96
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NETWORK THROUGHPUT UNDER DEADLOCK PREVENTI0K SCHEMES

Store-and-forward deadlock prevention based on buffer class.es and on cir­
culating tokens is considered in the context of network throughput analy- 
sis via a Lam-type ąueueing model. The influence of congestion control 
par,ameters on the efficiency of deadlock preyention is pointed out.

nPOnyCKHAfl CDOCOEHOCTB CETW C AHTK-TyiWKOBbN MEXAHH3M0M

B orane npeacrasneH aaajiH3 cen c naKeiHOź Ko^yraiweg, b kotopoz npz- 
MeHeaa HeKOTopae aHTH-rynHKOBŁie MexaH«3ubi, orpaHJRKBazwe aociys naKe- 
top K naMHM oaokob b ysaax ceTk. racc^cTCdrseTCH BjiMHHMe napauerpos 
KOHipojiH neperpyaoK aa npkroaHociŁ aesepMiiHHCTCKoro Kpoepiia 
3HTH—TynkKOBHX uexaH33M0B.
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protocol implementati on,

ESTELLE.

PDL

Hartmut Koenig^
Olaf Krohmann*

AN APPROACH TO AUTOMATED PROTOCOL IMPLEMENTATION

SUMMARY: The paper deals with problems of .automated protocol 
imp1ementati on. Among others two guestions are discussed espe- 
cially: how is a protocol implementati on to look like and to 
what extend the implementation process can be automated? Expe- 
rience with the PDL and the ESTELLE implementation at the TU 
Magdeburg are presented.

The large gap the protocol developer has to overcome -from the 

spec i f i c at i on to the practical realization of protocols has 

brought forth the desire to automate this- process. Therefore, 
automated protocol i mpl ementati on has become one o-f the main 

topics in the -field o-f protocol engineering. Besides efficiency 

automated protocol implementatipn brings further remarkable 

advantages as the reduction of impl ementation errors and of 

incompatibi1 ities between different implementations, better 
maintenance and independence of a certain implementor /Aggarwal 

83/. The experience shows further that automatical 1y generated 
implementations are better structured than hand-coded ones.

Systems for automated protocol implementati on have been reported 

in literaturę sińce the beginning of the eighties. They are 

mostly based on state-transition specificati on languages. The 

Principal implementation approach is similar in many cases. The 

specification t«xt is transformed into a high-level language 
codę, often PASCAL, C or CHILL, which is connećted with hand-

*Technical University "Otto voc Guericke" Magdeburg Department 
of Informatics PS? 124 Łlasdeburp 3010 C-DH 
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coded pracedures. Che latter usually comprise Buch components as 

the process organization applied for the protocol implementa­
tion, the buffer and queue management, and the time control as 

well. The statements about the portion of this part differ 
betweeń 30 and 60 per cent.

Without doubt automated protocol implementation is still a topie 

for further research. Among others the following guestions are 
of interest:

(1) What is the relation between specificati on and implementa­

tion or in other, words: how is the implementation to look 
1 i ke?

(2) To what extend the implementation process can be automated?

The paper will focus on these guestions. It presents our expe- 

rience gathered by the implementation of the specification lan­

guage PDL /Koenig 86/ which is being adapted now to the imple­
mentation of ESTELLE /Koenig 88/,/Krohmann 88/ (see fig. 1).

Automated protocol implementation is connected to a certain 

implementation solution. That means the designer of the trans- 

formation has to work out a well-fitted solution which the user 
must accept (or not). This solution comprises the manner how the-' 

specificati on structure can be mapped into the implementation, 

i.e. which process structure will be chosen, which components 

are included into the run time kernel and others. In our 
approach (a similar solution you can find in /Serre 86/) we 

chose a straightforward transformation of the specificati on into 

the implementation, i.e. the latter reflects the structure of 

the PDL description principle (see fig. 2 and 3). In compliance 

with this solution a PDL-specificati on is transformed into three 

processes' which handle the interfaces to the upper and 1ower 
layer (upper and 1ower sap handler) and the protocols (protocol 

handler). The process scheduling itself is part of the run time 

kernel (see below).

The advantage of this approach consists in a relatively simple 

realization of the transformator from the spec ificati on into the 

enecutable codę. Moreover the implementation reflects che speci- 

fication structure thus simplifying later maintenance.
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Discussing the guestion to what degree this process can be 
automated we must start from the fact that the Information 

contents of a specification text is confined. The representation 

is very formal abstracting from many details necessary for the 
implementati on such as event management, process structure and 

buffer organization. Furthermore, the specification usually 

considers only one (virtuel) connection but a working entity 

handles simultaneously several ones. All these componenti can 

scarcely be derived from the specification. They must be pro- 

vided by hand. This is the reason why the relations between 

automat i cal 1y generated and hand-made codę mentioned above will 

not change principally.

One way to increase the automation degree consists in designing 

the hand-coded portion in such a manner that it can be applied 

to many implementations. In our realization we use the implemen- 

tation environement developed in /Zschiesche 98/. It contains 

procedures for process scheduling, buffer and gueue organiza­

tion, and time control. The environement, which is ayailabie on 

16- and 32-bit computers, summarizes experience from different 

hand-coded protocol implementations.

For automated implementati on the environement has been extended 

by an envelope including the connection and the event manage­

ment /Koenig 87/. The interface of the extended environement was 

designed relatively common. It contains such functions as (guar- 

ded) waiting with selective and parallel executing of events, 

including of events into waiting gueues of other processes, 
opening and closing of connections as wel1 as several functions 

of the internal kernel which can be used directly.

This approach is now applied to the implementati on of ESTELLE 

/Krohmann 88/. For this we also want to use therealized envi- 

ronement <may be with a redefinition of the interface). Then 

both compilers will be applied to practical protocol implementa- 

tions to optimize the implementation structure.

Summarizing our experience we want to underline that there is a< 

strong need for a broader discussion of protocol i n»plementati on 
problems. The guestions discussed above are only two ones of 

interest here. There is still a too little knowledge about how 

to implement efficiently protocols. It seems to be necessary to

work out a methodology of implementing protocols.
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I PDL./ESTELLE—
I Transformatora

PDL-
Compi1 er Petri net 

analyz er

ESTELLE-
Compi1 er

Rapide prototyping 
(Simulation system)
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Fig. 1: Structur^ of the work-station under realization
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Fig. 3s Structure of PDL-implementati on approach
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sieć komputerowa, 
zarządzanie,

.Piotr KREMIENOWSKI określanie problemów

FUNKCJE ZARZĄDZANIA W SIECIACH 
KOMPUTEROWYCH TYPU SNA

W referacie omówiono funkcje wykorzystywane do celów zarządzania 
w sieciach komputerowych typu SNA. Podano krótką charakterystyką 
programów służących do realizacji tych funkcji, ze szczególnym 
uwzględnieniem problematyki określania problemów. Krótko scharakte­
ryzowano nowy produkt NetView zastępujący wcześniejsze programy 
służące do zarządzania w sieciach typu SNA.

Podjęcie tego tematu jest celowym z następującego powodu. W ramach 

Jednolitego Systemu EMC prowadzone są prace nad opracowaniem sieci kom­
puterowych zgodnych z SNA (Systems Network Architecture) firmy IBM 
[2,3], Przykładem takiej sieci może być system TELE JS-M opracowywany 

w IKSAiP we Wrocławiu, który to system jest przedmiotem odrębnego refe­
ratu na tej konferencji.
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Sieci komputerowe typu SNA są sieciami rozległymi, obejmującymi 
lokalny sprzęt komputerów obliczeniowych, procesory sieciowe, linie ko­
munikacyjne, zdalne procesory sieciowe, sterowniki lokalne i zdalne 
oraz różnorodne terminale. Ponadto w skład sieci SNA mogą wchodzić sie­
ci lokalne. Zarządzanie taką siecią obejmuje wiele różnorodnych funkcji. 
Można je pogrupować w cztery główne kategorie:

. Zarządzanie problemami

Zarządzanie problemami jest procesem mającym na celu zapewnienie 
wysokiej dostępności systemu.•Obejmuje ono określanie problemów, diag­
nozowanie problemów, obejście i odzyskiwanie, rozwiązanie problemu oraz 
śledzenie i nadzór.

x Instytut Komputerowych Systemów Automatyki i Pomiarów, Wrocław.



Określanie problemu jest to wykrywanie utraty (lub zagrożenia utra­

tą) dostępności zasobów systemowych dla użytkowników końcowych. Jest to 

postępowanie zmierzające do ustalenia jaki zasób, element sieci kompu­
terowej przestał działać poprawnie, stał się przyczyną degradacji pracy 
sieci. Określanie problemów jest procesem intelektualnym, który może 

być wspomagany środkami technicznymi i programowymi. Przyczyną powsta­
nia problemu mogą być zasoby sprzętowe jak i programowe sieci. Najistot­
niejszymi programami wspomagającymi zarządzanie problemami, zwłaszcza 

z naszego krajowego punktu widzenia, są programy określania problemów.

Diagnozowanie problemu jest ustalaniem specyficznych przyczyn po­

wstania problemu i sposobów jego rozwiązania. Do tego celu wykorzystuje 
się dane sygnalizujące powstanie problemu. Niekiedy potrzebne są dodat­

kowe informacje dla pełnego diagnozowania problemu.
Obejście i odzyskiwanie jest to zapewnienie środków zastępczych 

(np. linii) do czasu rozwiązania problemu lub przywrócenie do użytkowa­

nia utraconych zasobów programowych.
Rozwiązanie problemu jest akcją korygowania problemu. Po skorygowa­

niu przyczyny problemu podejmowana jest akcja przywrócenia zasobu do 
użytkowania.

Siedzenie i nadzór jest to doglądanie problemu od jego wykrycia aż 
do końcowego rozwiązania. Rozwiązywany problem może powodować wiele 
różnych symptomów i problemów pochodnych.

. Zarządzanie zmianami

W dużych złożonych sieciach zmiany następują stale. Powodowane są 

zmianami konfiguracji komputera obliczeniowego, sprzętu komunikacyjne­

go, oprogramowania systemowego a także zmianami aplikacji. Proces ten 
obejmuje planowanie, dystrybucję, instalowanie oraz śledzenie zmian.

. Zarządzanie konfiguracją

Ta kategoria zarządzania jest związana z utworzeniem i utrzymaniem 
bazy danych o konfiguracji, która zawiera wszystkie informacje o fi­

zycznych i logicznych zasobach sieci i ich powiązaniach. Funkcje tej ka­
tegorii pokrywają się częściowo z funkcjami zarządzania zmianami, lecz 
informacje w bazie danych dotyczą lokalizacji komponentów sieciowych, 
ich atrybutów identyfikujących, statusu i procesu zbierania danych o 
konfiguracji.

. Ocena działania i rozliczanie

Funkcja ta obejmuje procesy pomocne w kwantyfikowaniu, raportowaniu 
dostępności, monitorowaniu poziomu usług a także rozliczania za wyko­
rzystanie zasobów.
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Implementacja funkcji zarządzania w produktach programowych

Pierwsze, sieci typu SNA nie posiadały żadnych środków służących do 
zarządzania. Po uruchomieniu sieci, ich eksploatacja nastręczała wiele 

trudności, pojawiły się problemy utrudniające lub uniemożliwiające eks­
ploatację. Ażeby wiedzieć co się dzieje w sieci,zaczęto zbierać dane od 
użytkowników końcówek a także opracowano szereg produktów programowych 
wspomagających funkcje zarządzania. Omówienie wszystkich wymagałoby 
zbyt wiele miejsca, zatem ograniczę się do omówienia najważniejszych 
programów.

. Program operatorskiego sterowania siecią

Umożliwia on: 

- sterowanie i nadzorowanie pracy sieci z jednego miejsca, 

— automatyzację czynności operatorskich, z możliwością tworzenia tzw. 
list komend, 

— podział sieci na obszary nadzorowane przez wyznaczonych operatorów.

. Program określania problemów sprzętowych

Przeznaczony jest do zbierania danych o tym co się dzieje w zasobach 

sieci komunikacyjnej danej domeny oraz w zasobach lokalnych komputera 
obliczeniowego, porządkowania tych danych i udostępniania ich w taki 
sposób, by wspomagać proces identyfikacji i ustalenia zasobu, który jest 
przyczyną aktualnego problemu. Użytkownik tego programu musi mieć dostęp 
do wszystkich zebranych danych, by móc powiązać je logicznie ze sobą i 
mieć pełny obraz tego co się dzieje w sieci. 
Program określania problemów otrzymuje dane w sposób automatyczny, bez 

zwracania się o nie. Jest to niezwykle istotne. Zatem dane mogą być nad­
syłane tylko przez zasoby "inteligentne", które są w stanie interpreto­
wać swoje stany i kwalifikować je jako źródła danych dla programu okreś­
lania problemów.

Na rysunku 1 pokazane są zasoby, które mogą być źródłem danych dla pro­
gramu określania problemów sprzętowych.

. Program określania problemów logicznych

Spełnia on następujące funkcje:
. Dostarcza informacji niezbędnych do rozwiązywania problemów nie—sprzę­

towych.

. Zbiera i kojarzy informacje o przebiegu sesji. 

Zbiera i wyświetla informacje o aktualnych czasach odpowiedzi dla po­
szczególnych końcówek.



Ułatwia identyfikowanie i izolowanie problemów, które nie generują 

komunikatów o błędach.

Istnieją inne programy służące do wspomagania funkcji zarządzania, jed­

nakże ich znaczenie jest mniejsze, zatem nie będą tu omawiane.

Rys. 1. Zasoby stanowiące źródła danych
Fig. 1. Resources that are sources o-f data

Zintegrowane podejście do funkcji zarządzania

W wyniku nacisków na IBM w 1986 roku pojawia się program NetView, 

łączący w sobie funkcje pięciu wcześniejszych programów. Według dostęp­
nych informacji [1,4,5] jest to realizacja nowej strategii w dziedzinie 
zarządzania sieciami typu SNA. Jest to produkt mający usprawnić central­
ne zarządzanie, diagnozowanie i sterowanie sieciami SNA w tym sieciami 

lokalnymi poprzez wersje NetView/PC. Program ten realizuje wiele funkcji 
zarządzania. Na rysunku 2 przedstawiono najważniejsze komponenty tworzą­
ce ten program.

Bazy 
danych

NetView Wspomaganie 
instalowania

CLIST HELP
Monitor 
sprzętu

Monitor 
sesji

Monitor 
statusu

Komendy sterowania
VTAM

Komputer obliczeniowy

Rys. 2. Komponenty tworzące NetView 
Fig. 2. NetView's components
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Istotną informacją jest to, że NetView współpracuje tylko z metodą 
dostępu VTAM. Poniżej krótko omówione zostaną funkcje poszczególnych 
komponentów.

. Komendy sterowania — służą do scentralizowanego zarządzania siecią. 
Istnieje bogaty wybór komend i makrokomend służących do przeglądania 
baz danych, obsługi plansz, przesyłania komunikatów.

. Monitor sesji — zbiera dane logiczne o przebiegu sesji, kojarzy je 
i udostępnia do oglądania.

. Monitor sprzętu — zbiera zdarzenia i statystyki oraz generuje alerty.

. Monitor statusu — zbiera i udostępnia na planszy aktualny status 
wszystkich urządzeń w domenie. Jest to nowa i cenna funkcja umożliwia­
jąca szybkie kontrolowanie statusu zasobów.

W każdej z wymienionych kategorii zarządzania NetView rozszerza spełnia­
ne funkcje w stosunku do programów, które on zastępuje.

Zakończenie

Celem referatu było zaprezentowanie punktu widzenia firmy IBM na 
zagadnienia zarządzania sieciami typu SNA. Firma ta poprzez produkty 
NetView i NetView/PC nakreśliła strategię swojego rozwoju w tym zakre­
sie. Należy dodać, że w ramach ISO/OSI prowadzone są prace nad standa­
ryzacją zarządzania.
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MANAGEMENT FUNCTIONS IN THE SNA TYPE COMPUTER NETWORKS

In the paper, the SNA network management functions and some programs 
that imple ment that functions are presented. Morę attention is paid 
to the problem determination. Next, the NetView program — new product 
that combines and enhances the functions of previous network manage— 
ment programs is described.
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TRANSMISJA SYGNAŁÓW KOMPUTEROWYCH W CYFROWYCH KANAŁACH 

TELEFONICZNYCH SYSTEMU PCM

W artykule przedstawiono rozwiązanie pozwalające na wykorzystywanie 
telefonicznych kanałów cyfrowych systemu PCM do równoczesnej 
transmisji sygnałów telefonicznych i komputerowych. Przedstawione 
rozwiązanie polega na zastosowaniu hybrydowej komutacji. Dla 
transmisji sygnałów telefonicznych zachowano powszechnie stosowaną 
komutację kanałów, natomiast dla transmisji sygnałów komputerowych 
zaproponowano zastosowanie komutacji wiadomości.

1. Wstąp

Powszechnie stosowanym sposobem wykorzystywania kanałów cyfrowych 

do transmisji sygnałów telefonicznych i nietelefonicznych, np 

komputerowych, jest sposób, w którym stosowana Jest reguła, według 

której kanał przesyłowy przydzielany Jest ' na czas trwania transmisji 

bądź użytkownikowi telefonicznemu, bądź użytkownikowi innego typu. Taki 

sposób wykorzystywania kanałów nie pozwala na uzyskanie dużego 

współczynnika ich wykorzystania do transmisji informacji. Uwzględnienie 

bowiem faktu występowania przerw pomiędzy segmentami mowy <a więc braku 

transmisji informacji) [81 w czasie trwania rozmowy telefonicznej, w 

czasie których kanał Jest niedostępny dla innych użytkowników, wpływa na 

znaczne zmniejszenie stopnia Jego wykorzystania.

Jednym z rozwiązań umożliwiających zwiększenie stopnia 

wykorzystania kanału Jest zastosowania komutacji pakietów zarówno do 

transmisji sygnałów telefonicznych Cpakietyzacja mowy) [71 jak 1 

nietelefonicznych. Rozwiązanie to wiąże się Jednak. ze znaczną 

komplikacją układową. V powszechnie użytkowanych kanałach cyfrowych 

stosowana Jest komutacja kanałów. Z omawianym rozwiązaniem wiąże się 

natomiast wprowadzenie komutacji pakietów do transmisji sygnałów zarówno



195 

telefonicznych jak i komputerowych a także konieczność stosowania 

detektorów mowy [61. Wywiera to wpływ na koszt (indywidualne wyposażenie 

do każdego kanału telefonicznego? a także na jakość transmisji sygnałów 

telefonicznych (straty próbek mowy na początku segmentu mowy).

Innym sposobem wykorzystywania cyfrowych kanałów do równoczesnej 

transmisji sygnałów telefonicznych i nietelefonicznych jest tak zwana 

komutacja hybrydowa [11. Sygnały telefoniczne przesyła się wykorzystując 

komutację kanałów, natomiast sygnały nietelefoniczne (komputerowe? 

przesyła się w oparciu o komutację pakietów. Pewną odmianą komutacji 

hybrydowej będzie też stosowanie w tej samej sieci komutacji kanałów do 

transmisji sygnałów telefonicznych i komutacji wiadomości do transmisji 

sygnałów komputerowych. Przedstawione w pracach [21, [31, [41 

rozwiązanie, zwane warunkową komutacją wiadomości (CMSS?, pozwala na 

znaczne zwiększenie stopnia wykorzystania kanałów (do około 0.8? przy 

stosunkowo niewielkiej komplikacji układowej. Sposób ten sprowadza się 

do wykorzystywania przerw występujących pomiędzy segmentami mowy, a 

także pomiędzy rozmowami do transmisji sygnałów nietelefonicznych 

(transmisja sygnałów nietelefonicznych realizowana Jest z niższym 

priorytetem, a więc do transmisji sygnałów komputerowych wykorzystuje 

się jedynie nie zajęte kanały telefoniczne?.

2. Transmisja sygnałów komputerowych w przerwach pomiędzy 

segmentami mowy.

W omówionym w pracach [21, [31 i' [41 sposobie wykorzystywania

kanałów cyfrowych wykorzystuje się własności statystyczne sygnałów 

telefonicznych przekazywanych kanałem cyfrowym. W szczególności w prosty 

sposób można wykorzystywać występującą powtarzalność kolejnych próbek 

telefonicznych w kanale. V tym przypadku transmituje się pierwszą próbkę 

ciągu identycznych próbek a następnie jedynie informację o braku zmiany 

próbki. W pracy [31 sposób ten nazwano warunkową komutacją wiadomości ze 

statyczną alokacją kanałów (CMSS?. Z uwagi na fakt, że powtarzalność 

kolejnych próbek podczas transmisji sygnałów telefonicznych jest bardzo 

duża [81, opłacalny jest taki sposób transmisji. Uzyskane bowiem wolne 

szczeliny czasowe można wykorzystać do transmisji innych sygnałów 

(sygnałów komputerowych?. W takim rozwiązaniu kanał cyfrowy 

wykorzystywany jest do transmisji sygnałów telefonicznych w oparciu o 

komutację kanałów, natomiast do transmisji sygnałów komputerowych w 

oparciu o komutację wiadomości. Rozwiązanie to jest więc sposobem 

integracji obsługi ruchu telefonicznego i komputerowego w kanałach 

cyfrowych. Odrębne natomiast pozostają same węzły. Tak więc użytkownicy 

telefoniczni obsługiwani są w węźle telefonicznym, natomiast 

użytkowników komputerowych obsługuje węzeł sieci z komutacją wiadomości.
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Na rys. 1 przedstawiona została struktura przepływu informacji w 

podstawowym ogniwie takiej sieci, a więc w kanale i w węźle. Elementem 

wprowadzającym sygnały obu typów do kanału jest krotnica zmodyfikowana w 

stosunku do powszechnie stosowanej. Rozwiązanie układowe takiej krotnicy 

PCM przedstawione zostało w pracy £43.

Rys. 1. Przepływ informacji telefonicznej i komputerowej w podsta­
wowym ogniwie sieci.

Z przedstawionego rozwiązania wynika w szczególności, że węzeł 

telefoniczny wykorzystuje do transmisji rozmów wszystkie możliwe do 

wykorzystania kanały telefoniczne PCM, a więc liczba kanałów 

telefonicznych w systemie pomniejszona Jest o liczbę kanałów wziętych na 

stałe do sterowania przepływem informacji w kanale. Dla systemu PCM 

30/32 z 30 kanałów telefonicznych do transmisji sygnałów telefonicznych 

równocześnie może być wykorzystywanych 26. Zmniejszenie o cztery liczby 

kanałów dostępnych do transmisji rozmów telefonicznych wynika z 

konieczności przesyłania w każdej ramce informacji czy uległa zmianie 

próbka mowy (Jeden bit na kanał). To zmniejszenie o 13X liczby kanałów 

telefonicznych daje możliwość transmisji sygnałów komputerowych i to z 

dużą szybkością. Uzyskana przepustowość kanału do transmisji sygnałów 

komputerowych jest co prawda zmienia się w czasie, w zależności od 

liczby prowadzonych jednocześnie rozmów telefonicznych, Jednakże wartość 

tej przepustowości Jest bardzo duża (około 1.2 Mbit/s). W rozwiązniu tym 

konieczny jest przed przesłaniem odbiór całej wiadomości komputerowej w 

węźle. Wpływa to na wzrost sumarycznego opóźnienia transmisji wiadomości 

komputerowej.

3. Zakończenie

Przedstawione rozwiązanie może być bardzo atrakcyjne do zastosowań 

z uwagi na fakt, że może ono zostać zrealizowane w kanałach cyfrowych 

systemu PCM, którego rozwój Jest zapowiadany. Ponadto rozwiązanie to 

Jest proste w realizacji. Sprowadza się ono do pewnej modyfikacji 

stosowanej krotnicy telefonicznej systemu PCM. Oddzielenie węzła 

telefonicznego od węzła sieci z komutacją wiadomości powoduje, że 

niezależnie od stosowanych typów central telefonicznych 

(elektromechaniczne, elektroniczne) sygnały komputerowe nie przechodzą 
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przez centrale telefoniczne Cnie występuje zakłócanie sygnału 

komputerowego przez elementy węzła telefonicznego). Węzeł sieci z 

komutacja wiadomości Jest natomiast węzłem w pełni elektronicznym.

Wadą tego rozwiązania jest oczywiście fakt, że liczba Jednocześnie 

obsługiwanych użytkowników telefonicznych Jest mniejsza niż w 

powszechnie stosowanym systemie PCM <30>. Warto tu Jednak podkreślić, że 

zmniejszenie liczby kanałów telefonicznych z 30 na 26 ma miejsce Jedynie 

w przypadku potrzeby wykorzystywania wszytkich kanałów telefonicznych do 

transmisji sygnałów komputerowych Cuzyskany wówczas kanał do transmisji 

sygnałów komputerowych ma przepustowość ok. 1200 kbit/s). Prezentowany 

sposób umożliwia wykorzystywanie części kanałów telefonicznych do 

transmisji sygnałów komputerowych. W szczególności wykorzystując Jedynie 

8 kanałów do transmisji sygnałów komputerowych, liczba kanałów 

telefonicznych Jest pomniejszona Jedynie o Jeden. Oczywiście również 

średnia przepustowość kanału do transmisji sygnałów komputerowych Jest 

odpowiednio mniejsza.
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TRANSMISSION COMPUTER SIGNALS IN THE DIGITAL TELEPHONE CHANNELS

In the paper is presented the method utilizatlon of the digital channels 
PCM to transmisslon voice and data slgnals. In this solutlon the hybrid 
swltching system is used. To voice transmisslon is proposed Circuit 
switching system but to data slgnals - message swltching system.
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USŁUGI LOKALNEJ SIECI KOMPUTEROWEJ HADES

W referacie przedstawiono usługi lokalnej sieci HADES łączącej 
komputery ODRA 1305, R-32 i ICL 1904S. Usługi obejmują transfer 
zbiorów i dostęp do systemu MOP komputerów ODRA/ICL. 
Architektura sieci wykorzystuje model ISO/OSI. Realizacja usług 
odbywa się przy wykorzystaniu specjalnego Języka makroinstrukcji 
dostępu do usług warstwy transportowej.

1. UWAGI WSTĘPNE

Lokalna sieć komputerowa HADES służy do szybkiej wymiany danych 

między wybranymi komputerami znajdującymi się w centrum obliczeniowym 

COIG.

Sieć posiada konfigurację pierścieniową. Dla sterowania transmisją 

danych wykorzystano metodę znacznika zwanego tokenem Cang. token ringJ 

C21.

Aktualna konfiguracja sieci HADES została przedstawiona na rysunku 

1. Do sieci bezpośrednio podłączone są komputery ODRA 1305 i R-32 

natomiast pośrednio komputer ICL 1904s.

Architektura logiczna sieci wykorzystuje ,z pewnymi modyfikacjami, 

model systemów otwartych OSI Cang. Open Systems Interconnection 11 1D w 

zakresie dolnych czterech warstw przewidzianych dla lokalnych sieci 

komputerowych. Rozwiązania implementacyjne poszczególnych warstw zostały 
przedstawione w [2,61.

W sieci HADES nie jest implementowana warstwa sieci. Funkcje warstw 
5-7 modelu OSI są obecnie realizowane w programach użytkowych przy 

wykorzystaniu niestandardowych protokołów opracowanych w COIG.
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ODRA 1305 ODRA 1305

PU - własny program użytkownika

Rys.1. Aktualna konfiguracja i rozmieszczenie standardowego 
oprogramowania komunikacyjnego w sieci HADES. Numery w nawiasach 
odpowiadają przykładowym parom komunikujących się programów użytkowych.

Fig.l. HADES network topology and communication software components. 
Numbers m parentheses correspond to application programms pairs.

2. DOSTĘP DO USŁUG TRANSPORTOWYCH '

Dostęp do usług warstwy transportowej . realizowany jest za 

pośrednictwem punktów dostępu do usług transportowych TSAP tang. 

Transport Service Access PointsD. Każdy taki punkt Jest jednoznacznie 

adresowalny w całej sieci lokalnej.
Zakres usług transportowych sieci HADES stanowi podzbiór usług 

opisanych w dokumencie ISO DIS 8072 [45 . Obejmują one: 

- środki dla ustanawiania i kasowania połączenia transportowego między 

parą punktów TSAP sieci, 
- środki dla transparentnej wymiany danych w obu kierunkach.między parą 

punk t ów TSAP.
środki, przy użyciu których odbiorca może wpływać na szybkość 

wysyłania przez nadawcę danych połączeniem transportowym.
- środki dla przyspieszonego transferu krótkich komunikatów uanych.
- środki dli oezwa-uro:oweco kasowania połączenia transportowego.
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Warstwa transportowa nie zapewnia możliwości negocjowania Jakości 

świadczonych usług oraz ustanawiania, więcej niż jednego połączenia 

transportowego między parą punktów TSAP.
Dostęp do usług transportowych odbywa się w programach użytkowych 

przez wywołanie standardowych makroinstrukcji (napisanych w językach 
assemblera komputerów ODRAZI CL i R-323 wraz z odpowiednimi parametrami 

Cnp. nazwa lokalnego punktu TSAP, długość komunikatu do wysłania}. 

Makroinstrukcje te przekazują sterowanie do procedur komunikacyjnych 

dołączanych do programu użytkowego na etapie jego kompilacji. Procedury 

te wymieniają informacje kontrolne i dane z programem komunikacji z 

siecią (oznaczonym jako SIEC na rys.1.3. Wymiana ta odbywa się za pomocą 

mechanizmów łączności międzyprogramowej (kanałów WMC i IMC w komputerach

ODRA i ICL oraz makroinstrukcji POST w wersji międzystrefowej w 

komputerze R-323.

Do najważniejszych makroinstrukcji należą :
STINP- żądanie utworzenia lokalnego TSAP i ustanowienia połączenia z 

TSAP w odległym komputerze,
STONP- żądanie utworzenia lokalnego TSAP i określenie wstępnej gotowości 

nawiązania połączenia z dowolnym innym TSAP w sieci, 

STACK- akceptacja , wydanego przez TSAP w odległym komputerze, żądania 

nawiązania połączenia z lokalnym TSAP,

STNAK- odrzucenie, wydanego przez TSAP w odległym komputerze, żądania 

nawiązania połączenia z lokalnym TSAP, 

STPDB- żądanie pobrania komunikatu danych od lokalnego TSAP,
STWYB- żądanie wysłania komunikatu danych do TSAP w odległym komputerze. 

STEXB- żądanie przyspieszonego wysłania krótkiego komunikatu do TSAP w 

odległym komputerze.

Program użytkowy posiada możliwość korzystania jednocześnie z kilku 

punktów TSAP.

Wykorzystując zestaw opisanych makroinstrukcji przygotowano dla 

użytkowników sieci HADES specjalizowane programy użytkowe realizujące 

typowe usługi. Obejmują one [31:

pracę z terminali dialogowych Jednego komputera w systemie MOP 

pozostałych komputerów sieci.

- transmisję zbiorów między pamięciami zbiorowymi CPZS3 komputerów 

ODRA i ICL.

Użytkownicy sieci mogą tworzyć własne programy użytkowe realizujące 

przetwarzanie rozproszone.
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PRACA z terminali dialogowych w wybranym systemie mop

Warunkiem umożliwiającym użytkownikom terminali. Jednego komputera 
prace w systemie MOP innego komputera sieci jest uruchomienie w nim 

specjalizowanego programu użytkowego oznaczonego Jako MOPS1EC na rys.l. 

Program ten zapewnia równocześnie wielu użytkownikom sieci dynamiczne 
otwieranie, realizację i zamykanie sesji MOP. Dla realizacji tych 

funkcji wykorzystano pseudourządzenia typu CI Cang.Command Issuer 
wydawca komend?.

Użytkownik terminala dialogowego chcąc pracować w systemie MOP w 

odległym komputerze powinien uruchomić w systemie MOP lokalnego 

komputera program użytkowy LMOP przez wywołanie makroinstrukcji: 
LMOP xx 

gdzie xx-adres komputera adresata.

Od tego momentu zadanie użytkownika znajduje się pod kontrolą systemu 

MOP odległego komputera Cdotyczy to wysyłanych komend i'przerwań 5.

Chcąc zakończyć sesję MOP w odległym komputerze należy doprowadzić 

do ■ kontekstu NO USER co powoduje powrót do zadania w lokalnym 
komputerze.

4. TRANSMISJ A ZBIOBÓW

Oprogramowanie komunikacyjne sieci umożliwia przesyłania 

następujących typów zbiorów między PZS-ami komputerów sieci: 

- zbiory podstawowe Ctypu GRAPHIC, ALLCHAR, NORMAL2, 
- zbiory amorficzne, 

- programy binarne formatu dyskowego.

Przebieg transmisji. jest nadzorowany przez parę programów użytkowy:!', 

uruchamianych makroinstrukcjami LANPISZ i LANCZYT Cpatrz rys.l.J. Ogólna 

postać wywołania makroinstrukcji Jest następująca:

LANCZYT &xx, *nnnn, #nazwa,. . . ,#nazwa

LANPISZ «nnnn,#nazwa,. . . .feazwa' 

gdzie: 
xx - adres komputera, do którego mają być wysłane zbiory,

nnnn - czteroznakowa nazwa połączenia wybrana przez użytkownika,

nazwa - nazwa zbioru: dla LANCZYT oznacza zbiór czytany z PZS-u. 

dla LANPISZ zbiór zapisywany do PZS-u .
Makroinstrukcje LANCZYT 1 LANPISZ umożliwiają- za pomocą Jednego 

wywołania transmisje do 24 zbiorów różnego typu. Dla danej tranomlr : 

nazwa połączenia podana* w obu makroinstrukcjach mus : być UU sam.
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Odczyt i zapis zbiorów z/do PZS-u odbywa się przy wykorzystaniu 

pseudourządzenia typu File Handler.

5. UWAGI KOŃCOWE

Przewiduje się, że przedstawione w niniejszym referacie 
specjalizowane programy użytkowe zostaną zaimplementowane w komputerze 
R-32. Umożliwią one: 

- transmisję zbiorów znakowych Cwraz z przekodowaniem) miedzy 
komputerami R—32 i ODRA/ICL, 

- pracę z terminali RIAD-32 w wybranym systemie MOP.

Planuje się również podłączenie do sieci HADES komputerów ICL 2957 
i IBM-PC oraz budowę* kilku sieci lokalnych tego typu i połączenie ich za 

pośrednictwem zdalnej sieci transmisji danych C53. Przedstawione w 

niniejszym referacie usługi użytkowe będą obejmować wszystkie komputery 

podłączone do tych sieci.
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USER SERVICES OF HADES LOCAL AREA NETWORK

The paper presents user services of token ring local network which 
uses ISO/OSI model. Software implementations for file transfer and 
terminal access to MOP service facilities are briefly described.
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THE INTERCONNECTION OF LOCAL AREA NETWORKS

With the increasing use of local area networks (LANs) there has developed a need 
for LAN interconnection to overcome various limitations with current technologies. 
This paper describes four basie classifications of eąuipment for network inter­
connection namely, repeaters, bridgesrouters and gateways. Particular attention 
is paid to bridges due to their enormous commercial potential however, a need for 
high speed routers is also identified.

INTRODUCTION

With the increasing use of local area networks (LANs)[18] there has developed the 

reąuirement for LAN interconnection to overcome limitations in topology, traffic 

loading capacities and the number of uniąue end-stations which can be supported. 

As an example CSMA/CD[13] (IEEE 802.3) is currently leading the field for office 
networking whilst, Token Bus[14] (IEEE 802.4), under the MAP (Manufacturing Automation 

Protocol) initiative, is favoured for industrial shop floor networking. Clearly, a 

means of connecting between these two technologies is reąuired. Additionally, 

connection to wide area network services is eąually important. Companies with offices 

throughout the world employ wide area networks with LANs providing the networking 

reąuirements of individual sites.
When considering network interconnection [4,21,19] there are a number of possible 

Solutions which essentially provide four distinct levels of service. Using IEEE 802 

terminology these correspond to repeaters, bridges, routers, and gateways.

A repeatef provides the simplest method of interconnection. Operating at the 

physical layer a repeater is traffic and protocol transparent and merely provides 

signal amplification and conditioning. As an example the CSMA/CD (IEEE 802.3) LAN 

permits a maximum of four repeaters between any two communicating end-stations which 

results in a total end-to-end cable length of 2500 metres.
Bridges operate at the MAC-sub-layer of the Data link layer. Although still unable 

to process protocol Information bridges do provide a level of traffic partitioning 
or filtering in that they are able to analyse individual frame addresses and perform 

a simple yes/no relaying decision. In principle the IEEE 802 LAN models should allow 

bridges to connect dissimilar LANs however, in reality incompatibilities between LAN 

* University of Salford, Salford, Uh
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technologies over complicate the situation. Both bridges and repeaters rely on 
unique MAC layer addressing and also require communicating end-stations to operate 

identical higher layer protocols.
A router operates at the network layer and represents a morę realist method for 

connecting dissimilar LANs or for providing links to wide area networks. Routers 

must be addressed by end-stations and are able to provide selective Information 

routeing over mesh connect networks although end-stations must still maintain 

identical transport and higher layer protocols.

FinaJ.ly gateways operate at the application layer and prove useful in situations 

where networks contain end-stations which employ totally dissimilar protocol 

structures.
This paper deseribes the operation of gateways, routers and bridges and details 

their advantages, disadvantages and methods of implementation.

GATEWAYS
Gateways [6. 10] represent the most complex method of achieving internetworking in 

that they act as protocol translators in order to achieve connection between networks 

which support toally incompatible protocol structures, e.g. interconnection of ISO 

standard protocols with the IBM proprietary SNA protocol architecture. Such an 

internetworking task can only be performed by ensuring that the gateway supports the 

fuli suitę of protocols resident on both networks. In other words all received data 

must firstly be processed through the entire protocol architecture corresponding to 

the first network, restructured into a new format and then reprocessed through the 

other networks’ protocol structure before being finally retransmitted. In this way 

a gateway can be considered as providing internetworking at a level corresponding to 

the Application layer of the ISO seven layer model and can also contribute a . 

considerable delay towards end to end propagation times.

ROUTERS
In situations where the network protocols contain an element of commonality the 

design of a gateway can be simplified. To exploit this condition common internet 

protocols, intended for use by all end-stations within the concatenated networks, have 

been developed. A gateway, in these circumstances need only implement the common 

internet protocol to achieve interconnection. The reduced gateway or router [20] 

therefore provides a protocol specific _nterconnection operating at the Network layer. 

Routers must be directly addressed by the network end-stations and are able to provide 

selective routeing based on various performance criteria such as shortest path or 
least congestion.

An example of a network layer router which is currently experiencing significant 

industrial and commercial support and already a recognised de-facto standard is 

TCP/IP[23]. Originally developed as part of the ARPAnet project it has been sub- 

sequently supported by theUSA Department of Defense.



The TCP/IP structure which is illustrated in figurę 1, comprises three layers 

namely, the data link layer of the interconnected LANs, an internet protocol (IP) and 
a transmission control protocol (TCP). The latter two layers correspond to the 

Network and Transport layers of the OSI model respectively. User application 

Utilities such as file transfer (FIP) and terminal access (Telnet) are provided for 
above TCP.

The internet protocol provides a connectionless unreliable datagram service in 

which frames are transmitted without acknowledgement and error control procedures. 

Addressing is achieved by means of a unique host address and network number. Routers 

which implement the internet protocol are subsequently responsible for interpreting 

frame addressing Information and with the aid of internal routeing tables directing 
traffic along the most appropriate route.

Additionally, the internet 'protocol serves to fragment and reassemble a data 

stream of octets presented from the transmission control protocol above. The TCP 

protocol is responsible for establishing a connection orientated end to end reliable 

service. This includes positive acknowledgement and retransmission, sequencing, 
multiplexing and flow control using window based regulation.

The equivalent connectionless internet protocol is being developed by the ISO[12].

BRIDGES

When the communication protocols used on the interconnected networks are totally 

compatible internetworking can be achieved by the use of bridges[2,3]. A bridge 

therefore does not have to provide large quantities of protocol processing and this 

results in an inherent high speed operational capability. Hence, a bridge represents 

a form of network connection at the Data-Link layer as shown in figurę 2. Operating 

at such a Iow level within the ISO seven layered model imposes the restriction that 

bridge functionality is restricted to an investigation of frame addressing Information 

only. Bridges therefore monitor all LAN traffic and only physically re-transmit that 

percentage which contains addressing Information relating to end-stations known to be 

on the other side of the bridge. Problems can arise however, if the extended LAN 

environment contains multiple routes between any given pair of communicating end- 

stations. Under such conditions bridges are unable to distinguish between different 

frames travelling between the same pair of end-stations or duplicates of the same 

frame.
Unless controlled bridges will successively retransmit a single frame along every 

possible route between the source and destination end-station which causes the 

destination to receive mis-sequenced and duplicate frames, both of which can cause 

protocol failure. Additionally such frames circulate forever in the extended LAN 

environment ultimately leading to network congestion.
Bridges must therefore provide two main functions namely, selective frame relaying 

and multiple route elimination. Two schemes are currently destined to dominate the 

commercial market. These are the IEEE 802 Spanning Tree scheme and IBMs Source
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Routeing.

IEE 802 SPANNING TREE SCHEME
Currently the IEEE 802 LAN Bridge standard[Il] which was developed from an original 

DEC proposal[9,1] is in an advanced stage of development. The scheme proposed is 

intended to provic|e an interconnection mechanism between any combination of IEEE 802 

LANs.
With each of these LAN technologies frames contain a 48 bit destination address, 

which identifies the intended recipient, and a 48 bit source address, which indicates 

the originator of the frame. Hence, the destination address is used to effect a 

selective frame relaying decision whilst the source address provides a means of 

locating the whereabouts of particular end-stations.
The IEEE 802 bridge implements a single internal address list, called the filtering 

database, within the bridge which contains a list of received source addresses and 

Information regarding the LAN from which each entry was received. The decision to re- 

transmit a frame is determined by comparing a received frames destination address 

with the contents of this address list. Additionally, a further process is performed 

to determine whether the frame being tested was ireceived on the same side of the 

bridge as the entry in the filtering database. If a matching address entry is found, 

the frame will be discarded if both thę, entry and the frame were received on the same 

side of the bridge otherwise, the frame will be retransmitted on the side of the 

bridge indicated within the address list. A false comparison results in the frame 

being retransmitted onto every LAN to which the bridge is connected except for the LAN 

on which the frame was received. The filtering database is constantly updated by 
adding each received frame’s source address and corresponding Information regarding 

the LAN from which they were received irrespective of the retransmission decision. 

Care is however taken to ensure that the duplicate entries do not occur within the 

filtering database.

End-station movement is detected by one of two mechanisms either, through the 

ageing out of entries in the filtering database by timer action or receipt of a frame 

in which the source end-station appears on a different LAN to that indicated within 

the filtering database. In the latter case the new Information regarding the locatipn 

of the source end-station is used to overwrite the current entry within the filtering 

database.

Multiple routes are eliminated by configuring any arbitrary extended LAN into a 

topology which supports a single active route. This finał topology has a pyramid 

structure with a single bridge, nominated the root and determined purely by its 

physicąl address, at the apex. Such a topology, which is termed a spanning tree, is 

configured through the use of a dedicated bridge protocol which operates transparently 
to the network end-stations.

Each LAN within the topology also has associated with it a single bridge termed the 

designated bridge. With respect to protocol operation the designated bridge Controls 
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all other bridges attached to the same LAN. Multiple routes are eliminated by forc- 
ing strategically selected bridges to entęr a blocking State where they cease frame 
filtering operations. This feature of the protocol may be used to provide fault 

tolerance in that blocking bridges may switch back on-line should the topology be 

forced to undergo a r.econfiguratión as a direct result of either bridge failure or 
the addition of extra bridges.

Operation of the protocol is controlled by the exchange of special inter-bridge 

frames called configuratión bridge protocol data unit (BPDU) messages. Each configur- 
ation BPDU conveys the transmitting bridge address, the address of the bridge assumed 

to be root, the distance to the root, the age of the configuratión BPDU and a constant 

which defines the maximum value of an internal bridge timer. Conceptually bridges 

are considered to comprise a number of interconnected ports. Each port is the 
physical connection between the bridge and the attached LAN.

When a bridge first comes on linę it issues a configuratión BPDU onto each LAN to 

which it is connected in an attempt to become root.

Bridges which receive configuratión BPDUs compare the address of the root, indicated 
within the message, to the currently best known root stored in the bridge. Either the 

newly received configuratión BPDU contains a new root (smaller address in configuratión 

BPDU) or the existing root should be maintained (larger address in configuratión 

BPDU). Possibilities of a tie are disregarded aś this would imply a violation of the 

basie LAN requirements of unique addressing. Where the existing root is maintained 

the bridge contending to become root is informed of the current topology. It sub- 
sequently ceases it’s attempt to become root. This protocol ensures that topology 

changes due to the insertion of new bridges are restricted to an area within the 
control of the nearest designated bridge.

When a new root is detected or a bridge is forced to abandon its contention for 
root status, currently stored Information regarding the root is overwritten with the 

contents of the newly received configuratión BPDU. This new configuratión BPDU is 
then retransmitted with the distance from the root updated by adding one to its value. 

In so doing a bridge attempts to become the designated bridge on as many LANs as 

possible. The root is designated on every LAN to which it is connected whilst the 
designated bridge on all other LANs is the single bridge that is nearest to the root. 

In circumstanceś where two bridges interface to the same LAN and are equal distances 
from the root, the bridge with the smallest physical address always becomes designated. 

Pe^iodically the root issues configuratión BPDUs to confirm its continued existence. 

These messages are retransmitted by each designated bridge until they have propagated 

over the entire topology.
Multiple routes are detected by bridges in one of two ways. Either received con- 

figuration BPDUs from different LANs proclaim the same root and distance Information 

or a configuratión BPDU is received on a port from which a configuration BPDU 

containing equal root and distance Information had been transmitted. Such bridges 

switch into a backup State and stop relaying normal LAN traffic.
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In an attempt to minimise network reconfigurations due to Lose configuration BPDUs 
each designated bridge originates a configuration BPDU if the expected configuration 

BPDU fails to arrive from the root. This ensures that those bridges 'beneath’ the 

designated bridge, within the spanning tree, do not detect the lost message. If, 

however, configuration BPDus from the root are not restored the designated bridge 

concerned will cease configuration BPDU generation and a fuli topology reconfiguration 

will be invoked.
During topology reconfiguration resulting from bridge failure it is possible for 

end-stations apparently to move from one side of a bridge to the other. If this 

occurs the contents of the filtering database could be such that an end-station 
becomes isolated. To overcome this difficulty an additional message transaction is 

defined to inform the root of a topology change. Reconfiguration BPDUs permeate 

upwards through the spanning tree with each message being acknowledged by the local 

designated bridge. The root in turn instructs all other bridges to reduce their 

filtering database timers for a fixed period before returning them to their original 

value. This period of reduced timer value is intended to age entries out of the 

filtering database ąuickly enough to minimise both the duration and probability of 

any communication blockages.

In summary, finał topology configurations are a function of bridge addresses and 

the relative location of the bridges and are independent of LAN traffic loading 

characteristics. In this way the spanning tree scheme exhibits a deterministic 

behaviour however, the finał topology does force all LAN traffic over the same 

route.

IBM SOURCE ROUTEING

Source routeing is a scheme in which bridge complexity can be reduced in fąvour of 

forcing the majority of the multiple route elimination functions to be the sole 

responsibility of communicating end-stations.

Originally described by Sunshine[22], Farber[8] and Kleinroch[16], source routeing 

has now been adopted by IBM[5] as the basis for their token ring[7] local area network 

bridging scheme. The scheme relies on two factors. Firstly, each interconnected LAN 

must be assigned a uniąue identifier, called the segment number, and secondly, it is 

the responsibility of the source end-station to determine a suitable route to the 

destination hence, source routeing. Each frame transferredbetween two communicat­

ing end-stations contains in addition to the existing 48 bit source and destination 

addresses, a special routeing Information (Rl) field comprising a sequence of segment 

numbers which explicitly define the route to be taken through the topology. Bridges 

achieye the reąuired frame relaying functions by an interpretation of the contents of 

the frames routeing Information field only.

Within toplogies comprising bridges, communicating end-stations can either reside on 

the same segment (LAN) or different segments. Clearly, in the former case the route­

ing Information is trivial sińce, existing frame destination and source adaress
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Information proves sufficient to establish a connnunication, i.e. frames travelling 

between two end-stations in these situations would not be relayed by bridges. 

However, in the latter case each frame must contain the additional routeing Inform­

ation field in order to force intermediate bridges to route frames through the 

topology along the chosen path. To distinguish between these two types of frame, use 

has been madę of the source group address bit. Current IEEE 802 LAN standards 

prohibit the use of this bit however, it has been defined in order to maintain 
compatibility with the destination address format. Existence of the routeing 

Information (RI) field is indicated by setting the source group address bit to one 

whilst, the absence of the RI field is indicated by the bit being cleared.

The RI field, which is inserted into the frame immediately following the source 

address, has variable length and comprises two portions, the routeing control (RC) 

and a list of segment numbers which identify the LANs on which the frame has or is 

about to traverse. Interpretation of the routeing Information is gained via an 

investigation of the RC field which totals 16 bits of which only seven have signific- 

ance, i.e. the broadcast (B), length (LTH), and direction (D) bits. The broadcast 

bit indicates that the frame is an 'all routes broadcast’, i.e. bridges should re- 

transmit the frame ontó all LANs to which they are connected. The length bits 

correspond to the size of the RI field, including the RC, whilst, the direction bit 

shows the direction in which the frame is traveMing, i.e. from source to destination 
or vice versa.

Operation of the source routeing scheme can be explained with reference to the 

functions performed by the communicating end-stations and those performed by the 

bridges. Assuming that a source end-station is about to initiate a connnunication, it 

can either issue a frame without an RI field, i.e. relying on the destination end- 

station being on the same segment, or it can issue a frame containing a RI field, 

known as a resolve frame. For the purposes of describing the details of the scheme, 
only the latter case will be considered further. Within the RI field the broadcast 

bit is set, the length field is set Lo two to account for the RC (the length field is 

manipulated by bridges only sińce end-stations are unaware of segment number 

allocations) and the direction bit adjusted to indicate that the frame is travelling 

from the source to destination end-station. As the frame propagates through the 

topology bridges append new segment numbers to the RI field. Hence, eventually the 

destination end-station receives a copy of the original resolve corresponding to each 

possible route between the end-stations. To each received resolve, the destination 

end-station issues a resolve response with a modified RC where the broadcast bit is 

reset, thus forcing intermediate bridges to relay the frame along the route deseribed 

by the RI field segment numbers only, and the direction bit adjusted. to show that the 

frame is travelling from destination to source. Alteration of the direction bit 

permits the segment number list to remain intact but forces bridges to interpret it in 

the reverse direction, i.e. the last segment on which the resolve was present now 

corresponds to the first segment onto which the resolve response should appear.
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Following these transactions the source end-station will receive multiple resolve 

response frames (assuming that morę than one possible route exists between the source 

and destination end-stations) from which it must choose one route for use in futurę 

Communications. Thiś decision is not explicity defined in that the first response 

could be chosen to reflect the shortest path in terms of time, or the response with 
the smallest number of segment numbers could be chosen for the shortest path length; 

Any remaining resolve response frames however, are stored for futurę use to overcome 

failure of the chosen route, i.e. in cases of failure the stored response frames may 

contain Information regarding a route which is still intact and available for use. 
Ali frames transmitted by the source and destination end-stations, following the 

decision on which route to adopt^ are non-broadcast, i.e. the broadcast bit is always 
reset, forcing all such frames to be confined to the single route defined within the 

RI field. The destination end-station learns of the selected route from the first 

non-broadcast frame received from the source.
Within the bridge received frames are analysed by firstly establishing whether a 

RI field is included. .Frames which do not contain a RI field are always discarded 

whilst those which contain a RI field are further processed by examining the RC 

Information to ascertain whether the frame is designated ’all routes broadcast', 

i.e. the broadcast bit set. In situations where the broadcast bit is set, the bridge 

seans the RI field. If the RI field currently does not contain any segment numbers, 

it appends two numbers, one corresponding to the LAn from which the frame was 

received and the other identifying the LAN onto which the frame is about to be re- 

transmitted. The length field contained in the RC is also ineremented. If on the 

other hand, the Rt field already contains segment number Information, the bridge seans 

the list for the number of the segment onto which the frame will be retransmitted. 

If found the frame is discarded sińce, it has already traversed that segment,, i.e. 

this action prevents looping. Otherwise, the segment number is added to the list and 

the length field suitably ineremented. As one finał test each bridge maintains a 

value known as the 'Hop count’ which determines the maximum number of segment numbers 

allowed in the RI field. Any frame which exceeds this number is also discarded.
For received frames designated non-broadcast the analysis differs. Firstly, the 

direction bit is examined to determine how to interpret the segment number list 

contained in the RI field, i.e. from last entry to first or vice versa. If the bridge 

is located within the route specified by the RI field, the frame will be retransmitted 

unaltered otherwise, it will be discarded. If the segment number list contains an 

ordered pair of segment numbers to which the bridge is attached, corresponding to the 

direction in which the frame is travelling, the bridge is located within the route. 
All other possibilities from this test result in the frame being discarded.

Hence in contrast to the IEEE 802 solution source routeing configures a single 
route for each pair of communicating end-stations thereby, allowing traffic load 

sharing throughout the extended LAN. The major criticism of the scheme within the 

standards bodies was the reąuirement to define new LAN frames which violate current
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structures defined within the appropriate world standards, i.e. the use of the source 
address group bit and the inclusion of the routeing Information field.

THE INTERCONNECTION OF DIS-SIMILAR LAN TECHNOLOGIES

The decision madę by the IEEE 802 LAN standards committee to divide the ISO Data- 

Link layer into technology dependent (MAC) and technology independent (LLC) sub- 

layers provides the unique situation of enabling bridges to achieve the inter- 

connection of dissimilar LANs. Under these circumstances a bridge operates at the 
MAC to LLC interface within the IEEE 802 LAN architectural model. Bridges are 

however, a new innovation and hence, for historical reasons a number of inconsist-. 

encies have emerged from the various IEEE LAN technologies which introduce serious 

difficulties into the realisation of such bridges.

Each of the three LAN standards produced from the IEEE work define a different 
maximum limit on the amount of data which can be transmitted in an individual frame, 

i.e. CSMA/CD allows 1500 bytes, Token Bus permits 8192 bytes, whilst Token Ring can 

support 2500 bytes. In circumstances where a bridge is used to interconnect say, a 

Token Bus LAN to a CSMA/CD LAN, the inability to provide frame fragmentation and 

reassembly at the Data-Link layer prevents a bridge from resolving the situation 

where a maximum size frame received from the Token Bus has to be retransmitted.onto 
the CSMA/CD LAN.

Further problems arise from the fact that each LAN technology supports its own 

frame format which forces bridges to provide appropriate ’ frame, mapping ’ functions in 

order to convert between the formats[5). Additionally, each byte comprising the 

Token Ring frame is physically reversed in relation to the CSMA/CD and Token Bus 

frames. Difficulties can still arise when bridging between similar technologies due 

to the fact that the standards permit a rangę of possible data rates. Hence, a 

bridge may be reąuired to connect two LANs operating the same access protocol, say 

CSMA/CD, but providing significantly different cable data rates, typically .10 Mbit/sec 

and 1 MBit/sec. A bridge does not possess sufficient protocol intelligence to provide 

flow control facilities to transmitting end-stations, i.e. all flow control must have 

end-to-end significance, leading to potential bridge overload wben transferring a 

large number of frames from the high to Iow speed LAN. As such routers provide a 

morę realistic -solution to these internetworking problems.

SUMMARY
The development of LANs is such that interworking is now essential. This paper has 

outlined four basie levelś at which networks may be interconnected namely, repeaters, 

bridges, routers and gateways. Currently bridges represent a major commercial area 
with a number of products in the market place. However, the development of high speed 

repeaters will almost certainly gain in importance over the next few years.

One of the main reasons for this is the difficulties bridges face when operating 
in an extended LAN environment in which multiple routes exist between end-stations.



The IEEE 802 bridge provides a solution which forces all traffic over a single route 

whilst, the IBM source routeing scheme provides traffic load sharing at the expense of 

creating non-standard LAN frames. Currently the University of Salford, UK, and SERC 

Daresbury Laboratory, UK, are active on a research programme to develop a totally new 

type of bridge known as the protocol-less bridge[7]. Funded by the SERC this bridge 

is designed to provide a level of interconnection service which essentially combines 

the ąualities of the two bridge schemes described in this paper.
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A TOOLS POR DISTRIBUTED DATA PROCESSING POR COMPUTER NETS

Management of the economical life and everyday functions of a 
large city with its complex economical relations first of all is based 
on different city resources: labour power, transport, buildings, com­
munication facilities, eto. Thus, city nianagering needs precise and 
off-hand Information on the state of city resources to make well gro- 
unded decisions.

The task to próvide all the municipal bodies with such an Informa­
tion can be easier solved with the help of a Distributed Data Proces­
sing System (DDPS), which gives the informational basis for the city 
computer-aided management systems. This principle is realized in a 
city management complex "Moscow".

Any DDPS comprises the following subsystems:
- Data Communication System based, firstly, on the net of bus di- 

gital channels with the ratę of data transmissions up to 64 Kbit/sec, 
connecting the largest Multiaccess Computer Centers (MCC) of the 
"Moscow", and, secondly, on the direct linę net, providing the remote 
access to the. Net resources with the ratę up to 4800 bit/sec. To be 
exact, the Data Communication System oonnects 6 large centers and 
over 2400 user nodes;

- The Chain of computer-aided Data Banks (DB) located on the Net 
nodes with the Multiaccess Computer Centers, which storę the Informa­
tion on city resources;

- Instrumental System for DDPS support.
The generał principle of our DDPS functioning is based on the prin­

ciple of practical satisfaction of the first-order demands of finał 

* 113054, Bahrushina st., 18, NPO ASU "MOSKVA", Moscow, US3R 



users in the first turn and provides them with the following means;
- access from any terminal to any DB in the Net; files communica- 

tion between MCCs;
- ptograma communication with DBs in a homogeneous net;
- informational services for the end users and application prog- 

rammers;
An operational environment for DDPS is the system of virtual ma- 

chines for IBM/370 pług compatable computers . In the given ope­
rational system we have developped and used the Distributed Database 
Management System (DDBMS) called "TRIADA-R", which provides means to 
connect up to 127 local DBs, looated at the abovementioned computers, 
organised in a net. A user or a program makes a ąuery to DB, calling 
only the external name of a DB. A ąuery comes to the TRIADA-R’s ker- 
nel at his/her own Computer, that is the Computer, connected to the 
terminal or program, which has madę a ąuery. The kernel identifies the 
ąuery, distinguishes an address of a net node, where the necessary DB 
is located and, through the means of file communication, sends a ąuery 
and receives an answer. If it’s necessary to transport a DB from one 
nods to another, it can be done without any change in the software, 
The scheme we have suggested proved to be very useful while working 
with not so large a number of DBs and users (4-6 DBs at 4 computers), 
but as the number of users and DBs grows larger, we have to choose 
morę efficient management of the Distributed DBs in the Net and deve- 
lop a new technology for their design and operation.

That's why in the frame of "Moscow" - complex we are working at 
the subcomplex of instrumental dialogue Systems aimed to support users' 
communication with the Distributed Information Retrieval Systems /1,2/„ 
The complex of Dialogue Systems maintains all the technological stages 
of the design and implementation of means for Information processing 
in the nodes of the net. Taking into consideration functional reąuire- 
ments of technological stages, the architecture of the complex must 
be a set of informationally compatible program systems. The basie le- 
rei of subcomplex is presented by the DDBMS TRIADA-R. According to a 
particular informational technology the instrumental tools can be in- 
stalled in any node in the net. The scheme of tools distribution over 
nodes follows the logical structure of the informational technology. 
The independence of all instrumental systems in a set allowes to com- 
bine arbitrary technological schemes. Moreover, they can be used to 
construct virtual Personal Information Processing Systems, which can 
enter the system environment of the DDPS (Distributed Data Processing 
System) under the control of the Net Operational System.



217

Design, and implementation of application program systems can't do 
without their main tool - specification language for the Information 
resources control in the Distributed Information Processing System. 
Specifications denote functional structure of informational technology, 
data structure, interfaces between data structures and nodes of the 
net, fonn of the dialogue. The independent character of language speci­
fications along with the interpretation routines make it possible to 
have a single correspondence of the project decisions at all the stages 
of the design and implementation.

The clue concept in our approaoh is the "independent representa- 
tion". It means the independence of the application systems model from 
their realization, DBs development from their running, distribution 
of program systems over the net nodes from interfaces and access tech- 
niąues.

Taking into consideration that the model of the application systems 
is at the same time the model of the problem area, and that the aim of 
such systems is management of informational resources of the object 
under control, a DB can be viewed as the object of the problem area. 
ThatTś the reason to have means of meta-management of data, the role 
of those means can be played by the dictionary/directories /4/. The 
dictionary/directory take the function of generalization and management 
on the metalevel in the DDBMS. Metabase of the dictionaries/directory 
has the structure, following the logical structure of the DDPS. The 
elements of such a structure are the nodes of the dictionary/directory.

Integration is the very important characteristic of instrumental 
systems. It suggests an interface between programs, which provides the 
unified informational environment» This concept is basie for the design 
of the complez of instrumental problem-oriented systems (that.is shell 
systems), tunable to particular functions and data structures.

The complex includes the following modules:
1. Technological system of data Processing, which has both batch 

and dialogue techniąues for input, controle and correction of documen- 
tal infoimation of arbitrary structure; besides it has means of deve- 
lopping and text-generation of any output documents.

2. DB ąuick screen system (DBG3S), which is represented by the dia­
logue interface with arbitrary DBs without an internal representation. 
A menu with a password prowides entering any node of the DDB.

3. DB EDITOR (DBEDIT). It supports functions of retrieval and edi- 
ting of arbitrary DBs in a distributed environment. Interface language 
of the EDITOR is basea on the lezics of the ZEDIT W-37C text editor. 
The DBEDIT oermits the controled backtracking to the initial cta.e of 
the DB.
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4. Dialogue system of the DB developing and running supports the 
following design functions: DB logical structure design, DB location 
parameters design, DB loading design, DB modification design.

The abovementioned systems are the instrumental environment of the 
DDBMS TRIADA-R. The complex of the instrumental dialogue systems is 
open for the eztention by new functional components.

The main architectural concept of the unified net of data communi- 
cation is represented by the Integrated 3ervice Digital Network (ISDN) 
/3 ./. From the point of view of ISDN utilization in the "Moscow" comp- 
lex one can distinguish the following perspectives of work:

1. Implementation of local office nets, providing the communica- 
tion of an office with the integrated service, combining the telephone 
communication with the Computer mail and data Processing systems. It 
can be inforced by the possibilities of internet Communications (not 
necessarily digital net).

2. Implementation of the regional Computer net using the TV cable.
3. Implementation of the Unified City Net of data communication 

with the integrated serrices.
The perspectives of our werk embrace the following aspects: sup- 

plying of the ISDN by new technologies, such as broadband batch data 
communication and opto-electronic communication; realizaticn of the 
unified mechanism of control over calls for speach communication, data 
and image communication, based on the channel and batch communication 
services.

ISDN based informational technology comprises the electronic mail, 
Teletezt and Yideotezt, Multi-Functional Workstation. The major aim 
of the discussed compler project is the design of the informational 
infrastrućturę of a large city.
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KIERUNKI ROZWOJU TECHNICZNEGO PUBLICZNEJ SIECI 

TELEINFORMATYCZNEJ W POLSCE DO ROKU 1995

Dotychczas wykorzystywane środki (komutowana sieć telefoniczna i ł ą- 
cza dzierżawione) nie dają perspektyw rozwoju usług teledacyjnych w 
ciągu najbliższych lat. Jedynym rozwiązaniem otwierającym możliwości 
rozwoju jest utworzenie. sieci publicznej wyspecjalizowanej do 
świadczenia usług teleinformatycznych. W tym celu opracowywane są 
urządzenia sieci SYNKOM. Planuje się import urządzeń do utworzenia 
sieci PDLPAK oraz opracowanie urządzeń do jej rozbudowy.

1. STAN OBECNY.
Stan usług teleinformatycznych w r. 1988 nie oddaje rzeczywistego 

zainteresowania usługami teledacyjnymi ze względu na istniejące ograni­

czenia w ich rozwoju.
Stan ilościowy i jakość komutowanej sieci telefonicznej sprawia, że 

jej wykorzystanie nie jest efektywnym kierunkiem rozwoju tych usług. Ko­

mutowana sieć telefoniczna umożliwia transmisję danych z elementową sto­
pą błędów <10 3 dla szybkości transmisji do 1200 bitów/s. Czas zestawia­

nia połączenia wynosi do kilkunastu sekund a ze względu r.a niską dostęp­

ność sieci i błędy w zestawianiu połączeń w wielu relacjach znacznie się 

wydłuża. Dla wielu zastosowań (np. transakcyjnych, konwersacyjnych) są 

to parametry nie dc przyjęcia.
Telefoniczne łącza trwałe umożliwiają transmisję danych z elementową 

stopą błędów rzędu 10~J dla szybkości do 9600 bitów/s. Osiągnięcie wyż­

szych szybkości transmisji wymaga dzierżawienia grup pierwotnych. PPTiT 
dzierżawi łącza tylko w szczególnie uzasadnionych przypadkach ze względu 

na poważny niedostatek tych śrouków dla innych rodzajów usług (zwłaszcza 

dla telefonii). Mimo, że parametry techniczne łączy dzierżawionych odpo­

wiadają potrzebom teleinformatyki ich wykorzystanie jest ograniczone 

względami administracyjnymi (brak rezerw) i ekonomicznymi (wysokie opła­

ty). Nie Jest więc to kierunek swobodnego rozwoju teleinformatyki.

"Instytut Łączności, Warszawa.



Dostępne dzisiaj środki teledacyjne (komutowana sieć telefoniczna i 

łącza dzierżawione) służą do tworzenia tylko łączy podkładowych i nie 

zapewniają żadnych udogodnień typowych dla teledacji.
W Polsce nie działa wyspecjalizowana sieć telekomunikacyjna oferują­

ca usługi teledacyjne dla teleinformatyki i telematyki a także nie 

sposób określić kiedy z całą pewnością taka sieć powstanie.
Rozwijane są sieci komputerowe i systemy o ograniczonym zasięgu te­

rytorialnym i zamkniętym kręgu użytkownków (w tym dynamicznie rozwijają­

ce się sieci lokalne - LAN) ale tworzenie rozległych systemów informa­
tycznych i automatyzacji jest niemożliwe bez korzystania z publicznych 

sieci telekomunikacyjnych. Obecny stan usług teledacyjnych hamuje nowo­

czesne zastosowania wymagające transmisji danych.

2. PERSPEKTYWA ROZWOJU DO 2010 R.
W prognozie COPiOZ PPTiT oceniono, że możliwości realizacji usług 

teledacyjnych będą niższe od zapotrzebowania i wyniosą:
- 42,3 tys. stacji transmisji danych średniej i dużej szybkości,

- 16 tys. telematycznych urządzeń końcowych,

Łącznie będzie obsługiwanych 58,3 tys. stacji, które w znacznej 

części korzystać będą z publicznej sieci teleinformatycznej. Pewna część 

tego zapotrzebowania będzie w dalszym ciągu pokrywana przez komutowaną 

sieć telefoniczną (co w dużym stopniu zależy od jej jakości) oraz w pos­

taci dzierżawy łączy (co zależy od dostępności tej usługi i taryfy).

Publiczna sieć teleinformatyczna będzie siecią świadczącą pełny a- 

sortyment usług i udogodnień teledacyjnych. Działać będą systemy usługo­

we oferujące rozwinięte usługi komunikacyjne na bazie sieci teledacyj­

nej. Obok systemów publicznych, tworzonych i eksploatowanych przez 

PPTiT, rozwój systemów aplikacyjnych użytkowników oraz sieci wydzielo­

nych (abonenckich) może znacząco wpływać na rozwój sieci teleinforma­

tycznej .
Sieci teledacyjne oraz systemy użytkowe będą tworzone w oparciu o 

standardy międzynarodowe (w szczególności zalecenia CCITT w zakresie te­

lekomunikacji oraz standardy ISO w zakresie systemów informacyjnych). 

Umożliwi to bezkolizyjną współpracę sieci i systemów krajowych między 
sobą a także z sieciami i systemami tworzącymi światowy system telekomu­

nikacyjny.

Część usług teleinformatycznych będzie realizowana w sieci z inte­

gracją usług (ISDN). Istnieć będą pierwsze fragmenty tej sieci oraz od­

powiednia infrastruktura do jej intensywnej rozbudowy - tj. przede 

wszystkim cyfrowa sieć transmisyjna oraz duże nasycenie usługami teleko­

munikacyjnymi. Sieć ISDN przejmować będzie obsługę abonentów innych sie­
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ci wtórnych a w tym sieci teleinformatycznej.

3. KIERUNKI ROZWOJU PUBLICZNEJ SIECI TELEINFORMATYCZNEJ.

Dotychczas wykorzystywane środki nie dają perspektyw rozwoju usług 
teledacyjnych w ciągu najbliższych kilkunastu lat. Jedynym rozwiązaniem 

umożliwiającym pokonanie tych problemów i otwierającym możliwości pełne­
go rozwoju jest utworzenie, na bazie środków krajowej sieci telekomuni­

kacyjnej nowej sieci, wyspecjalizowanej do szerokiego świadczenia usług 

teledacyjnych - krajowej sieci teleinformatycznej.

Docelowo w publicznej sieci teleinformatycznej powinny być wykonywa­
ne dwie grupy usług:

- oparte na komutacji kanałów teledacyjnych,
- oparte na komutacji pakietów.

□ bie te techniki wzajemnie się uzupełniają a mogą być realizowane w 
ramach jednej sieci (jak to jest planowane w sieci SYNKOM) lub też przez 
dwie odrębne sieci.

Prace badawczo-rozwojowe w obszarze sieci teleinformatycznych obec­
nie koncentrują się na opracowaniu urządzeń dla sieci SYNKOM.

Sieć SYNKOM jest pomyślana Jako pierwszy etap rozwojowy perspekty­

wicznej, wielofunkcyjnej sieci cyfrowej IDN. W polu komutacyjnym central 

będą komutowane standardowe kanały synchroniczne 64 kbit/s, a podstawo­
wym portem centrali będzie wejście/wyjście traktu liniowego PGM 30/32 

(2.048 Mbit/s). Łącza abonenckie będą dołączane do koncentratorów, w 

których będą niwelowane zróżnicowane szybkości transmisji (600, 1200,

2400, 4800, 9600 bit/s).

W łączach abonenckich zostanie zrealizowana transmisja dupleksowa w 

paśmie podstawowym oparta na zasadzie cyfrowej eliminacji echa. Podsta­

wowym stykiem abonenckim będzie styk według zalecenia CCITT X.21. Termi­

nale pakietowe będą korzystać z sieci SYNKOM Jako sieci transportowej na 

zasadach określonych w zaleceniu CCITT X.32.
Do r. 1995 nie należy się spodziewać w większej skali efektów prowa­

dzonych obecnie prac badawczo-rozwojowych. Jeśli usługi teledacyjne mają 

być w tym okresie udostępnione szerzej niż dotychczas, to jedynym wyjś­
ciem jest zakup za granicą kompletu urządzeń umożliwiających stworzenie 

sieci załatwiającej najpilniejsze potrzeby użytkowników. Ze względu na 
mniejsze zaawansowanie w kraju prac nad techniką komutacji pakietów oraz 

spodziewane niższe ceny urządzeń sieci pakietowej, ewentualne zakupy po­

winny dotyczyć tej klasy sprzętu. Sieć pakietowa (nazwana POLPAK) rozbu­

dowywana byłaby w oparciu o urządzenia opracowane i wyprodukowane w kra­

ju.
Urządzenia sieci POLPAK powinny spełniać wymagania zawarte w zalece­



niach CCITT, szczególnie serii X,V i F. Usługi sieci POLPAK będą reali­

zowane w trybie komutacji pakietów.
Do sieci będą mieć dostęp urządzenia końcowe:
- pakietowe przez łącza bezpośrednie, zgodnie z zaleceniem CCITT 

X.25 albo przez komutowaną sieć telefoniczną lub sieć teledacyjną z ko­

mutacją kanałów, zgodnie z zaleceniem CCITT X.32;
- asynchroniczne przez łącza bezpośrednie lub komutowaną sieć tele­

foniczną, zgodnie z zaleceniem CCITT X.28.
Sieć będzie oferować połączenia wirtualne i stałe połączenia wirtu­

alne.
Docelowo obydwie sieci (SYNKOM i POLPAK) będą się przekształcać w 

jedną sieć świadczącą dwa rodzaje usług - opartych na komutacji kanałów 

oraz komutacji pakietów.

4. UWARUNKOWANIA ROZWOJU PUBLICZNEJ SIECI TELEINFORMATYCZNEJ.

Kierunki rozwoju teleinformatyki zależą od następujących czynników:

- dotychczas nie podjęto strategicznych decyzji stwierdzających pot­

rzebę rozwijania teleinformatyki jako jednej ze służb telekomunikacji 

oraz określających warunki tego rozwoju;
- potrzeba świadczyć zupełnie nowe usługi a więc trzeba ustalić zak­

res i formy ich świadczenia, zasady organizacji i ekonomiki oraz sposoby 

współpracy z istniejącymi służbami w kraju i za granicą;
- brak Jest rzetelnego rozeznania co do obecnego i przyszłego zapot­

rzebowania na te usługi a informacje takie staną się dostępne dopiero 

gdy zostaną otwarte możliwości normalnego rozwoju;

- w kraju oraz w krajach RWPG nie produkuje się stosownych urządzeń 

i brak więżących informacji o planach uruchomienia takiej produkcji;

- urządzenia produkowane w krajach bardziej zaawansowanych technicz­

nie obłożone są ograniczeniami wywozowymi;

- zakup tych urządzeń za granicą wymaga znacznych środków dewizowych 
(rzędu 2000 ś za Jedno zakończenie łącza);

- na świecie usługi teleinformatyczne i telematyczne są intensywnie 

rozwijane i w literaturze podawane są różne wnioski dotyczące szczegóło­

wych rozwiązań, przy czym rozbieżności wynikają zarówno z lokalnych wa­

runków jak i bardzo szybkiego rozwoju techniki;

- - standaryzacja usług i rozwiązań technicznych nie została zakończo­

na a tendencje do integracji technik i usług zmieniają relacje między 

różnymi sprawdzonymi praktycznie rozwiązaniami;

5. PRZEWIDYWANE SCENARIUSZE ROZWOJU SIECI TELEINFORMATYCZNEJ.
Szanse najszybszego i najmniej ryzykownego rozwoju usług teleinfor-



zrea-matycznych daje wariant, według którego w latach 1989-90 zostanie 

lizowany I etap budowy sieci POLPAK. Pozwoli on na wejście w lata 1991- 

95 z zaczątkiem publicznej sieci teleinformatycznej. Jego realizacja wy­

maga jednak szybkich decyzji i sprawnego działania w latach 1989-90. W 

latach 1991-95 sieć POLPAK będzie rozbudowywana w oparciu o urządzenia 
opracowane i wyprodukowane w kraju a także powstanie sieć pilotowa SYN­
KOM.

Prawdopodobny Jest wariant, według którego decyzja o zakupie urzą­

dzeń z importu będzie odkładana, gdyż warunki zakupu mogą być niesprzy­

jające a jednocześnie tempo opracowań krajowych nie pozwoli na zaspoko­

jenie rosnących potrzeb w latach 1991-95. Jednak opóźnianie decyzji w 
sprawie zakupu urządzeń i przeciąganie procesu wdrażania do eksploatacji 

pierwszej -fazy sieci POLPAK może w ogóle podważyć sens budowy tej sieci.

Wariant ostatni, według którego zrezygnuje się z zakupu urządzeń z 
importu i pozostanie przy programie tworzenia sieci SYNKOM stanowi mini­

mum tego co można obecnie planować. Taka koncepcja jest -faktycznie obec­

nie realizowana gdyż koncepcja sieci POLPAK pojawiła się w obecnej pos­

taci dopiero w połowie 1988 r. Grozi to ryzykiem odsunięcia rozwiązania 

problemu usług teleinformatycznych oraz telematycznych praktycznie na 
lata 1995-2000.

* s *

TECHNOLOGY TRENDS IN PUBLIC DATA NETWORK AREA IN POLAND UP TO 1995.
Today’s media (switched telephone network and leased lines) have not 
perspective in expansion of data services. One way to start progress 
in tnis area is erection of the public network specialized for data 
services provision. Eguipment of SYNKOM network is developed for 
this purpose. There is a plan to purchase eguipment for POLPAK 
network introduction and to develop eguipment for its extension.
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REG-System
Kartin SIEBERT* 
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EMPIKIC PREDICTION MODELS OF THE REG-SYSTEM

Certain empiric models were developed to assess and predict the 
performance of the REG-system, a terminal system for the bank 
branches of Berlin. The growth of rush hour workloads was forecasted 
by use of special models reflecting system extensions and the 
development of the counter traffic. Linear and nonlinear regressions 
were used to model the dependence of the CPU loads on workloads and 
numbers of terminals in service. By use of analyses of variances, 
factors influencing the response time behaviour Ce.g.► message 
lengths, type of order, number of terminals at the linę, linę speed, 
CPU loadD were investigated.

1 . INTRODUCTION

The REG-System is being built up for the bank branches of Berlin 

and is still under development. Up to now about 350 PC-like terminals 

Ctell er machines and automated tell er machinesD are connected via local 

ccncentrators, nonswitched lines and front-end processors to one or two 

RIAD1056. The teller machinę CK89243 is a special version of a PC 

CBC5120D. The hardware of the local concentrator is a KON2O. The

foliowing different types of lines are used: 

- half duplex - 2.4 kbps, 

- duplex - 2. 4 kbps and 

- duplex - 4.8 kbps.
Up to 4 front-end processors of the type TSRA. are connected to one 

RIAD1056.

The RIAD1056 uses OS-SVS 7.1 as operating system. The application 

program is based on DAKS. BSC is used as dat,a transmission procedurę. 

^Academy of Sciences of the GDR, Institute of Informatics and 
Oonputing Techniąue Eudower Chsussee 5-6 Serlin, 1199



The local concentrator works without błock buffering. Therefore. it 
works nearly without additional time delay.

Response time behaviour Cterminal -> CPU -> terminal} was adopted as a 

criterion for the performance of the REG-system. Previous investigations 
tli induced that the CPU of RIAD1056 is a bottleneck of the system. 
Hence, it is essential

- to determine the effects of the CPU load and of other influencing 
factors to the response times Csee 4.} and

- to predict the deyelopment of the CPU load.

Two steps were performed to predict CPU loads:

- modelling of the dependence between CPU loads and workloads Csee 
3. } and

- forecasting of workloads Csee 2.}.

The foli owing measurement means have been used:

- For every transaction induced by customer orders or management 
activities a record was written into the so called time measurement 

file CTMF} by a software monitor installed on the RIAD1056. This 
record includes

- the time of registration of the transaction at the CPU.

- type of order Cdisbursement> print of abstract of account CPAA},.. }, 

- terminal identifier,

- message lengths Cof reguest and answer},

- identifier of the data file of account and
- response time for the previous transaction at the same terminal 

Cprecision: whole seconds; not for every transaction}.

- Moreover. a hardware monitor measures the CPU time consumption for 

every minutę Caccuracy of 0.01%}.

2. WORKLOAD PREDICT!ON

2.1. A detailed model

Models were created for rush hours only. A rough model description 

haś the following form:
PL =CMR +EE}G V +CMM +EM}GM V Cl} with

RH RH E RT RH E M
PL = vector; components are the numbers of orders of certain types for' 

the rush hour in the prediction period,
MR = guantity of measured real—time orders in the rush hour , 

RH
EE - estimated guantity of real-time orders CRTO} which are to be 

processed addi ti onal 1 y "because of system extensi ons ,



G^ = estimated growth ratę for the prediction period Cconcerning 

real-time orders) ,
V = vector; components are the measured relative proportions of RT

different real-time order types Csum of components = 13,

MMrh= guantity of measured management orders Ctransactions) in the rush 

hour ,
EM = estimated number of management orders, which are to be processed 

additionally because of system extensions,
GM^ = estimated growth ratę for the prediction period Cconcerning 

management orders), 
= vector; components are the measured relative proportions of 

different management orders Csum of components = 13.

The unknown coefficients of Cl 3 are to be estimated by use of 

- statistical data collected in the last years and 

- TMF data of a certain observation day.

Due tc the ai m of predic tion and to the datę of obser vati on, the

components of PL and V , 
RH M

the length of the predicti on period and the

way of estimation of the unknown coefficients in Cl 3 have to be

speci f i ed.
E.g., predictions were computed to forecast

- what happens when PAA’s are available in all branches Cat measurement 

time PAA’s were not avai1able in all branches),

- the effect of integration of savings book orders, 

- the development of the workload at all,
- the development of workloads distinguished for several types of 

i nstr ucti ons.
A single prediction vector strongly depends on the data of one

observation day. Using the data of several observation days, several 
predictions PLrh were computed for the same magnitudeCs3 of interest. To 

assess the variability of these predictions, the standard deviations, 

resp. the coefficients of variation, were computed by use of the several 

predicted values for the same magnitude of interest. For special 

examples coefficients of variation ranged about 1O..15%.

Furthermorę, predicted values were compared with observed values for 

special cases. This mduced two essential conclusions:

- There are unconsidered influencing factors. Presumable, there are 
seasonal influences with essential effects. Unfortunately, tne amount 

of data was too smali for investigating such factors.

- Neverthel ess, it has been shown that the prediction model is usabie

for long-term forecasting with acceptable results.



2. 2. A regression model

The model discussed up to now lacks a quick response to short-term 
measurements Cas necessary in discussions with partnersl because of 

laborious calculation. Therefore, a simple regression model was 
developed. It has the foliowing form:

RTO. = a + b i + uŁ C2J with

RTO. = number of measured real-time orders in the rush hour of week i, 
i = number of weeks after January 6th 1987, 
u. = error terms and 

a, b = regression coefficients.

On one band, the factor "time" turned out as particular1y qualified for 

such a model, because the system extensions depend on the time, too. On 

the other hand, it is probable that in conseguence of changing the 

extension strategy the regression model is worthless for forecasting. 
Besid.es strictly speakirig, it is not pernitted to use such mode-ls 

outside thio obseruation time. Nevertheless, we developed such a model 

with the aim to use it for short-term predictions.

Results were quite satisfactory. Squared multiple correlation 

coefficients were very high Cgreater than 0.953.

3. ANALYSIS OF THE CPU LOAD

3.1. Linear models

Linear regression models reflect the CPU load behaviour in a 

satisfactory manner for Iow and medium CPU loads Ccf. (233. Because of 

rising CPU loads and certain system changes during 1987 it became 

necessary to prove the applicabili ty of linear model s and to revise 

coefficient estimates by using data from Oct. -Dec. 1987 and from 1988. 
Additionally, improved models were developed considermg the number of 

terminals in service as a magnitude of influence.

Finally, there was used the foliowing linear model
5

Y =a + f j o - a. X, . i t v j +e. ,
j

j=l,..K, C33

where K is the number of 3--minutes-intervals, Y j - the CPU load Cin

seconds3 , X.., i =1 , . . 4 , — the number of transactions of kind i , X the

C approximate3 number of terminals in servic:e for the j. th

3~minutes-interval, a. - coefficients, e random error terms.

Besid.es


There are four kinds of events:
1 special system operations,

2 real-time disbursements,

3 real-time payments,
4 other direct access operations.

By use of ordinary least squares estimation COLSED coefficient estimates 

were computed based ón data from Oct. 6th, Dec. 8th and 22nd in 1987 and 

May 24th in 1988. Comparisons of the results from May 24th with the 
other results reflected improvements of the REG-system in the beginning 

of 1988. In the following table estimates are given for the data from

CSE-standard error).

1987: 6. 10. 8. 12. 22. 12.
K 171 171 141
mean CPU load 67. 4X 75. 2% 80. 2%
squ. multiple
corr.coef f. O. 987 O. 960 O. 961
SE 2. 56 3. 25 1.77

i a SEa a SEa. a. SEa.Ł V L Ł
O 21.46 1.20 42. 90 2. 05 50. 30 1.99
1 0. 207 0. 028 0.151 0.038 O. 143 O. 023
2 O. 120 O. 011 O. 103 O. 016 O.072 O.0074
3 O. 338 0. 055 O. 270 O. 74 0. 090 O. 041
4 O. 209 O. 0091 O. 177 O. 0091 O.157 0. 0058
5 O.136 O.0046 0. 109 O. 0074 O. 081 O. 0072

Cross validations gave acceptable results. Nevertheless, detailed 

examinations of the results from linear regressions gave rise to use a 

certain nonlinear model.

3.2. A nonlinear model

There are certain reasons to assume that the data Communications 

system works morę effectively for CPU loads between 80 and 9O5< than for 

lower CPU loads Cbetween 60 and 7050, i. e. , the ratio between the number 

óf transactions in a time interval and the corresponding CPU load is 

greater for the higher CPU loads. It is given the following nonlinear 
model:

5
Y^ = expCk^L^D a^ + ©KpCk^L^D a^ + e^ J=1,..K» C4D

where L. is the sum of all events in the j. th time-interval and k.,
i=0,1, are growth coefficients.

First, there were computed common estimations for k and k for the three o i
days from 1987 by minimization of the residual sum of sguares using a 
gradient method. There were found

k =0.000808 k =0.000471. o i
Using these values, linear coefficients were estimated by OLSE



separately for the different days. There were found
S. 10. 1987 8. 12. 1987 22. 12. 1987
22. 608 21.479 22.243

. 135 . 415 . 305
. 189 . 167 . 108
. 239 . 287 .183
. 258 . 263 . 280
. 127 . 134 .159

2. 812 2. 916 1.887.
Let us consider the following workloads for a 3-minutes-interval: 
kind 1 u 2 3 4 5
workload 57 284 39 426 270
Cprognosis for Nov. 15th 19883.

Using these values, the following predictions for the CPU load were 
computed Csee C433:

nonli near model1i near model

6. 10.
8. 12.

22. 12.

114.6 101.7
109.4 105.6
100.8 102.2

Thus, the nonlinear model gives approximatel y the same results for the
different days. whereas predictions by using the linear model are rather
diff erent. CUse of data from May 24th 1988 gave lower predictions.)

4. RESPONSE TIME BEHAVIOUR OF REAL-TI ME TRANSACTIONS

4.1. Empirical statistics

Investigations were carried out using data from December 1987, April 

and May 1988. Mean CPU loads for the rush hours ranged between 80 and 

85%. There were computed empirical statistics and analyses of variances 

CANOVA3. Bęsides the determination of the magnitudes of main influence 

and quantitative assessments of these influences, it is of interest to 

investigate when mean response time values exceed the 3—seconds-1imit 

and when Cempirical3 95%-percenti1 es exceed the 5-seconds-li mit.

Empirical statistics Cand corresponding 95%-confidence bounds3 were 

computed for a large number of subgroups of the data. Especially for the 

following situations critical response time behaviour, i.e., mean values 

significantly exceed the 3-seconds-bound, was observed: 

PAA' s 
- for PAA*s. at all Cpartially, the 4-seconds-1i mit was exceeded; oni y 

for 4. 8-kbps-lines the 3-seconds-li mit was kept approximately also for 
higher TADLV—vaiues Cnumbers of active terminals at the linę; max.



TADLV-value was 73 3, 

di sbursements
- for 2. 4-kbps-lines and high TADLV-values CTADLV=6,73.
Differences between mean response times when distinguishing between CPU 

loads between 70 and 75% and CPU loads between 85 and 90% in most cases 

did not exceed 0.5 seconds. For CPU loads greater than 90% numbers of 

observations were too smali for getting reliable conclusions.

Observed standard deviations in most cases ranged between 0.8 and 1.4 

seconds. Altogether, higher mean values of response times were connected 

with higher standard deviations. 
95%-percentiles were estimated by means of linear interpoiation. 

Estimated 95%-percenti 1 es did not exceed the 5-seconds-limit when the 

corresponding mean values were less than 3 seconds.

4.2. Analyses of variances

By the foliowing reasons the use of ordinary least squares 

estimators COLSE3 is problematic: 

- distributions of the error terms are non-normal, 

- error variances are not homogeneous Chigher standard deviations for 

higher mean values3.

Nevertheless, in most cases OLSE was used. Several triais with weighted 

least squares estimation in order to compensate the effects of 

heterogeneous error variances gave hints that the reliability of 

coefficient estimators is guite satisfactory,. whereas F-statistics, 

standard error estimators and confidence bounds should be regarded 

cautiously.

Standard error estimators were relatively high. The main reason for this 

can be seen in the relatively Iow accuracy of the observed response time 

values Caccuracy of seconds3.

When selecting appropriate model s, the aim was to find severa.L ones 

reflecting in each case special points of view rather than to find one 

unigue "al1-including" model.

Main results were the folłowing:

- about 2. 5. . 3. 5 ms delay per byte message CPU -> terminal and about 

3..7 ms delay per byte message terminal -> CPU;

- 750. .900 ms delay for PAA’s compared with other real-time transactions 

using access to a data file of accounts;
- 400..600 ms delay due to access to a data file of accounts;

- 150. .300 ms delay per additional terminal at the same linę;

- about 450. .900 ms delay by use of a 2.4-kbps- instead of a



4. 8-kbps-line;

- about 1OO up to several hundreds ms delay per transaction processed at 
the same linę during the preceeding 2.5 s;

- several up to several dozens of ms delay per real-time transaction 
processed at the CPU during the preceeding 2.5 s;

- 170. .300 ms higher response times for CPU loads between 85 and 90% in 
comparison with CPU loads between 70 and 75%;

- about 40. .250 ms delay due to the difference between hal f duplex and 
duplex lines.

The smallness of the observed deterioration of the response time 

behaviour which corresponds to CPU loads rising from 70% up to 90% was 
an unexpected result.

Special interest was dedicated to several interaction effects. 
Altogether, certain main effects and covariates turned out as being the 

most important components of appropriate ANOVA models, whereas all 
regarded interaction effects were assessed as being 'less important. 

Nevertheless, there were found out and interpreted certain influences 

due to interaction effects.

5. REFERENCES

[13 D. Carl , M. Siebert, H.Siegert, C.Tessmer
Research paper "Analyse von Architekturvari anten fuer das 
Rechnernetz zur Rationalisierung geldwirtschaftlicher Prozesse in 
Berlin unter Nutzung eines Datenkommunikationssystems“
Acad. of Sc. , IIR-RK/NA, Berlin 1984

[23 B. Gnuechwi tz, U. Hostmann, M. Siebert, H.Siegert, I.Wenhold
Research paper ”Untersuchung der transaktionsorientierten Anwendung 
REG",
Acad. of Sc. , IIR-RK/NA, Berlin 1987

[33 U. Hostmann, K. Nolte, M. Siebert
Empiric Study of the REG-System,
Proc, of the 2nd International Seminar on Modelling and Performance 
Evaluation of Distributed Computer Systems, 
Wendisch—Rietz, Nov. 1988

[43 U.Hostmann
Internal paper "Antwortzeitverhalten im REG-System",

• IIR-RK/NA, Berlin 1988

[53 K. Nolte
Internal paper "Modeli der CPU-Belastung", 
IIR-RK/NA, Berlin 1988

[63 M. Siebert
Inter nal pa.per “Arbeitslastmodel1 fuer die zentrale
Verarbeitungsebene des REG-Systems,
IIR-RK/NA, Berlin 1988



Nr 9______
Konferencje

Prace Naukowe Centrum Obliczeniowego 
______ Politechniki Wrocławskiej_______

Nr 4
Nr 9
1989

nniltidatabase management

Witold STANISZKIS*
AN OVERVIEW OF THE MULTIDATABASE MANAGEMENT TECHNOLOGY

ABSTRACT
The highlights of the multidatabase management technology are presented in terms of Principal user requirements and sys­
tem characteristics. The most significant Systems, both research prototypes and conunercial products, are presented. Futurę 
trends and outstanding problems in the area of the heterogeneous database integration are briefly discussed.

1. INTRODUCTION
The growing maturity of database management system and techniąues has led to a substantial growth in investment 

in corporate data resources. The current potential of Information processing Systems and the sophistication of user require- 
ments have created a strong need for integration of data resources at the cotporate as well as govemment administration 
Ievels. The growing backlog of data Processing applications precludes the possibility of reimplementing existing Systems, 
in order to create new centralized databases supporting the required integration of data.

Typically, a large organization has a number of different centralized database management Systems and many geo- 
graphically distributed databases. In some cases, Computer networks based on heterogeneous hardware are used within the 
same organization. Hence, integration of data resources requires distributed data management capabilides that are 
sufficiently powerful to cope with the above situation.

Intensive research and development work in the area of multidatabase Systems, including those to be implemented in 
the heterogeneous hardware environment, has been stimulated by the growing user demand.
2. MULTIDATABASE MANAGEMENT SYSTEM ARCHITECTURE

As the result of the above user reąuirements the multidatabase Systems have become increasingly popular. The main 
inlerest has been directed towards integrating heterogeneous databases, but Systems integrating homogeneous data models 
were also developed. One of the most serious outstanding problems is transaction processing. This is due to the lack of 
compatibility of the concurrency control mechanisms of the different database management systems as well as the use of 
data manipulation or query languages (user interface levels) as access mechanisms by the multidatabase management Sys­
tems.

A multidatabase management system may be defined in tcrms of the following characteristics:
Integration of heterogeneous databases - this implies that the underlying databases, accessible through the system, 
are managed by different DBMSes and may represent diverse logical data models.
Distribution - the fact that data are not resident at the same site (processor) and that all sites are linked via a geo- 
graphical or local network.
Logical correlation - the fact that data have some properties that tie them togelher, so that they may be represented 
by a meaningful, common data model.
Distribution may not always be a necessary condition to justify an application of a multidatabase management sys­

tem. Clearly, there exist cases, where different centralized database management systems are present at a single site, and a 
multidatabase system may be used to provide for the rcquired integration of data. However, the lack of distribution capa- 
bilities would be a serious limitation with rcspcct to most applications.

Logical correlation implies esistence of a common logical data tnodcl with its corresponding data language. Since 
many different data models already exist, corresponding to the various centralized databases accessible in the realm of a 
multidatabase system, the necessary mappings betwcen those data models and the common dala model of a multidatabase 
management system must be provideu. This is the major dislinguishing factor between the multidatabase and the distri­
buted database management systems. In the case of the latter class, a common logical uata model is applied and the data 
are physically distributed.

Presently, there exists little user expcrience in the area of the multidatabase systems. and the existing applications 
may be considered, at best, to be experimental prototypes. Howecer, tbc limited et-.pcriencc suggests a number of principai 
user requirements.

•CRAI.RendefCS). Italy



The following reąuirements have already been reported as desirable in [STA83,DAY82,DAY83]:

1. The data model that supports a non-procedural, end-user friendly dam language.
2. The complete distribution transparency providing for the manipulation of data, as if the user were accessing a uniąue 

centralized database.
3. The local data model transparency relieving the user of the complexity of dealing at the same time with many, 

diverse logical data models.
4. The explicit support for definition of data abstractions providing means for correct representalion of the multidata- 

base system semantics.
5. Minimal interference with the local Processing of the centralized databases included in a multidatabase system.

Current objectives of multidatabase systems, exemplified by the above user reąuirements, show that interrogation 
functions take precedence over the distributed update capabilities. In many cases, allowing the multidatabase system users 
to update the underlying centralized databases would be considered too much of an interference in the local applications. 
However, transaction Processing based update capabilities may be useful, and they are comprised in some of the current 
multidatabase management system prototypes. This creates serious technical problems, particularly in the area of con- 
currency control. We shall later discuss problems associated with multidatabase transaction processing in morę detail.

Most of the currently implemented systems have adopted the relational data model as the global data model. In some 
cases, mappings tan network and hierarchical data models are supported. Extensions of the relational data stnicture 
definition facilities have also been proposed to provide explicit support for data abstraction.

Since multidatabase systems utilize already existing databases, the possible interference of the global and local func­
tions may be considered front two perspectives; the need to modify existing database design to support the multidatabase 
system needs, and degradation of the local application performance resulting front addidonal workload generated by a mul­
tidatabase system.

Modification of existing database systems to meet the specific reąuirements of the multidatabase systems users would 
soldom be permitted. This fact has determining influence on the multidatabase system design methodology.

The need to minimize the multidatabase system workload causes the processing cost, rather than response time, to be 
the principal goal of ąuery optimization. Apart front the ąuery optimization strategy, this fact has an important influence 
on implementation of the multidatabase management system user interfaces.

Typically, a multidatabase management system would support the following data abstraction architecturc:

The Global Schema
The Global Schema constitutes the principal integration level. It comprises all logical data structure objects resulting 

front data abstraction and integration processes performed on the data objects defined in the local database sch^.nata. This 
Ievel provides an integrated view of the underlying databases, supporting, in most cases, distribution and dala model tran­
sparency.

The User Schema
The User Schemata correspond to the concept of the Extemal Schema of the ANS1/SPARC DBMS architecturc. 

They comprise all of the user view and snapshot definitions.

The Local Schema
The Local Schemata, defined in the host DBMS data description language, represent the logical data structure of the 

underlying, local databases to be integrated into a multidatabase system.

Thet Auxillary Schema
The Auxiliary Schema is stored, in some cases fragmented, in all sites of a Computer network. It comprises data 

model mapping and other information related to the local resources, as well as information uscd to rcsolve incompatibili- 
ties of the local databases and the respective host DBMSes.

In the majority of multidatabase systems the Global Schema is replicated in all sites of the Computer network. This 
fact and the need to acćess data residing in distinct. geographically distributed databases creates new problems in the area 
of database administration and design.
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3. SELECTED MULTIDATAB ASE MANAGEMENT SYSTEMS
The state-of-the-art survey of the distributed database management technology has been given in 

[CER84,MOH84,STA85]. Both types of systems, namely the distributed database and the multidatabase systems, have been 
presented. We shali briefly summarize information regarding the most important developments in the area of multidatabase 
management systems. A representative sample of the current research and development work includes such systems as 
ADDS [BRE84,BRE86], MERMAID [BRI84,TEM83,TEM86a], MULTIBASE [SMI81,LAN82], NDMS [STA84a], 
SIRIUS-DELTA [LIT82], DQS [DQS88], and AIDA [TEM86b].

ADDS (A Distributed Database System)
ADDS has been developed at the Amoco Production Company, USA with the prime objective to link oil ezploration 

databases installed in the Computer network of IBM mainframes. The global schema is relational and the system integrates 
1NQUIRE, IMS/VS, and SQL/DS databases. The global ąuery facility provides for distribution and local data model tran- 
sparency. Global ąueries are mapped into a collection of local ąueries, expressed in the host DBMS ąuery language, and 
the local ąuery functional incompatibilities are resolved by ąuery postprocessing. Query optimization criteria are the com­
munication cost and the local database processing cost Distributed transaction processing is not supported in the system

MERMAID
MERMAID is a testbed system developed at the System Development Corporation, USA to integrate relational data­

bases in a local network of VAX and SUN Workstation computers. The relational databases currently accessible through 
the system are INGRES, ORACLE, and the Britten-Litton IDM database machinę. The global schema is relational and it 
also contains the auxiliary information. A single ąuery processor accepts a number of relational data languages, namely 
SQL, QUEL and ARIEL. Query processing is based on an intermediate language DIL (Distributed Intermediate Language) 
designed to support distributed. ąuery processing. Query optimization is based on the communication cost and the ąuery 
optimization algorithm is sensilive to data fragmentation and replication. Distributed transaction processing is not sup­
ported.

MULTIBASE
MULTIBASE has been developed at the Computer Corporation of America to support retrieval of data ta hetero- 

geneous, distributed databases. The global schema is based on the functional data model and DAPLEX is supported as the 
data language. A global ąuery is decomposed into a set of local ąueries that are executed by the host DBMSes. Query 
postprocessing is used to resolve the incompatibilities of the local ąuery languages. Fragmentation is not managed directly, 
however it is possible to use derivation mechanisms to generate global data from local data objects. Thus, when several 
local databases autonomously storę local data objects, which can be regarded as portions of the same global data object, 
the global schema includes that global data object and does not make any reference to its components. In this sense the 
fragmentation transparency is supported. Query optimization is divided into two distinct steps, namely the global and local 
optimization phases. The global optimization algorithm minimizes the communication cost and attempts to utilize the 
potential of parallel processing. The local optimization algorithm minimizes the response time of the host DBMS data 
retrieval operations. Distributed transaction processing is not supported.

NDMS (Network Data Management System)
NDMS has been developed at CRAI, Italy to provide a facility for retrieval and distributed processing of data resid- 

ing in distinct, preeristing databases and data files installed in a heterogeneous Computer network. The current version of 
the system operates on a network of IBM and VAX computers integrating local databases supported by ADABAS, 
IMS/VS, IDMS DB/DC, RODAN and INGRES database management systems. The global schema, replicated in all sites 
of the Computer network, is relational with SEQUEL supported as the data language. User schemata are supported by the 
view definition mechanism of SEQUEL and, both permancnt as well as temporary, snapshots may be defined. The auxili- 
ary schema comprises mapping definitions controlling materialization of global schema relations. Query processing is 
based on an intermediate data manipulation language designed to exploit the inherent parallel execution capabilities. A 
centralized ąuery planner generates a ąuery plan, defined as a seąuencc of the intermediate language operations, resulting 
from the ąuery optimization algorithm. The goal function of the ąuery optimization algorithm is minimization of the 
overall ąuery processing cost, including the communication cost as well as the CPU and I/O operation costs. Query post­
processing is not necessary, sińce all local database accesses are performed via the host DBMS data access modules 
developed in the respective data manipulation languages. Distributed transaction processing is supported and the con- 
currency control approach is based on the two-phase commit protocol and the corresponding host DBMS facilities.

SIRIUS-DELTA
A part of tire SIRIUS projeci, initiated in 1977 at INRIA. France, has been devoted to •dcveiopmcnt and experimen- 

tation with multidatabase system architectures. Approach to the multidatabase system architecture, developed within the 
project, is characterizcd by a different treatment of the database imegration problem. It is believed that the distribution 
transparency is not ncccssary in the multidatabase system and that the localizauon of dala embodies important semantic 



databases. Dcpendencies include semantic dcpendencies, integrity constraints and privacy dcpendencies. A collection of 
relational databases is considcrcd to be a relational multidatabase. The multidatabase update operations are also supported 
by MALPHA.

DQS (Distributed Query System)
DQS has bcen developed at CRAI, Italy as a commercial system based on the research and development experiet.ee 

stemming from NDMS deveiopment work, It provides facilitics for distributed query processing on an inlegrated collection 
of heterogeneous databases residing in a SNA network of IBM mainframes. The system is integrated with the CICS TP 
environmcnt and currently supports integration of databases controlled by IMS/VS, IDMS DB/DC and ADABAS database 
management systems. Integration of operating system access melhod files (ie. VSAM) is also supported. The global 
schema is relational and SEQUEL has bcen implemented as the distributed query language. Distributed transaction Pro­
cessing is not supported.

AIDA (Architecture for Integrated Data Access)
AIDA has been developed at the System Deve!opment Corporation, USA. It allows the user of one or morę existing 

databases stored under one or morę relational DBMSes to access data using a common language, eilher ARIEL or SQL. 
AIDA includes Iwo components that have bcen devclopcd within the MERMAID project, the MERMAID testbed and the 
ARIEL language and translator. Similar approach has also bcen adopted with respect to query optimization. The important 
feature of the system is an attempt to integrate the distributed data, text, image, voice, and knowledge prccessing.

The above presentation indicates clearly that most of the systems do not match the principai user requirements for- 
mulatcd in scction 1 of this paper. This is the result of the evolving multidatabase system technology and the varying 
objcctivos of the various organizalions sponsoring the research and dcvelopment work. Allhough the relational data model 
prevails as the global schema representation, many systems do not supporl heterogeneous data models of the underlying 
databases. They are still considcred multidatabase management systems, because integrated access to databases managed 
by divcrse DBMSes is supported.

In most cases, distributed transaction processing is not supported. This is due to unresoired problems of concurrency 
control in the multi-DBMS environment. The difficulty results from the fact that multidatabase management systems utilize 
tne host DBMSes on the levcl of user intcrfaces, that is on the qucry language or the data manipulation language ievel. 
Hence, it is impossible to apply most of the concurrency contro! algorithms developed for the distributed database manage­
ment systems.

The lack of cooperation between local and global locking mechanisms may, for cxamplc, lead to undetectable global 
deadlocks. A detailed presentation of concurrency control problems in multi-DBMS environmcnt may be found in 
[GLI84a,GLI84b],

4. FUTURĘ DEVELOPMENT TRENDS
Although little production leve! Application experience exists at this moment, the present comme.cial software pro- 

duet development projects in lite area of MDBMS, supported by the earious user requircment and marketing studies, are 
indicative of the emerging new data management software technology.

It seems that the commercial systems, presently under dcvelopment, wili redect the present state-of-the-art of proto- 
type systems presented in this paper. The major issue in this area is the inerease of portability of the MDBMS software, 
both in the sense of new underlying DBMSes and the new Computer system hardware/software en.vironments.

Increascd portability will be achieved through standardization of the MDBMS node software architecture, comprising 
both the interfaces and functionalities. It seems that about 80% of the MDBMS control software is independent of the 
specific Computer system hardware/software environmcnt and may be dircclly norted to olher environments. The remaining 
intemal system functions must be designed and implemented according to the lechnicai characleristics of the specific Com­
puter system hardware/software cnvironment.

Problems that are still outstanding, both in terms of research results and the development work, fali into the follow- 
ing areas; high-level man-machine interfaces, multidatabase system design and implementation methodologies and lools, 
and system control function algorithms, mainly in the area of query and transaction processing.

The high-level man-machine imnrface must procide facilitics appropriale to the different lcvels of skill and ez.peri- 
ence of the variety of end-users working in the multidatabase system environmenL It should also provide development 
Staff willi comprehensive set of application development lools, thus simplifying the łask of producing new applications.

The growing number of multidatabase systems and the inherent complexity of data and function mappings wili 
slimulate efforts in the area of design methodologies and lools. This wili cover both the semantic and functional design 
areas and the performance optimization and tuning area.

Query processing requires funher improve.ments in the area of distributed query optimization. The present architec­
ture of the MDBMS node software, in particular the intensiee use of intermediale slorage, opens new possibilities in ibc 
area of query processing. One of examples may be dynamie construction of index structurcs supporting the relational

experiet.ee


algebra operations.
Transaction Processing may only be applied in production level systems, if satisfactory Solutions in the areas of mul- 

tidatabase updates and distributed concurrency control will be found and implemented. The principal problem of imple- 
menting muitidatabase updates is that of providing means to enforce the global and local integrity constraints. The con­
currency control algorithms must consider the functional incompatibility of concurrency control mechanisms of the under- 
lying DBMSes.
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O STANDARDACH KRYPTOGRAFICZNYCH ISO

DLA SIECI KOMPUTEROWYCH

W artykule scharakteryzowano właściwości algorytmu DES i zarysowa­
no tok prac prowadzonych w ISO nad normą dla tego algorytmu. Zwró­
cono uwagę na aktywność ISO w zakresie ochrony kryptograficznej w 
modelu OSI, a także w sferze zarządzania kluczami i uwierzytelnia­
nia.

1. UWAGI WSTĘPNE

Od połowy lat siedemdziesiątych problematyka kryptografii kompute­
rowej zajmuje informatyków ze względu na możliwości jej zastosowań do 
ochrony informacji przesyłanych pomiędzy organizacjami handlowymi, ban­
kowymi, użytkownikami indywidualnymi itp. Jest znanym fakt, że banki i 
inne organizacje finansowe korzystają z metod kryptograficznych, a dzien­
ne transakcje bankowe dokonywane za pomocą łączy telekomunikacyjnych 

1 2 szacuje się na ok. 10 $ C33. W tej sytuacji korzystanie ze skutecz­
nych algorytmów stało się sprawą o istotnym znaczeniu.

2. DES

W 1977 r. Narodowe Biuro Standardów USA opublikowało normę DES 
(Data Encryption Standard) szyfrowania danych C6J. Algorytm ten wybrano 
spośród wielu będących w użyciu. Został on opracowany w IBM. Także inna 
organizacja normalizacyjna w Stanach Zjednoczonych, ANSI, przyjęła DES 
jako standard w 1981 r. C1].

DES jest symetrycznym produktowym szyfrem blokowym C73. Działa na 
64 bitach tekstu jawnego jednocześnie. Jest szyfrem produktowym ponie­
waż' składa się z sześciu nieregularnych transpozycji bitów wykorzystu­
jących 16 wariantów klucza. Pomimo dużej złożoności algorytm DES jest 
tylko prostym szyfrem podstawieniowym. Podstawienia są wykonywane przez 
32 bloki podstawień, z których każdy zawiera permutacje cyfr szesnastko­
wych 0+F. Kompozycja bloków podstawień powoduje, że DES jest odnorny na 

s Ośrodek Informatyki Politechniki Poznańskiej, Poznań. 
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złamanie. Badając w 1978 r. algorytm DES Agencja Bezpieczeństwa Narodo­
wego USA (NSA) stwierdziła, że jest on pozbawiony słabych punktów za­
równo z matematycznego, jak i statystycznego punktu widzenia C8J. Od 
tamtego czasu poświęcono dużo uwagi analizie właściwości algorytmu DES 
C3.4.5,10,11J. Wykryto przy tym trzy następujące regularności: 
- własność dopełnienia; dla każdego klucza k i wiadomości m zachodzi 

DESv(m)=DES. (m), przy czym x oznacza negację słowa binarnego x, 
- istnienie kluczy słabych; istnieją co najmniej 4 klucze k takie, że 

O „
DES^ = I, przy czym I jest przekształceniem tożsamościowym, 

- istnienie kluczy półsłabych; istnieje co najmniej 6 różnych par klu­
czy (k,k'), k/k', takich że DES^DES^,=1.

Od 1980 r. w Międzynarodowej Organizacji Standaryzacyjnej (ISO) 
trwały prace nad tekstem normy obejmującej algorytm DES (w ISO przyjęto 
dla niego akronim DEA1). V/ roku 1983 opublikowano jego wstępną wersję 
[9J, którą poddano pod dyskusję. Po 6 latach od rozpoczęcia prac zdecy­
dowano jednak nie prowadzić ich dalej. Głównym powodem było przeświad­
czenie, że przyjmując DES jako standard uzależniono by się zbytnio od 
jednego algorytmu. Przerywając ukończone już prawie prace nad standar­
dem kierowano się w ISO obawą, że istnienie jednej normy, szyfrowania 
danych naraziłoby wielu użytkowników na ataki intruzów, którzy w takiej 
sytuacji mieliby ułatwione zadanie. W kwietniu 1987 r. przyjęto inne 
rozwiązanie polegające na utworzeniu rejestru (wykazu) algorytmów szyf­
rujących C12j, który zawierałby algorytmy opublikowane i nieopublikowa- 
ne. Taki rejestr dawałby potencjalnym użytkownikom możliwość wyboru. 
Umieszczenie algorytmu niepublikowanego w rejestrze zależałoby wyłącz­
nie od decyzji jego odkrywcy.

Należy w tym miejscu nadmienić, że zastosowanie superkomputerów 
umożliwia złamanie algorytmu DES - jak się szacuje (Z3Z) - w ciągu kilku­
dziesięciu dni. W tej sytuacji NSA ogłosiła, że po roku 1988 nie będzie 
udzielać atestów na układy i programy wykorzystujące ten algorytm. Moż­
na jednak przewidywać, że w wielu zastosowaniach, przy uwzględnieniu 
odpowiednich okresów stosowania kluczy, DES będzie jeszcze długo uży­
wany w kryptografii komputerowej,„m.in. ze względu na realizujące go 
szybkie układy scalone dostępne w handlu E13D. Jednocześnie są prowadzo­
ne prace zmierzające do zaprojektowania nowej, bezpieczniejszej odmiany 
układu realizującego algorytm DES.

3. STANDARDY KRYPTOGRAFICZNE DLA MODELU OSI

Jednym z efektów zaprzestania przez ISO prac nad normą szyfrowania 
danych jest opóźnienie momentu opublikowania dwóch innych standardów, 
które także były w zaawansowanym stanie przygotowania. Są to: algorytm 
o sposobach 64-bitowego szyfrowania blokowego oraz standard wzbogacają­
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cy warstwę fizyczną modelu OSI w możliwości szyfrowania. Dokument o spo­
sobach szyfrowania wymaga niewielkiej pracy wynikającej z nieopubliko- 
wania tekstu standardu DES. Został on zredagowany ogólnie, uwzględnia­
jąc szyfrowanie blokowe 64-bitowe (niekoniecznie DES). Stąd jego publi­
kacja jest oczekiwana wkrótce. Także przekazanie pod dyskusję wstępnej 
wersji tekstu dotyczącego szyfrowania w warstwie fizycznej ma nastąpić 
niebawem. Ponadto w ISO trwają prace nad przygotowaniem normy szyfrowa­
nia blokowego nie ograniczającej się do bloków 64-bitowych.

Wszystkie prace na temat zwiększania bezpieczeństwa w warstwie 2 
(połączeń) modelu OSI zostały zawieszone, ponieważ zgodzono się, że w 
powstałej sytuacji standard nie mógłby być przyjęty. Potrzeba wprowadze­
nia ochrony w warstwie 3 (sieciowej), 4 (transportowej) i 6 (prezenta­
cji) jest uznana, a prace' dotyczące - jak to ujęto w roboczym opracowa­
niu ISO Cl2] - "warunków wykonywania stosownych operacji związanych z 
ochroną kryptograficzną" postępują naprzód. Problematykę bezpieczeństwa 
w modelu OSI omówiono w [2].

4. ZARZĄDZANIE KLUCZAMI I UWIERZYTELNIANIE

Co do zarządzania kluczami, to program prac prowadzonych w ISO jest 
bardziej precyzyjny. Dotyczą one zarządzania kluczami dla algorytmów sy­
metrycznych z zastosowaniem technik kluczy tajnych, zarządzania kluczami 
dla algorytmów symetrycznych z zastosowaniem technik kluczy publicznych, 
zarządzania kluczami dla algorytmów niesymetrycznych z zastosowaniem te­
chnik kluczy publicznych.

W tych prących jest także reprezentowana problematyka uwierzytel­
niania. Są przygotowywane opracowania dotyczące podpisów cyfrowych "uk­
rytych" (shadow) i "wdrukowanych" (imprint). Rzecz dotyczy algorytmów, 
odpowiednio, bezpośrednio realizujących podpis i metod podpisywania z 
wykorzystaniem funkcji haszującej (do tych prac są też włączone sposoby 
generowania funkcji haszujących).

Szczególną uwagę w pracach ISO poświęca się procedurom bankowym. 
Opracowano serię norm ukierunkowanych na autentyczność i zarządzanie 
kluczami. Trwają prace nad standardem uwierzytelniania wiadomości doty­
czących handlu hurtowego i nad standardem specyfikującym algorytmy, któ­
re mogą być stosowane do uwierzytelniania wiadomości. Jest także w przy­
gotowaniu norma dotycząca zarządzania kluczami w procesach finansowych 
związanych z handlem; punktem wyjścia jest w tym przypadku norma ANSI 
X9.17 L12J.

Warto odnotować, że w pracach tych jak dotąd nie uwzględnia sie za­
stosowań kryptografii publicznej do celów bankowych; wszystkie one doty­
czą symetrycznych systemów kryptograficznych.
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5. ZAKOŃCZENIE

Prace w zakresie przetwarzania informacji są prowadzone w ISO w Ko­
mitecie Technicznym 97 (TC 97). Podkomitet 20 (SC 20) opracowuje zagad­
nienia dotyczące technik kryptograficznych. TC 97/SC 6 prowadzi prace 
dotyczące warstw 1+4 modelu OSI, natomiast TC 97/SC 21 zajmuje się war­
stwami 5+7. Normy ochrony danych w bankowości są przedmiotem prac komi­
tetu TC 68.
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In the paper the activity of the ISO dealing with’ the DES algorithm 
is presented. Cryptographic standards for the OSI model and for the 
banking are discussed.



Nr 9
1989

Nr 9
Konferencje

Prace Naukowe Centrum Obliczeniowego 
Politechniki Wrocławskiej 

Ńr4

electronic mail, 
X. 400

Ewan Sutherland t

X.4OO Developments in the United Kingdom

UK industry and commerce are adopting X.4OO Electronic mail, initially through the use of gateways and later fuli products 
based on the 1984 version of the standard. Much of the interest is in the use of X.4OO as a vehicle for Electronic Data 
Interchange (EDI). Academic users are taking advantage of their well-established position to go direct to the 1988 version. 
Suppliers are writing their own software or are acąuiring X.4OO shells which they can modify to fit their reąuirements. 
Overall there is much interest in X.4OO with many real developments in use and the prospect of many morę.

Introduction

Developments in the UK are well underway in the adoption and use of both the 1984 [1] and 1988 [2] versions of X.4OO, 
although the latter is only very recently available. It is slightly disturbing to consider that 1990 and 1992 may bring new 
versions; though the effect of these will depend on the significance of the changes they contain. The UK has been an active 
participant in the standardisation process for many years.

One indication of the growth in the facsimile market, the main rival to X.4OO, is that over 200,000 units were sold in the 
UK in 1988. A machinę is now treated as a conventional desk top item for many managers. Recent growth in the facsimile 
market and, in particular, the rise in management awareness has clearly detracted from the potential growth of electronic mail.

From business and commerce there is growing interest in X.4OO to link the very many private systems in firms and in its 
application to electronic data interchange (EDI) [3]. A useful measure of this has been the large number of conferences, reports 
and seminars on X.400 in 1988 and 1989 [4]

Profiles

The vast array of possible implementations of X.4OO has given rise to a number of profiles of which the most important are 
the European Norms [5] of the Joint European Standards Institute (CEN, CENELEC and CEPT). British Telecom has its own 
OSI profile, known as Open Network Architecture (ONA) [6], which includes a profile for message handling systems based on 
the European Norm. The Central Computer and Telecommunication Agency (CCTA) acts as an intemal consultancy for the UK 
Govemment. It has issued an X.4OO profile as part of its generał Govemment OSI Profile (GOSIP) [7]. These profiles are now 
widely supported by suppliers and are being used in procurement by the public sector. The CCTA publishes a review of OSI 
conformance of products by leading British and foreign firms [8].

British Telecom x

British Telecommunications pic (BT) the main, and formerly only, UK supplier of telecommunication serviccs has multiple 
interests in electronic mail as telecommunications provider, service provider and as a vendor of software.

Initially BT licensed electronic mail software from Dialcom Inc, a software company in the USA. Ii bought the company in 
1986. The service provided with the Dialcom software is marketed in the UK as Telecom Gold and has grown from 200 users in 
1982 to over 105,000 mailboxes. However, it is thought that as many as 40,000 of these may belong to BT Staff and that only 
30,000 others are regular users. Dialcom software is licensed in 21 countries having grown from 14 countries amounting to 
another 175,000 users.

Telecom Gold provides access to a user directory, a gateway to telex and many online databases (e.g., Petroleum Monitor 
and the Official Airlines Guide). It will also arrange for a BT Radiopager to "bleep" when new mail arrives so that a user can bc 
informed of this almost anywhere in the UK. Mail can be sent to subscribers of the Internationa] licensecs of Dialcom. The 
software is being converted to conform with X.4OO (1984), a process which is expected to be completed during the course of 
1989.

t The University, Stirling, FK9 4LA, Scotland.
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The initial growth of Telecom Gold has been substantially based on the gateway to telex which provided the users of 
electronic mail with a large existing community to communicate with. An optional direct dial-in (DDI) service for telex was 
rcccntly introduced, while a one-way gateway operates to group 3 facsimile.

BT has operated as an X.4OO administrative management domain (ADMD) sińce June 1988 providing a service known as 
Gold 400. A number of X.4OO private management domains (PRMD's) are connected to this, e.g., Digital Equipment 
Corporation, IBM, ICL, ITL, IDEM and JANET. So far the only connection to another ADMD is to France Telecom’s Atlas 
400. BT is a member of the International Administration Domain Operators' Group (IAOG). A one-way gateway has recently 
been opened to Group 3 facsimile as has a two-way gateway to telex.

BT has abandoned its teletex [9] service because of the lack of demand. In France and West Germany the PTTs persist, 
though in the face of very Iow demand. There are probably less than 100,000 users worldwide.

BT operates an analogue voice mail messaging service known as YoiceBank. This uses touch tonę keypads and can be linked 
to a radiopager.

BT markets a rangę of X.4OO software, for personal computers, fileservers, the DEC VAX rangę and Unix. Development' 
work is being carried out on Office Document Architecture (ODA). [10]

Commercial Mail Services

In addition to British Telecom, there are a numbe^of other providers of electronic mail services in the UK; Mercury (part of 
Cable and Wireless pic) [11], Telemail (part of Telenet Inc of the USA) [12], ISTEL [13] and One-to-One [14]. These 
companies offer electronic mail services plus gateways to telex, physical delivery of mail and some additional services such as 
access to databases.

Telemail Inc of the USA offers an X.4OO service which at present links the UK with Japan, Australia and the USA, mainly 
to Telemail users. Mercury has indicated rather reluctant interest in the area, while ISTEL is participating in the ITUSA pilot 
(see below).

The British Standards Institute (BSI) is currently working on a standard for ADMD's to cover the interconnection of 
ADMD's and the uniqueness of PRMD and Organisation names within and between ADMD's.

Commerce and Industry

The business community has a considerable potential for improved Communications as demonstrated by the demand for 
telex, facsimile, mobile telephones, etc. Many firms have large intemal electronic mail systems, often extending 
intemationally, but are constrained to operate within the firm. Interconnection has only possible by use of telex and facsimile 
with the inefficiencies they imply.

The Information Technology Users Standards Association (ITUSA) [15] conducted a study into X.4OO in 1986 which 
concluded that the absence of a gateway to IBM systems was an insuperable barrier [16]. It is currently conducting a Pilot Study 
into the use of X.4OO in conjunction with Sydney Ltd. Initially, it runs X.4OO over a proprietary asynchronous protocol to 
provide access on dial-up telephone lines, but it is being extended to X.25. The absence of an asynchronous protocol has been 
identified as a major omission from X.4OO. The participants in the study are mainly large UK commercial firms. Sydney 
markets X.4OO products for VMS, Unix, Xenix and MS-DOS operating system [17].

Most of the better known X.4OO products are available in the UK, e.g., DECs Mailbus with its X.4OO gateway. Lucas 
Industries are currently undertaking a ^-test on the gateway from IBM*s DISOSS to X.4OO with connections to Gold 400 and to 
British Aerospace [18].

The Department of Trade and Industry sponsors an implementors' group on message handling systems, comprising firms 
implementing or intending to implement X.4OO software. It is an opportunity for firms to discuss non-commercial issues such 
as difficulties and ambiguities in standards and profiles and to feed comments to the British Standards Institute (BSI), ISO, 
CCITT, etc. It works closely with CCTA on the GOSIP profile. There are also implementors' groups dealing with the 
Directory Service and Office Document Architecture.

A number of UK firms sell X.4OO products. Logica pic, a leading software house, is selling an X.4OO (1984) shell. Scicon- 
SD sells a number of products, including one based on P3 [19]. Case Ltd (part of the Dowty Group) has products to 
compliment its well established rangę of message and telex switches [20]. ICL is now offering X.4OO conformance as part of its* 
OfficePower office Information system running on Unix and intends to provide X.4OO on its VME machines [21]. Net-Tel Ltd 
have a PC product called Route400 [22]. ITL pic markets a product on fault tolerant computers which includes secure mailboxes 
[23]. Xionics provides X.4OO conformance in its office system [24].

Clearly this level of product development is not based on original implementations of X.4OO. Many firms are buying X.4OO 
shells, e.g., from Logica or Retix, and modifying them for their own use. This process is simplified by the provision of 
abstract syntax notation (ASN.l) compilers. The failure of P3-based products has resulted in a vacuum in the market, it is not 
elear whether Pc products will be based on the new P7 protocol with message storę or whether they will use co-resident user 
agent and message transfer agent.

Electronic Data Interchange

The market for electronic data interchange (EDI) is growing rapidly in the UK, in most economic sectors. In part it is related 
to the push for reduced costs and to the enthusiasm for Just-In-Time manufacturing. [25]



There are significant technical diffcrences between Electronic Data Interchange (EDI) and X.4OO. The storę and forward naturę 
of X.4OO restriets ils applicabilily in EDI applications. The different cncoding techniques, EDI does not use ASN.l, also present 
problems, in particular the absence of an EDI body part or content type for EDI. Therefore, there will require to be mutual 
changcs and refinements to the standards.

X .4OO offers, though does not yet provide, universal connectivity for computers, networks and value added data services 
(VADS). It is in the shared used of an infrastructure of networks and message transfer agents that the benefits lie, though 
probably with different user agents. The market success of one will support the growth of the other.

X .400 is good platform for other applications. At present work is being funded by the CEC on the use of X.4OO and/or EDI 
for inter-library lending.

Government

The Directives of the Commission of the European Communities (CEC) require all public authorities, including most of 
the education scctor, to pul Computer and networking purchases out to open tender and require that networking conform to OSI, 
exccpt where a morę adventurous approach is being taken [26).

CCTA runs Inter-Dcpartmental Electronic Mail (IDEM), a servicc for central Govemment providing an electronic mailboxes 
and also connects together Govemment departmental mail systems using X.4OO (1984) [27]. To datę, there has been a very slow 
take-up ratę of X.4OO in municipal govemment.

Academic Community

The UK Academic Community (UK.AC) comprising the universities, polytechnics and research establishments is a well 
established user of electronic mail with the Grey Book protocol [28] running ovcr the Blue Book file transfer protocol [29] and 
X.25 (1980) on its Joint Academic Network (JANET) [30]. Despite the benefits obtained from the use of Grey Book its days are 
clcarly numbered. Current implemcntation efforts are being directcd into work on X.4OO software rather than further versions of 
Grey Book. Grey Book software has becn wrilten in the universities though it has been "adopted" by some hardware suppliers.

The Joint Network Team (JNT) and the Computer Board for the Universitics have a well-cstablished migration policy for the 
network intending to achieve X.400 (1988) conformance as part of a generał move to OSI [31]. The aim is to move to OSI as 
rapidly as practicable given available software, standards and funding.

X .4OO (1984) was rejected because of the limited benefits it offered over Grey Book and the recognition of the likcly length 
of the transilion period. It avoids the double transition from Grey Book to 1984 then from 1984 to 1988 and makes it possible 
to go directly to use of Reiiable Transfer Service (RTS) Normal Modę.

The aim is to have a basie IA5 (plain ASCII) text service in the first instance, with transparent transfer of other body parts. 
It will take some years before significant numbers of systems are available to receive or convert morę complcx body parts.

Having madę the decision in favour of X.4OO (1988) it will be important for the community to watch futurę developments 
in the standard. Morę importantly, it will be necessary to make elear to suppliers the type of software required, with high levels 
of functionality and a high quality user interface. The latter is especially important given the growing population of non- 
technical users. The major benefit of the adoption of X.4OO should be the availability of commercial software of high quality 
and high functionality together with fuli support.

Given the large number and diversity of machines currently using Grey Book software migration will be slow. For older 
machines it would be purposeless to create new software, it wili be simpler to waii for them to go out of service. For 
Communications within an institution protocol convcrsions between Grey Book and X.4OO are expected to be performed locally. 
Altematively the organisation is expected to have a single protocol switch-ovcr datę. Where iwo sites are running different 
protocols they will make use of protocol convertors on JANET, these are expected to be necessary umil the mid-1990's.

That the choicc between X.4OO (1984) and X.4OO (1988) should have been madę for individual institulions is regretlable. 
The benefits of X.4OO (1984) over Grey Book are modest if any. Unlike the commercial world, the academic community aiready 
has a functioning interconnection standard which operates well at national level and is complcmented by intemational gateways. 
However, the software and the user interfaces are seidom excelient.

Efforts are being madę to produce a Unix version of X.4OO (1984) software by second quaner 1989 and X.4OO (1988) by the 
third quarter, both from University College London (UCL) [32]. Now that P7 is fully defined, work is being commissioned on 
maił systems for Unix machines, IBM PC's and Apple Macintoshes.

An experimental gateway based on the EAN software from the University of British Columbia [33] is operated for X.400 
(1984), this will shortly be replaced with the UCL software. It reaches a fcw UK organ i sali ons, e.g., Hewlett Packard's Research 
Laboratory at Bristol and the Govcmment's IDEM together with the French and German research networks. Direct traffic with 
UK PRMD's will be initiated where sufficient volume warrants it. Similariy, direct traffic between MTA's would be established 
when judged worthwhile. These decisions will largely be a matter of traffic volume and tariffs. A link has been established to 
BT's Gold 400 service but is not generally avaiłable. A 64Kbps link to the National Science Foundation Network (NSFNET) in 
the USA is being established over the new trans-Atlantic optical fibrę cablc TAT-8 which will carry X.4OO mail amongst other 
trafne.

Using software from an ESPRIT project based on an eariy version of X.500 [34], a trial Directory Scrvice has been 
established running on Unix machines at University College (London), Rutherford Laboratory, Brunei University, etc [35]. 
Qucen Mary College are conducting Office Documcm Interchange Format (ODIF) tests [36].
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Conclusion

Progress in the commercial and industrial world is rapid and substantial at all levels, from AD MD down to individual users. 
For the futurę the key issues which will affect developments are

• interconnection of the large user groups of proprietary Office information systems
• availability of X500 software integrated into electronic mail software
• availability of software supporting ODA, ODIF and Hypertext
• lower tariffs and competition
The academic community seems to be well ahead of commerce and industry, though this has always been the case in 

electronic mail. Once fully conformant X.4OO software is on the market this is likely to cease. With the greater resources 
available to commercial enterprises they will soon overtake academic users.

Facsimile is on, possibly, its last burst of gro.wth, driven by the recent postał strike (late summer 1988). There are few, if 
any, signs of demand for Group 4 facsimile,. However, this will depend on ISDN tariffs and, if these prove favourable, will 
require the growth of a mass market to allow the decline in unit costs.
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TRANSFORMAT! ON OF UPDATES IN DISTRIBUTED DATA BASES WITH REPLICATED

DATA

Update on a copy in distributed database systems with replicated 
data regulres sendlng appropriate updates to other coples of the 
same data. This paper deals with the problem of finding such 
updates in an environment with complex replication strategy. A 
simple model of data replication is introduced. General 
operators for the description bf both data replication and 
update operations are presented. A solution to the problem based 
on relational algebra is briefly described. Results are 
presented in S<X.-notation.

1. INTRODUCTION

There are two basie approaches to data distribution and 

allocation in distributed data bases: partit!oning and replication. 

In partltioning, the whole data base is Split into parts, each of 

which is located at exactly one node in the network. Replication 
4

means that there are several copies of data distributed over the 

nodes.

Motives for data replication are: faster access to local data, 

lower communication costs, improved system performance because of 

inereased parallelism, availability of data in casa of network or 

node fallures.
The main problem in replicated data bases is keeping various

General Computing Center. Cz eChosl ovak Academy o-f Sciences, Praha 
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coples of data mutually consistent - every update must be realized 

at all nodes that storę a copy of updated data. Transformation of 
the original update into subtransactlons sent to other nodes and 
global and local synchronisation of update subtransactlons at 

various nodes Cbrlnging about a large concurrency control overheadl 

are the two most important difflcultles.
This paper deals with the first aspect of the problem. It 

describes a strategy for creating transformed subtransactlons for 

various update operations and complex replication strategies. 

Replication condltions, update operations and resulting 

subtransactlons are handled in terms of relational algebra.

The paper is organized as follows: the second section 

introduces a model describing data replication in a distributed data 

base. The third section describes transformatlon of various update 

operations into subtransactlons and is based on the model from the 

second section.

2. A MODEL OF DATA REPLICATION

We can view a replicated data base as a system of nodes with 

their local data bases, parts of which are copied to other nodes in 

the network.
Let A,B,C,... be the local dat'a bases and F^j , I,J = A,B,C. .. 

a part Ca fragment! common for local data bases I and J Ca copy of 

this fragment is located in both data bases! CFig.ll.

Fig. 1
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We will see data in a fragment as a logical unit rather than as 
physically stored data, which means that we can write F = F . It 

is to be stressed that this paper is not concerned with conceptual 

aspects of replication, i.e. whether the fragment F^j is really a 

part of the same entity at both nodes or whether the Information 
from the node I is used at J in other context.

We may introduce an operator W^j mapping a local data base I 

into a fragment F^ji Wj^CJ? = The operator Wj

may be interpreted as a definition of a fragment F in. the local 

data base I. Let us examine this operator in terms of the relational 
model of data commonly used in distributed database systems, both In 

theory and in practice.
We can view a local data base as a system of relations and the 

operator W^j can be implemented as a seguence of relational algebra 

operators. But not all of the relational algebra operators are 

appropriate for the definition of fragments. E.g. it is obvlous that 

creating a fragment using Join could mean vast physical storage 

overhead. We would like to restrict considerations In this paper to 

two basie relational operators: select and project [33.
We can formułate an.algebraic expression definlng a fragment.

In SQL-notation it would be written as follows:

SELECT set of attributes for project

FROM r elati on
WHERE select condition

Notę that the fragment F^^ need not necessarily be an isolated 

relation at node J. It may be Just a part of a bigger relation s:

FIJ *51^ ’

Fig.2 An example of fragment definition [23

relation r■: ĘNAME SAL AGĘ DEPT

Gauss 50 25 Math

Laplace 45 30 Math

Newton 50 35 Physi cs

Einstein 75 50 Physics

Russell 99 50 Phi1osophy

Gal i 1eo 40 75 Astronomy

Ai ken 55 20 CS
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WIj: SELECT ENAME, AGE. DEPT

FROM r
WHERE C AGE< 405 A: C DEPT=Math? DEPT=Physi cs? ?

fragment ENAME AGĘ DEPT

Gauss 25 Math

Laplace 30 Math

Newton 3S Physi cs

3. TRANSFORMATION OF UPDATE OPERAT!ONS

Let us introduce an operator Z representing an upaate operation 

on the relation r: r’ = ZCr?.

For a relation in the fragment:

r ‘ = WT TCZCr?? CIO
FIJ IJ

r' = Z1CWTTCr?? = Z^r- C23
FIJ FIJ

The expression CIO describes a replication of an updated relation, 

whereas C23 describes update of a replicated relation. The two 

expressions above yield the eguation:

W CZCrll = Z1CWIJCr30 035

where Z1 is the transformed update operation on the fragment Fjj-

The update operator Z can be expressed Cwith some difficulties 

in the operation "change"! as a sequence of relational operators 

similarly to Wjj: “add" as union with a constant relation, “delete" 

as difference of tuples satisfying a certain condition and "change" 

as difference of tuples satisfying a certain condition and union 

with a relation representing new values.

Our goal is to find a seguence of relational operators 
representing Z1 if Z and are known. Using the eguation C35 we

can derive generał expressions for every update operation Cadd, 

delete, change?. Neither the derlvations nor the resulting 

expressions can be displayed here, because the introduction of 

relational algebra formalism would mean exceeding the size of this 
paper. '

Fig.3 shows some exanples of updates to the origlnal relation 
CZ2> and corresponding update subtransactions CZ1? using relaticns 
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from Fig. 2 and simple SQL~notation.

Fig. 3
13 Z: DELETE r

WHERE CDEPT=Math3,jCDEPT=Astronomy3
Z1: DELETE r’

WHERE CDEPT=Math3 A: AGE<403

23 Z: UPDATE r 

SET AGE=AGE+6 

WHERE CDEPT=Physics3 v CDEPT=Phi1osophy3 
Z1: DELETE r’

WHERE C AGE> =343 A: AGE< 403 A: DEPT=Physi cs3 

UPDATE r‘
SET AGE=AGE+6

WHERE CDEPT=Physics3^CAGE<4O3

4. CONCLUSIONS

Data replication and update operations have been described 

using generał operators. A possible solution to the problem of 
finding appropriate transformed update subtransactions on fragments 

has been proposed using relational algebra.
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fault-tolerance,
Omega network

G.G. VESELOVSKY * 
A.Yu. ZALOZHNEY* 
A.A. PUKHALSKY *

PERFORMANCE AND FAULT-TOLERANCE
ANALYSIS FOR MODIFIED OMEGA NETWORK

Performance and fault-tolerance of multipath modified Omega net­
work are investigated under a random distribution of reąuest des- 
tinations over network outputs. Investigations are carried out by 
methóds of analytical modelling and simulation. It is shown that 
performance of such a network iś rather high and occurence of R-1 
arbitrary faults, where R is a number of paths for every input- 
output pair, only slightly affects it. Analysis and simulation 
were realized for the oase of a two-stage 4-path 256 x 256 modi­
fied Omega network using 32 x 32 switches.

At present the problem of multistage interconnection networks uti- 
lization in Computer networks and parallel Computer systems is of ut- 
most significance. To the rank of prospective topologies one can refer 
the highly fault-tolerant modified Omega network. Due to excessive in- 
terconnecting abilities of swi- 
tching elements in this network 
availability of morę than one 
disjoint paths is provided for 
each input-output pair [ 1 ] . 
Fig. 1 shows a 4-path 16 x 16 
modified Omega network. In [1] 
the features of the modified 
Omega network are considered 
with respect to its applica- 
tion in synchronous parallel 
systems of the SIMD-type, i.e. 
for the case with a connection, 
set known beforehand. In other 
words, input-output permuta-

Fig. 1. A 4-path 16 x 16 modified
Omega network .

*Institute of Control Sciences, Moscow, USSR 
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tion families realized by the ordinary 1-path Omega network. However, 
fault-tolerance is achievea at the cost of a n- multiple performance 
reduction i.e. in the presence of faults in the network an assigned 
permutation is realized in several passes through the network. A pass 
is a set of input-output connections in the network which do not con- 
flict with one another.

As opposed to [J] in this paper the modified Omega network is be- 
ing investigated under a random distribution of reąuest destinations 
over network outputs, which is characteristic for Computer networks 
end multiprocessor systems of the MIMD type. The following indices 
can be used to estimate the network performance: U - the number of 
active (accepted) reąuests from the total number of recieved reąuests; 
t - average wait time of a reąuest till the beginning of transmis- 
sion; G - a bandwidth i.e. an average number of reąuests, accepted per 
one unit of time. It is not difficult to prove that the above charac- 
teristics may be expressed through one another. Investigations were 
carried out by methods of analytical modelling and simulation. In both 
cases it has been asśumed that the addresses of reąuests destination 
are independent end unlformly distributed over network outputs. Net­
Work functioning at each input was considered as repetition of a secu- 
ence, consisting of three steps: wait time ("t ), time of transmission 
(t^ ) and the time of a next reąuest generation (t^^). Analysis wes 
realized in a discrete time with t^ assumed to be constant end eąual 
to t i.e. to the cycle of network operation while t had geometri- 
cal distribution with the parameters tQ, where is a probe.bi-
lity of reąuest generation at an input at the beginning of a cycle. In 
this case U=I\ , where P. is a probability of reąuest acceptance with- 
in the network cycle, bandwidth is G=U and a wait time is t -

- 1)t0 .
Simulation was performed in continuous time with t^r and i;c.en dis­

tributed according to the truncated normal distribution.
Methods of determing PA for multistage networks with a single path 

for each input-output pair end for the modes with biocked reąuests ig- 
nored are presented in [2] .

It has been previously mentioned that this paper deels with a mul- 
tipath network and in addition, it contains an analysis of the netwo.i k 
operation involving the rejected reąuests resubmittmg during the nejst 
cycle. Therefore, determination of IA could not heve been realized 
with the help of the known means.

In this paper the following generał approach to calculating tru 
networks with resubmitting of blocked reąuests is proposed. It is 



based on reduction to the ignoring of blocked reąuests. This approach 
is applicable to a network with an arbitrary structure.

We denote: Pj (p) - probability of a reąuest acoeptance at the net­
work input, in a given cycle of the network operating in the modę with 
resubmitting of blocked reąuests and with a probability of a new re­
ąuest p; P^ (p) - probability of reąuest acceptance in the modę of 
blocked reąuests ignoring; Pg (p) - probability of reąuest availabili- 
ty at the input in the beginning of the network cycle for the modę with 
resubmitting of blocked reąuests.

Then, considering the events, containing the reąuests at various 
inputs, independent we have

Pj (p)=Pe + (1 - rł<pB<P»> + C - ^<p))p .

whence

-----------ąw
1-p£(p)(wJ;(Pe(p))

i.e. p=f(Pg(p», where the function f , which, as it can be easily seen 
is monotonie and determined by analysing the modę with ignoring the 
blocked reąuests. Denoting the inverse function we obtain

P’(p)=pf(f-1(p)) ,

i.e. probability of reąuest acceptance in the modę of blocked reąuest 
resubmitting is erpressed by the characteristics of the modę of block­
ed reąuests ignoring.

Computational method for multipath Omega network in the modę of 
blocked reąuests ignoring depends on the fact whether the number of 
stages is eąual to two or morę than two. Por the two-stage network oalternate paths (the total number of them B/N) can be United in one 
"pipę", so that movement of reąuests along different "pipes" goes on 
independently. It allows us to obtain the following computational for- 
mulae for probability of a reąuest acceptances 2

php)=d-(sz PWd-i/BjW/p ,
A i=0 

where
B

pd)=x (^jd-p^p^B/ir^d-B/jr)3"1 
3=1

pd2/^-!-^?)"1 p(i)
i=0

0< i<B2/N-1 (1)



Por a network with the number of stages greater than two we propo- 
se the following approximate procedurę. Consider an arbitrary group of 
R altemative outputs of a first stage switch. The probability p(i) , 
0śi4R , of finding i reąuests at these R outputs is given in (1) 
with B2/N replaced by R. Our approximation consists in regarding these 
outputs as independent with a probability p1 of a reąuest availabili- 
ty. This probability is chosen so as to preserve the mean number of 
reąuests at the group of R outputs:

1 A

So we are given the probability of reąuest appearanoe at an input 
of a second stage switoh.under the assumption that these events are 
independent for different inputs. No w the probability of reąuest ap- 
pearance at an output of the network is calculated in the same manner 
as for a single-path network considering the second stage as an ini- 
tial one.

Computations, involving the application of the developed analyti- 
cal model and simulation were realized for the case of a two-stage 
256 x 256 modified Omega network, using 32 x 32 switches. Such a cho- 
ice was caused by a sufficiently great dimension of the network and a 
modular 32 x 32 switch is, at present technologically realizable with 
its acceptable cost and sizes. Availability of 4 paths for each input- 
output pair allows us to estimate entirely the particularities of the 
multipath network in the considered operation modę. For comparison im- 
plemented under the 
same conditions, a 
crossbar and 1-path 
Omega network of the 
same dimension were 4S 
investigated. Fig. 2 
shows performance U 
versus input mean 47 
reąuest ratę for 
interconnection 
networks mentioned 
above. First of all 
we should notę that 4^ 
the difference be- 
tween the results 
of analysis (solid 
lines) and the

o/ 0.2 03 03 03 Ob 01 as 09 1.0 J*

Fig. 2. Performance versus input mean



results of simulation (dashed lines) is very smali. From the graphs in 
Fig. 2 it becomes elear, that performance of the 4-path network is no- 
ticeably higher than the one of the 1-path network and it approaches a 
crossbar performance; it is closely linked with the decreasing of num- 
ber of conflicts in interconnections due to redundant paths. Computa- 
tions also proved that consideration of rejected reąuests resubmitting 
during the next cycle affects the obtained results within the limits 
not exceeding seven percent.

Influence of various numbers of failed paths on the modified Omega 
network performance has been as well investigated by means of simula- 
tion (in such a network the paths failures can be caused by partial 
faults of large modular switches and by faulty links).

It has been found that occurence of up to three arbitrary faults 
in the two-stage 4-path 256 x 256 modified Omega network does not 
practically affect its performance (see Table 1). This effect is avail- 
able particularly due to the fact that because of the conflicts con­
nected with destination addresses, sonie paths in the network tum to 
be vacant and probability is high, that these vacant paths are alter- 
native with respect to those where faults occur.

TABLE 1
Dependence of performance U of the 4-path 256 x 256 
modified Omega network on the number of faults r

r 0 1 2 3

u 0,576 0,572 0,568 0,562

Thus, in this particular case we deal with fault-tolerance in the 
real sense of this word, i.e. with no significant reduction of perfor­
mance.

References
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Józef WOZNIAK * protokoły komunikacyjne 
radiowe sieci teleinformatyczne 
transmisja wieloetapowa

PROTOKOŁY DOSTĘPU DO KANAŁU W RADIOWYCH SIECIACH 

TELEINFORMATYCZNYCH Z TRANSMISJĄ WIELOETAPOWĄ

W pracy przedstawiono kierunki prac badawczych dotyczących 
protokołów dostępu do kanału w rozległych radiowych sieciach 
teleinformatycznych. Zaprezentowano przykłady protokołów 
znajdujących zastosowanie w sieciach naziemnych z transmisją 
wieloetapową oraz sieciach satelitarnych. Wskazano na duże 
zainteresowanie protokołami rywalizacji w implementacjach 
sieciowych o rożnym przeznaczeniu.

1. WSTĘP

Sieci radiowe wykazują specyficzne cechy wynikające głównie z 

własności stosowanego kanału. Stanowią one alternatywę dla istnieją­

cych już sieci przewodowych typu punkt—punkt. W wielu zastosowaniach 

nie jest bowiem możliwe lub ekonomicznie uzasadnione twórzenie' sieci z 

wykorzystaniem tradycyjnych mediów transmisyjnych.Rozsiewczy charakter 

transmisji w kanale radiowym sprawia, że radiowe sieci 
teleinformatyczne wykazują szereg pozytywnych własności jak: łatwość 
rozbudowy, duża niezawodność, stosunkowo niski koszt tworzenia sieci, 

czy tez możliwości komunikacji z użytkownikami ruchomymi. Wśród ich 
zasadniczych wad należy wymienić: stosunkowo'duże rozpraszanie energii, 
wysoki poziom zakłóceń zewnętrznych, łatwość dostępu nieautoryzowanego 

oraz możliwość celowego zakłócania transmisji. W sytuacji gdy pewne 

zasoby są użytkowane przez dużą liczbę niezależnych użytkowników 

pojawia się każdorazowo potrzeba zwielokrotniania dostępu.Historycznie 

najstarszym sposobem wykorzystania pasma kanału jest oczywiście jego

* Politechnika Gdańska, Instytut Telekomunikacji, Gdańsk



podział na podkanały częstotliwościowe/ FDMA/. Mankamenty tej metody 

uwidaczniają się jednakże szczególnie jaskrawo, gdy konieczne staje 

się zapewnienie wzajemnej łączności pomiędzy dużą- liczbą użytkowników.

Dualność i wymienność czasu i częstot1iwości sprawia, ze zamiast 

podziału dostępnego pasma, ekwiwalentnym staje się podział' czasu 
dostępu do całego pasma /TDMA/. Oferowana przez TDMA elastyczność i 

różnorodność metod dostępu do kanału sprawia, ze w dalsznym ciągu 
obserwuje się dużą koncentrację prac badawczych wokół algorytmów pracy 

systemów bazujących na podziale dostępu.

2. KIERUNKI ROZWOJU SIECI RADIOWYCH Z TRANSMISJĄ WIELOETAPOWĄ,

Mówiąc o kierunkach rozwoju radiowych sieci teleinformatycznych 

mamy na uwadze zarówno tendencje ujawniające się w pracach badawczych 
jak tez konkretnych ich implementacjach. Zagadnieniom klasyfikacji i 
analizy efektywności reguł dostępu do kanału, stosowanych w sieciach 
radiowych poświęconych zostało szereg prac przeglądowych/ np.Cll,C21, 

131,14]/. Rozważając w dalszej części artykułu tendencje w rozwoju 
sieci radiowych będziemy prezentowali wybrane protokoły dostępu do 
kanału przydatne w sieciach rozległych.Dokonamy przy tym podziału tych 

sieci na 2 klasy: (i)-sieci naziemne z transmisją wieloetapową /typu 

MAN oraz WAN/; (ii)-sieci satelitarne.

2.1 . Sieci naziemne z transmisją wieloetapową

Prowadzone aktualnie prace badawcze stanowią w znacznym stopniu 

rozwoj idei zainicjowanych na początku lat siedemdziesiątych, poprzez 

uruchomienie sieci ALOHA C51. Dotyczą one rozległych radiowych sieci 

teleinformatycznych z transmisją wieloetapową /Packet Radio Networks/. 

W sieciach tych pakiety przebywają trasę pomiędzy wezłem źródłowym a 

docelowym w kilku etapach. Są cne podobnie jak w tradycyjnych, tj. 

przewodowych sieciach komputerowych /np. ARPA/ buforowane w węzłach 

pośrednich. Z uwagi jednakże na rozsiewczy charakter transmisji w 

kanale radiowym rośnie skala trudności przy analizie pracy sieci. 

Szczególnej wagi nabierają wówczs procedury wyboru trasy oraz 

sterowanie przepływem pakietów. Uwidaczniają się też różnice pomiędzy 

protokołami dostępu do kanału stosowanymi w sieciach z transmisją 

jedno- i wieloetapowa.

W przypadku sieci scentralizowanych o strukturach drzewiastych w 

analizach teoretycznych dominują, protokoły typu ALOHA /głównie 

protokół synchroniczny tzw. S-ALOHA/ oraz CSMAt&l,C71,£81.



Znacznie większą roznorodnść klas reguł dostępu obserwujemy w 

sieciach o strukturach rozproszonych. Również i w tych sieciach badana 
jest efektywność protokołu S-ALOHA C93,C1O3, świadcząca o dużej jego 

atrakcyjności podyktowanej prostotą, funkcjonowania i łatwością, 
implementacji. Pojawiają się również protokoły hybrydowe, jak 

przykładowo koncepcja połączenia S-ALOHA i CSMA Clił. W przypadku 
sieci z transmisją wieloetapową z uwagi na możliwość istnienia dużych 
populacji ukrytych stacji przydatność czystego protokołu typu CSMA 

staje się ograniczona. Pojawiają się też zupełnie nowe koncepcje 

protokołów z rezerwacją dostępu do kanału. Przykładem tego typu reguły 

dostępu jest protokoł SUPERBRAM C123. Zgodnie z nim w sieci przesyłane 

sa dwa typy pakietów: pakiety rezerwacyjne oraz informacyjne. Pakiety 

pierwszego typu rywalizują o rezerwację prawa dostępu do kanału w tzw. 
okresie transmisji. Protokół zapewnia poszczególnym stacjom 
sprawiedliwy dostęp do kanału, a proces synchronizacji pracy stacji 

jest całkowicie zdecentra 1 izowany /brak jest również ramek czasowych/.
W sieci z transmisją wieloetapową wybór określonego protokołu 

jest uzależniony zarowno od topologii sieci jak też od struktury 

generowanego ruchu. W przypadku wyboru typu TDMA ze sztywnym 

przydziałem ramek zasada przyporządkowania poszczególnych ramek 

stacjom musi uwzględniać postulat bezkolizyjnej transmisji. Znanych 

jest szereg algorytmów pozwalających na optymalizację tego procesu 

/np.C131,C14]/.
Wśród naziemnych sieci rozległych można również wydzielić sieci 

łączności dla obiektów ruchomych. Zasadnicza różnica w stosunku do 
sieci staćjonarnych wiąże się z mobilnością stacji i koniecznośćią 

dynamicznego uwzględniania zmian ich położenia w algorytmach dostępu 

do kanału. W przypadku sieci dla obiektów ruchomych można wykorzystać 

modele typowe dla radiotelefonicznych sieci komórkowych C1SJ, 

względnie realizować transmisję pakietów w sposob Zbliżony do 

stosowanego w sieciach teleinformatycznych.
2.2 Sieci satelitarne

Inny kierunek rozwoju sieci radiowych wiąze się z wykorzystania 

transponderow satelitarnych /nisko- lub wysokoorbitowych tzn. 

geostacjonarnych/. Ich użycie pozwala na tworzenie sieci o charakterze 

globalnym -jak to ma miejsce w systemie INTELSAT - oraz realizację 

szerokiego zestawu usług Clój. Wykorzystanie dc transmisji pasm 

częstot1 i wesz i 4/6 GHz /tzw. pasmo 0/ oraz 12/14 GHz /pasmo Ku/ i 

wyższych umożliwia tworzenie kanałów o bardzo du.-ych szprnitiECiach 

■'rzesu no GOÓ 1H: dla częstotliwości 12/14GHz/.
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Kanały satelitarne mogą być wykorzystane zgodnie z techniką FDMA 
lub TDMA. Możliwe jest też stosowanie różnorodnych protokołów dostępu 
w zależności od charakterystyk generowanego ruchu i wymagań stawianych 
przez użytkowników. Zastosowania wymagające małych opóznien wiazą się 
z użyciem technik rywalizacji; przy jednoczesnym założeniu niewielkich 
obciążeń kanału. Duża efektywność wykorzystania kanału wiąże się z 

koniecznością stosowania reguł przydziału pasma kanału na zadanie. 

Uwzględniając znaczne opóźnienia w łączności z satelitami 

geostacjcnarnymi /rzędu 0.25 s/ pociaga to za sobą duże opóźnienia w 

transmisji pakietów. Z uwagi na ten -Fakt korzystne- rozwiaząnie mogą, 

stanowić.techniki mieszane, tj. z rezerwacją pasma kanału w przypadku 
wystąpienia kolizji /np. protokół SRUC [172,1182^

Rozwijane koncepcje satelitarnych sieci teleinformatycznych wiąża, 

się zwykle z wykorzystaniem pojedynczego transpondera. W pracy [192 

prezentowana jest idea dynamicznego przełączania anteny nadawczej 

transpondera w celu uzyskania większej koncentracji wysyłanej wiązki. 

Kanał do satelity wykorzystywany jest w tej propozycji zgodnie z 

algorytmem S-ALOHA, podczas gdy kanał z satelity jest- bezkolizyjny.

W literaturze przedstawiane są również propozycje sieci 

wykorzystajacych zarówno transpondery gecstacjonarne jak , i 

niskoorbitowe. Pozwala to na realizację transmisji wieloetapowych bez 

wykorzystania retransmisyjnych stacji naziemnych. Taka dwustopniowa 
struktura proponowana jest w pracy [202. Dostęp stacji naziemnych do 
kanału transpondera niskoorbitowego realizowany jest przy zastosowaniu 

kodowych metod zwielokrotniania w połączeniu z protokołem ALOHA. 

Protokół ALOHA stosowany jest także do rezerwacji kanału pomiędzy 

transpcnderem niskoorbitowym a geostacjonarnym.
Gwiaździsta struktura sieci satelitarnych /z pojedynczym 

transponderem/ sprzyja rozwojowi tzw. sieci dedykowanych, w których 

szereg małych stacji komunikuje się ze stacją centralną. W ramach 

wyposażenia końcowego stacji instalowane są anteny o wymiarach 1-1.Sm 

/tzw. very email aperture terminals/.Staćja główna wykorzystuje zwykle 

antenę o średnicy ok. 5m. Wśród protokołów stosowanych ę 
funkcjonujących sieciach satelitarnych dominują techniki sztywnego lub 

dynamicznego przydziału pasma kanału zgodnie z TDMA /np. INTELSAT/ 
względnie dostępu niekontrolowanego typu ALOHA. Asynchroniczny 

protofcoł ALOHA znajduje zastosowanie w jednym z kanałów sieci MARISAT 

[51. Jest on również wykorzystany w systemie EUTELSAT dc transmisji 

danych z platform wiertniczych [212. Inny przykład zastosowania tego 
protokołu stanowi sieć PACNET 152.



3. PODSUMOWANIE

W artykule ' dokonano krótkiego przeglądu reguł dostępu 

znajdujących zastosowanie w rozległych teleinformatycznych sieciach 

radiowych. Przedstawiono wybrane wyniki prac badawczych dotyczących 

protokołów dostępu, jak tez przykłady funkcjonujących sieci. Należy 

przy tym zwrocie uwagę na fakt dużej przydatności prostych protokołów 

rywalizacji typu ALOHA. Znajdują one zastosowanie we wszystkich 
strukturach sieciowych i aplikacjach. Jednocześnie należy podkreślić, 

ze protokoły te zapewniają niską, sprawność wykorzystania kanałów. 

Prowadzone prace badawcze mają na celu opracowanie algorytmów nowych i 

efektywnych, a jednocześnie stosunkowa łatwych w implementacji.
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CHANMEL ACCESS PROTOCOLS FOR MULTIHOP PACKET RADIO NETWORKS

In the paper the main research activities on channel access schemes 
For multihop packet radio networks are discussed. Exan>ples of channel 
access protocols used in satellite and terrestrial networks are 
presented. In addition the usefulness of contention protocols in 
different network applications and envi rontnents is shown.

ripoTOKOjru aocTyira k KanajraM b BHCTaHqMOHHux 
pajjMoceT»x TejreoópaćoTKM

B paóoTe csejrano sopoTKMH oóaop irpoTOKOjroB flocTjnra k KanajraM b paawo- 
cbtsx TejreoópaóoTKM. PaccMOTpenno roroBHHe HaspaB jreHns HayMHO-yccjreaoBa- 
TejrBCKWx paóoT. flano irpnMepK jeHCTBy»i|MX cerew. OópaiąeHo ÓHUuaHue Ha 
ÓOJTŁ W OB MHTepeC TT pO T OK O JT aMM CJTyHaRHOFO BOCTyTTa.
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