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elen informatyki jest udostepnienie najszerszemu krefowi u
xéw zbiordw informacji, umozliwienie ich przetwarzania i wykorzystania,
Jednym ze &rodkdw umozliwiajgcych realizacje tego celu jest budowa
i wiasciwe wyxorzystanie sieci komputerowych, istotg ktérych jest wspsi-
uzytkowanie zasobdéw wielu systeméw komputerowych, takich jak: zbiory,
programy, sprzgt specjalizowany. Uzytkownika nie interesuje w jaki sposéb

¥
speinione sg jego wymagania, a problemdw wymagajacych rozwigzania na po-.
ziomie zardwne abstrakcyjnvm, jak 1 realizacji technicznej jest sporo.

i istawimy do dyskusji na naszej konferencji "Sieci

, brotokoty, modele". .

rak uczestnikdéw pierwszy tom materiatéw zawiera refe-
stan obecny i perspektywy rozwoju poszczegélnych

modeli lokalnych sieci komputerowych,
funkeji, usiug i protokoldéw poszczegdlnych warstw modelu odniesienia
S

- probleméw zarzadzania w siecl komputerowe],
- paz dznych w slecizch komputerowych,
- Jednorodnych sieci komputerowych minimaszyn.

Drugi tom, przewidziany do opublikowania po konferencji, bedzie za-
wisraX materialy przedstaWLOne przez uczestnikéw w itrakcie konferencji.
przy dotacjach J.M. Rektora Politechniki Wro-
kiego Towarzystwa Informatycznego.
scian’ komputerowymi w Polsce, aczkolwiek z wieloletnim

r podjete w szeregu odrodkéw uczelnianych i przemysto-

w ramach probleméw resortowych Ministerstwa Nauki
Ministerstwa Hutnietwa i Przemysiu Maszynowego,

;nformacji na temat dotychczasowych osiggnieé, dosSwiad-
kresie. Wyrazamy przekonanie, 2e nasza konfe-
ang dosdwiadczen i informacji o dotychczas opra-
moment ustalenia krajowych standarddw

ze kenferencje o tej tematyce - przy rozsze-
c2intercsowanych ich organizacjg instytucji - bgda konty-
ora forma okresowej wymiany my$li naukoweld, '

"Komitet Programowy i Organizacyjny
Konferencji
Sieci komputerowe - ustugi, protokoly, modele
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sieci komputerowe,
modele, protokoly

Eugeniusz BILSKIY Piotr KOCIATKIEWICZ **
MODELE ROZLEGEYCH SIECI KOMPUTEROWYCH

Rozlegle sieci komputerowe sg systemami o wysokim stopniu zzozonos-
ci. Dla celdw projektowania i przysziego rozwoju przyjmuje gie dla
nich modele warstwowe. W referacie przedstawiono igstote budowy mo-
deli warstwowych, podano przykiady modeli wybranych sieci kompute-
romych., Szczegdzowo opisano Model Odniesienia OSI/ISO specyfikujac
funkcje i ustugi zgrupowane w warstwach oraz protokoly wymiany
infgrmacji. W korcu okreslono kierunki rozwoju architektur siecio=-
wych. .

1. WPROWADZENIE

Dominujacym wspdétczednie kierunkiem rbzwoju informatyki jest daze-
nie do zapewnienia bezposredniego kontaktu uZytkowni?éw z zasobami
gysteméw komputerowych. Jednym ze sposobdéw speinienia tego wymagania
jest budowa sieci komputerowych, czyli systemdw, w ktérych uzytkownicy
maja bezposredni dogtep do zasobdw wielu gystemdéw komputerowych poig=
czonych ze sobg srodkami transmisji danych.

Ze wzgledu na odlegtosci pomiedzy gystemami komputerowymi tworzg-
cymi sieé komputerowsg, a takze ze wzgledu na Srodki transmisji danych
tgczgce te gystemy, sieci komputerowe sg klagyfikowane w nastepujgcy
gpogdb: '

a) rozlegte sieci komputerowe - WAN (wide ares network),
b)regionalne gieci komputerowe - MAN (metropoliten area network),
¢) lokalne sieci komputerowe - LAN (local area network).

W referacie bedziemy sie zajmowad klasg rozlegiych sieci kompute=
rowych. Systemy komputerowe w sieciach WAN dysponujg duzymi lub bardzo
duzymi mocami obliczeniowymi (komputery typu mainframe} 83 rozmiesz-
czone na znacznych obszarach geograficznych (region, pafrstwo, obszary
wielu pandstw) oraz wykorzystujg Srodki transmisji danych udostepniane
przez regorty tacznosci lub towarzystwa telekomunikacyjne.

Zapewnienie dostepu do zasobdw wielu systemdéw komputerowych wymaga
realizacji zozonych procesdw wzajemnego komunikowania eig elementow

* Instytut Cybernetyki Technicznej Politechniki Wroclawskiej
* * Instytut Komputerowych Systeméw Automatyki i Pomiardw
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sieci. Elementy te réznig sie budona, realizowanymi funkcjami, zasadami
dziatania, reprezentacjg fizyczng i logiczng danych itp. Przed projek-
tantami sieci komputerowej stoi zawsze trudne do ogarniecia przez jeden
zesplt zsdanie zaprojektowania jednolitej infrastrukiury komunikacyjnej
gieci. Jednym z podejsé projektowych jest dekompozycja projektowanej
gieci, wedlug pierwotnie przyjetego modelu, na elementy speiniajace
okreslone funkcje i powigzane ze sobg w taki sposdb, ahy realizowad
zatozone globalne funkoje sieci.

W celu wyjasnienis istoty budcwy modelu komunikacyjnego gieci kom=-
puteroaych trzeba poznaé funkcje, kidre umozliwiajg komunikacje pomie~
dzy dwoma uzytkownikami kodcowymi. Do funkcal tych miedzy innymi
nalezg [1]:

‘a)'ustalenie drogi przesytania informacji,
b)#odowanie informacji w positaé cyfrowg dla modeméw,
'dﬂzapeunienie niezawodnego przekazywania kolejnych grup bitém ([ramek,
”pakietéw itp.) do miejsc przeznaczenia,
dﬂprzesylanie koﬁunikatu do odpowiedniego wezda w sieci i skierowanie
pod odpowiedni adres w sieci,
€)lstosowanie technik multipleksacji, szybkiego przetaczania obwoddw
itp. w celu zapewnienia lepszego wykorzystania S$rodkdéw transmisgji,
f)omijanie uszkodzonych linii i wezldéw sieci, automatyczna rekonfigu-
racja gieci i alarmowanie operatordéw o sytuacjach awaryjnych,
g)ﬁokonywanie konwersji formatdw, koddw jezykdw i proiokordm uzytkow=-
pikéw kohcowych, '
lﬁautomatyczna regeneracja potgczen przerwanych na skutek uszkodzen
‘przemijajacych.

Ogdlnie przyjetym modelem gieci komputerowych jest komunikacyjiny
model wargtwowy. Wymienione wyzej funkcje komunikacyjne dzieli sig na
roziaczne podzbiory i powierza sie ich wykonanie warstwom. Najwyzsza
warstma jest odpowiedzialna za konwersje protokozdw uzytkownika lub
funkcje zarzadzania urzadzeniami, najnizeza warstwa za sterowanie
fizycznymi Srodkami transmisji danych.

Dla potrzeb referatu model komunikacyjny jest zdefiniowany jako
zbidr protokolow, sekwencji sterugqcych i ustug potrzebnych dla zapew-
nienia seeroko pojetej komunikacji pomiedzy urzadzenlaml tworzacynl
gieé komputerowg. Srodki transmisji mogg wykorzystywal rdsne nodniki
informacji. Nie 3g -one uwazane za czesé modelu.

- Viymiennie z modelem komunikacyjnym uzywane beds okredlenia: model
odniesienia, architektura komunikacyjhs sieci komputerowej lub wprost
architelcture gieci.
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W dalezym ciagu zostang oméwione ogdélne zasady budowy warstwowych
modeli sieci komputerowych i podane przyktady modeli istniejgcych
gieci komputerowych. Ze wzgledu na ogromny wpiyw na prace w dziedzinie
projektowania sieci komputerowych, sprzstu dla sieci oresz usiug trans=-
migji danych, szczegétowo oméwiono opracowany w ISO Model Odniesienia
0sI.

2. 0GOLNE z4SADY BUDOWY.WARSTWOWYCH MODELI SIECI KOMPUTEROWYCH

W modelu warstwowym peiny zbidr funkcji przetwarzania sieciowego
zostaje podzielony na podzbiory, w taki sposéb by mozliwe byZo trakto=
wanie kazdego podzbioru jako pewnej catosci wykonujgce] autonomiczne
zadanie. Wyodrebnione podzbiory funkcji sgq pomigzane ze sobg. tak, ze
tworzg strukture hierarchiczng w postaci uporzgdkowanych warstw.

Kazda warstwa sktada sig z obiektdéw rozproszonych w réznych urzg-
dzeniach sieci komputerowej. Podstawowg zasadg jest to, ze komunikujg
sie ze sobg tylko réwnorzedne pary obiektdw jednej warstwy, jedynie
korzystajac z usiug transmisji danych oferowanych przez warstiwy nizesze.
Kazds warstwa modelu jest opisana przez protokdét wymiany informacji
pomiedzy réwnorzednymi obiektami warstwy oraz przez zbidr ustug komuni-
kacyjnych petnionych dla warstwy znajdujgcej sig bezposrednio nad nig.

Przyjecie modelu warstwowego ma ogromne znaczenie dla organizacji
prac projektowych, umozliwia bowiem podziat zadanie pomiedzy niezalez=-
nie pracujgce zespoxty projektantdéw. Zaletg takiego modelu jest tes
tatwosé wprowadzania zmian we fragmentach sieci bez wpiywu na pozostate.

Modele konkretnych sieci komputerowych rozwaza sie z punktu widze-
nia przydziazu funkcji do poszczegdlmych warstw, opisu zbioru protoko-
¥6%w wymiany informacji pomiedzy obiektami sieci oraz opisu usiug. Mimo
ze wszystkie sposrdd rozwazanych dalej modeli majg strukture warstwouwg
i niekiedy funkcje warstw w tych modelach sg takie same lub podobne, to
ze wzgledu na przyjecie réznych protoko:déw jest niemozliwa komunikacja
pomiedzy obiektami réznych modeli.

3. PRZYKZADY MODELI SIECI KOMPUTEROWYCH

Sieci komputerowe gg budowane albo specjalnie dla duzych orgsnizacji
w celu zaspokojenia potrzeb w zakresie przetwarzenia informacji, albo
jako produkty firmowe producentdéw gprzetu komputerowego. Przykladem
pierwszego rcdzaju sieci jest zaprojektowana, zbudowana i wdrozona do
eksploatacji na zamdéwienie Departamentu Cbrony US4 sieé komputerowa
4RPA [2].



Proces Protokor Proces
B e e Rt |
uzytkownika warstwy uzytkownika uzytkownika
System Protokdt System
oty e e e e —_—— )
operacyjny komp.obl. ~  komp.obl. operacyjny
Komputer Protokot ' Komputer
—————————— —
obliczeniowy [ komputer obliczeniowy - IMP obliczeniowy
T
L !
3
Protokot
IMP IMP
\ IMP — IMP

Rys. 1. Hodel warstwowy sieci 4RPA.
Fig. 1. Layer model of 4RPA4.

Wargtwowy wmodel tej sieci przedstawionc na rys. 1. rProtokoiy posz-
czegélnych warstw zapewniajg komunikacje pomiedzy obiektami, ktdre
odpowiadaja urzadzeniom fizycznym sieci. Punkcje protokoiéw sa naste-
pujace:

a) Protokdl IMP - IMPE/: gteruje transmisja pomiedzy komputerami IMP,
zapewniajgc detekcje i korekecje bieddw transmisji, marszrutyzacje
itp.

b) Protokdi komputer obliczeniowy - IMP: umozliwia przesytanie komu-
nikatdéw miedzy komputerami obliczeniowymi bez wnikania w problemy
trangmisji (np. Wwybdr irasy), ale z potwierdzaniem wykonenia i
syznalizacjg standw cperacji. )

¢) Protokdéi 'komputer obliczeniowy - komputer obliczeniowy: jext zbio-
rem regui *gczgcych systemy operacyjne dle inicjacji zadania
uzytkownika w zdalnym komputerze oraz ustalenia komunikacji miedzy
zadaniami w dwu komputerach obliczenicaych.

dj Protokd: proces uzytkownika = proces uuytkownlka~ realizuje funkcje
przetwarzania sieciowego na poziomie aplikacji. Nalezy do nich ko=
rzyetanie ze zdalnyck terminali, transfer zbioréw i zdalne wprowa-
dzanie zadar.

® o ) s "
/ P - Interface Message Procesgor - komputer wezta pakietowej
gieci trensmisgji.



sieé SHA (Systems Network Architecture) firmy IBU 1

Przykiadem firmowej sieci komputerowej o modelu warstwowym jegt
W gieci SN4

wyrdzniono 5 warstw (rys. 2). Funkcje protokotdw poszczegdlnych warsiw
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88
a)

)

o

d)

DNA

Rys. 2. Model warstwowy sieci SH4a.

Fig. 2. Layer model of SNa.

nastepujace:

Protokdét sterowania tgczem DLC {date link control) =- przenosi in-
formacje przez tgcze zabezpieczajgc przed przektamaniami.

Protokdt sterowania drogg PC (path control ) - odbiera pakiety ze
Zrédet i przekazuje je do miejsc przeznaczenia. Wykonuje rdéwniez
funkcje podziatu wygytanych komunikatéw na pakiety tgczenia
przychodzgacych pakietdéw w komunikaty.

Protokdt sterowania transmisjg, TC (tranemiseion control) - zarza-
dzs przegyianiem informacji, pomaga ustalaé i odwolywal sesje oraz
wykonuje inne funkcje w imieniu jednego z uzytkownikdw koncowych.
Protoké: sterowania przeplywem.danych, DFC (data flow control) -
realizuje funkcje dopasowania transmisji danych do potrzeb uzytkow-
nikéw (rodzaj transmisji, diugosé komunikatow itp.).

Protokét ustug prezentacji, PS ( presentation services ) - definiuje
port uzytkownika korcowego w sieci przez okreslenie kodu, formatu

i innych atrybutdw oraz dokonuje transformacji danych, adresodw
informacji sterujacych na postad odpowiednig dla danej aplikacji.
Innym przykladem warstwowego modelu sieci komputerowmej jest sied

( DEC Network Architecture) firmy DEC ( rys. 3). Punkcje przetmarza-

3

1
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Zbiory
protokot
Program )
dost
uzytkownika stepu
QO danych
Protokot
usfug sieciowych pe—— — -—— — — —m NSP
NSP
- Protokdt
tgcze
wymiany komunikatow DDCMP
DDCMP

Rys. 3. Hodel warstwowy sieci DNA.
Fig. 3. Layer model of DNA4.

nia sieciowego sz zgrupocwsne ® trzech wargtwach. Pierwsze dwie majag
dok*adnie okredlone protokoty, w trzeciej implementacje protokoidw
powierza gig usytkownikom lub w przypadku zarzgdzania zbiorami danych
sg dostarczane przez producenta.

Protokdi warstwy pierwszej - DDCMP ( digital data communication
megsage protocol } jest protokotem znakowym, ale posiada wiele cech
charakterystyczn;ch dla protokotdw bitowych.

Protokdt warstwy drugiej ~ NSP ( network services protocol) jest od~
powiedzialny za wyznaczanie drdg przesytania informacji {pakietdw), za-
rzagdzanie transmisjg i organizacje sesji uszytkownikdw.

Przyktady firmowych sieci komputerow&ch o architekturze oparitej o
model wargtwowy mozna mnozyé [3]. Sposrdd nich wymienia sie nastepuja-
ce: Borroughs - BNA, Data Genergl - XODIAC, Helwett~Packard - DSN,
Honywell - DS4, Modular Computer - MAXNET, NCT/Comten - CAN, Prime
Computer - PRIMNET, Sperry-DCA i Tandem Computer - EXPAIZ.

Wymienione sieci réznig sie stopniem scentralizowania, zakresen
speinianis funkcji przetwarzania gieciowego, mozliwcSciami wspdipracy
ze 3tandardowymi systemami transmisji danych. Wspding cecha jest przy~-
Jety model. Punkcje warstw w pogzczegdlnych sieciach sa podobne. Nato-
niast protokoty wymiany informacji miedzy obiektami poszczegdlnych
warstw g3 rézne. Dlatego nie ma mozliwosci bezposredniej komunikacji po-
niedzy gieciami rdéiznych producentdw. Sytuacja take jest korzystna dla
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producentdw kompletnych instalacji sieciowych, natomiast jest trudna
do przyjecia dls producentdw elementdéw wyposazenia sis: . komputérowycﬁ.

W celu stworzenia mozliwodci *aczenia komputerdw ruznych producen-
tow w heterogeniczne sieci komputerowe podjeto prace nad architekiurg
gystemdw otwartych. Sag one prowadzone pod auspicjemi ISO i CCITT. Pod-
gtawowe znaczenie ma opisany w nagtepnym punkcie HModel Odniesienia
0SI/ISO0. '

4. MODEL ODNIESIENIA& OSI/ISO

Rozdziat ten opracowany zosta w oparciu o dokument [5], ostatni
z ciagu dokumentdéw ISO dotyczgcych Modelu, do ktdrego autorzy artykuzu
mieli dostgp; jest to dokument poprzedzajacy standard IS 7498, ustano-
wiony % 1983 r. Celem ustanowienia standsrdu Modelu Odniesienia jest
stworzenie bazy dla koordynacji prac rozwojowych nad standardami dla
potrzeb %aczenia systemdw komputerowych w heterogenicznych sieciach
komputerowych. Standardy te dotyczg préy tym problemdéw wymiany infor-
macji pomigdzy systemami komputerowywmi, nie wnikajg nstomiast w gtruk=-
ture tych systemdw, czy ich reelizacjg¢ techniczng,ani nie odnosza sig do
zadnej rzeczywistej sieci komputerowej. Tak rozumiane standardy doty=~
cza zatem wiasnosci zownetrznych gystemu, 8 ich gpeinianie czyni sysiem
"otwartym" dla pokaczen z dowolnymi innymi systemami komputerowymi
spetniajgcyml te standardy.

4.7. Elementy Modelu Odniesienisa ‘

Zgodnie z [5] przyjmuje gie nastepujgce definicje podstawcwe:
System rzeczywisty: zbidr jednego lub wiecej komputerdw z ich oprogramo-
waniem, urzgdzeniami peryferyjnymi, terminelami, operatorami, procesami
fizycznywi, Srodkami przesytania informacji itd., uksztaitowany jako
autonomiczna cato$é, posiadajgca zdolnosé do przetwarzania i/lub prze-~

sytania informacji.

System rzeczywisty otwarty: system rzeczywisty, ktdéry z innym systemen
rzeczywistym komunikuje sie zgodnie z wymaganiami gtandarddw OSI.
System otwarty: reprezentacja w Modelu Odniesienia tych aspektdéw rze-
czywistego systemu otwWwariego, kitdre odnoszg sig do OSI.

Proces aplikacyjny: element W rzeczywisiym systemie otwartym, ktdry

wykonuje przetwarzanie informacji dla konkretnego zastosowania. -
Przykiadami. procesdéw aplikacyjnych mogg byé: uzytkownik obstugujgey
tefminal, program w jezyku FORTRAN, baza danych, program sterujgcy za
pomeca komputera procesem technologicznym. Przez potgczenia rozumie sig
szeroko pojeta wymiane informacji pomigdzy procesami splikacyjnymi -
kooperacje pomiedzy systemami. Fizyczne Srodki Zgcznosci ograniczone sg
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obecnie tylko do Srodkdéw stosowanych w telekomunikacji; nie wchodza

one jednak w sktad Modelu Odniesienia.

aspekty procesdw aplikacyjnych
odnoszqgce sie do 0Sl, tzn. stacje aplikacyjne

cspekt)g rzeczywistych
systemow otwartych
odnoszace sig do QS|

System System Systém
otwarty'A otwarty B o*w‘qrty [
i /a?\ ]

! } ]

\ { |

i AR I
\ ;oo ’
\ ] \ !
1 / M) I
fizyczne \Sl'Odkl/ tgcznosci
' N\ VR
polgczenia

RyS. 4. Elementy Modelu Odniesienia - systemy, stacje aplikacyjne.
Pig. 4. Elements of the Reference lodel - systems, application

entities.

Technikg strukturalizacji przyjetg w Modelu Odniesienia jest
warstwowodé. Przyjeto koncepcje siedmiu warstw (rys. 5); w zalaczniku
dokumentu [5] podane jest uzasadnienie wyboru liczby warstw.

os;):‘:’:i?; 5 protokoty ost{f;f:; B8 warstwy
7 e — — —_— —— - Aplikaciji
6 - — — — —— — — 3= Prezentacji
5 - — — B Sesji
4 e~ —— —— — — Transportowa
3 N — — Sieciowa
2 —— — — — — — — B Liniowa
1 e — — — - Fizyczna
l Fizyczne s$rodki tgcznosci ]

Rys. 5. Siedmiowarstwowy liodel Odniesienia 0S
Pig. 5. Seven layers Reference Liodel I30/0SI

I
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Warstwa najwyzsza zawiera kooperujgce ze sobg procesy aplikacyjine;
wargtwy nizeze gpetniajg usitugi, dzieki ktdérym odbywa sie powyisza
kooperacja. Kazda warstwa z wyjagtkiem 7 dosiarcza uslug warstwie ga-
giedniej wyzszej. Usiugi w kazde]j warstwie realizowane sa przez obiek~-
ty, ktdére dalej nazywaé bedziemy stacjami (entities); w kaZdej warst-
wie moze byé ich kilka dla jednego systemu otwartego (rys. 6).

System System
otwarty A otwarty B

—— e —— —_—— — —_——

l(N«‘l )- stacja |

l B
| !
| | |
| [ | I
. |
: l l l" N)-punkt dostepu
. | | do ustug
| S L2 4
(N)—wurstwcl ~o _- ¥ IIN)-adres punktu
| “=————= dostepu do ustug
I S (N)- potgczenie l
| | | |
l |

(N+1)-warstwal

|
|{N)- stacja |(N) stacje I

Rys. 6. Elementy Modelu Odniesienia - stacje, punkty dostepu do
) ugtug, polqczenla.
ig. 6. Elements of the Reference iodel - entities, services
accegs points, connections.

Ustugi realizowane sa przez stacje w oparciu o ustugl warstwy sgsied-
niej nizszej oraz funkcje wiasne warsiwy. OkreSlanie usiug realizowa=-
nych przez kazdg warstwe 2z wyjagtkiem warsiwy 7 jest przedmiotem stan-
daryzacji. Stacja korzysta z usiug warsiwy sgsiedniej nizsze] pcoprzez
punkty dostepu do ustug, rozrézniane poprzez swéj adres. Stacje sa roz-

rézniane w warstwie poprzez identyfikatory. Do wymiary irnformacji po-
miedzy (N+1) -stacjami rdéznych systemdéw otwartych wuusi byé ustanowione
(1) =pokaczenie pomigdzy dwoma lub vwiecej (L) -punktami dostgpu do usiug

(rys. 5). Potgczenie takie jest ustanawiane zgodnie z reguzami protoko-
tu stogowanego w (N) ~warstwie; zgodnie z tymi regutami nastepuje rdw-
nies roszizczanie (IT) -potgczenia. Aby funkcjonowato (IN)-potaczenie, ruszeg
funkcjonowad snalogiczne potzczenia na wszystkich nizszych wa rgitwach od
N-1 do i. Wymiena informacji miedzy stacjami odbywa sig przy pomocy

Astandaxdowych jednostek LH_OTNSCJL charalkterystycznych dla kazdej wmarsi-

wy. Prace rozwojowe nad lModelem Odniesienia przewidujg stosowanie bez-
potgczeniocwej wymiany informacji pomigdzy stacjami tej samej warstwy;
problemy te nie bedg jednak przedmiotem dalszych rozwazain.
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Wspdtdziatanie pomiedzy stacjami tej samej wanstwy, zlokalizowanymi w
résnyoh systemach otwartych odbywa .sie za pomocg protokoxdw {rys. 7).

System System

ohearty A _otwarty
f“'"'""} i r
| 5 | : |

[N+1])- J{N+1) - protokot Y
-wcrstwa; O ] | AL i
! -——4——— imterfejs ] |
i ! ' |

3 | )
¥ |  {N)- protokot 1
) worstwn (N)- protokol 2 10 §
: L___ - I

Rys. 7. Elementy Modelu Odniegienia - protokoiy, interfejsy.
Pig. 7. Elements of the Reference Model -~ protoccls, interfaces.

Protokoty okreslajg zbiory regut i formatdéw wymiany informacji pomigdzy
gtacjami i stanowia przedmiot standaryzacji. Jar juz wspomniano @ ra-
mach jednej warstwy moze funkcjonowadé kilka stacji w jednym systemie
otwartym., Oznacze ito, Ze w ramach jedrej warstwy moze byé stosowanych
kilka protokozdéw. Wepdidziatanie pomiedzy stacjami ggsiednich warstw
tego samego systemu otwartego odbywa gie¢ zgodnie z regutami interie’séw;
nie podlegajg one standaryzacji, poniewaz dotycza komunikacji wewnairz
systemdw.

4,2. Charakterystyka warstw
4.2.1. Warstwa fizyczna

Warstwa ta z jednej strony zapewnis mozliwosé korzysiania z rzedzy~
wigtych fizycznych Srodkdw tgcznosci, a z drugiej realizuje uszugi dla
wargtwy liniowej. Jednostks informacji przesytanych w potaczeniach tej
Rarstwy jest bit. Usiugl polegaja na przezroczyste] transmisji strumie-
nia bitéw pomigdzy dwoma stacjami warsgtwy liniowej (sasiedniej wyzszej)
"z zachowaniem ich kolejnosci. Protokoly okres$lajg witasnodci mechaniczne,
elektiryczne i funkcjonalne warsiwy, niezbedne dle akiywacji, utrzymywa-
nia i deaktywacji poiqczenia pomiedzy dwoma stacjami warsgiwy liniowej.
W warstwie stosowane sg dwa standardy protokoidw: CCITT X.21 big i
CCITT X.21; opis ich mozna znaleZé a [6].
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4,2.2. Warstwa liniowa

Warstwa dostarcza Srodkéw proceduralnych i funkcjonalnych dla usta-
nawiania, utrzymywania 1 zwalniania potgczenia pomiedzy stacjami warst-
®y gieciowej. Jednostka informacji przesyzanych @ potaczeniach tej

argtwy jest ramka. W warsiwie realizowané sg funkcje wykrywania i
korekty ilgdéw, ktdére moga powstaé w warstwie fizycznej. Nastepng waz~
ne funkcjg jest sterowanie przepiywem danych, to znaczy dostosowywanie
tempes przesytania ramek do mozliwoscli odbiorczych stacji w warstwie
sieciowej. Jezeli warstwa nie moze skorygouaé biedu, to fakt ten zgia~
gza do stacji warsiwy sesji. W warstwie stosowane sg dwa standardy
protokozdéw warstwy liniowej: CCITT X.25.2 1 ISO HDLC. Protokoty te gta=
nowig rozwiniecie firmowego protokozu IBM SDLC. Obecnie domlnuab % za=-
stosowaniach X.25.2, ktory posiada dwie wersje LAP i LAP B. W sieciach
komputerowych najczescie]j stosowana jest wersja LAP B, w kidrej wszys-
tkie stacje warstwy *gczy sg réwnoprawne, itzn. ze kazda moze inicjowad
i koriczy¢ transmisje, ® odrdznieniu od-wersji LAP, w ktdérej wyrdznia
gie stacje pierwoitne i wtdrne. Opis standardde X.25.2 znajduje sie w[61

4.2.3. Warstwa sieciowa

Warstwe zapewnia Srodki proceduralne i funkcjonalne dla ustanawia-
nié, utrzymywania i zwalniania poigczend sieciowych pomigedzy stacjami
transpovtowyml. Jednogtka informacji przesyzanych w potaczeniach tej
warstwy jest pakiet. W warstwie realizowane sg funkcje niezbedne do
maskowaniz réZnic @ charaskterystykach rdznyck rodzajdéw iransmisji.
Uszugl realizowane na kazdym kordcu poiaczenia sieciowego sa takie same
nie sieciowe rozcigga sie na kilka podsieci, w
zne charakterysiyki. Zakres uslug jest uzgad-
transportowuymi a warsgtwa 01e01owQ w trakcie

nawet witedy, gdy p

ktdérych kazd

nia gieciowego. Zakres usiug obejmuje: zawiadamia~-
anie kolejnodci przesyianych jednostek danych, ze-

uguwanie wgzyastkich jednostek danych z poigczenia gieciowego).

przy eykrywaniu bieddw wy

a @ nieskorygowanych ngdach zawm:damiana jegt warstwa transporiowa.

W wergstwie stogowane gg nastepujgce protokoiy:

~ CCITT X.25.3,

- IS0/DIS 8208.

Istotnym uzupenieniem Modelu Odniesienie jest wydany w 1984 r. dokument

150 [7} definiujgcy ustugi tej warstwy sSwiadczone na rzecz warstwy

p

trangportouej.
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4,2.4,. Warstwa transportows

Warstwa zapewnis przeZroczysty trsnsfer danych pomiegdzy stacjemi
gsesji, uwalniajge je od wszystkiego, co wigze slg ze szozegdiami nie-
zawodnego i skutecznego transferu danych. Jednostki informacji przesy-
tane w warstwie nazwane zostaly komurnikatemi. Podstawowg usiuga jest
zapewnienie grodkéw do ustanawiania, uirzymywania i roztgczania poig-
czell trznsportowych. Jakosé usitug dostarczanych przez poigczenie
transportome zalezy od klasy usiugi, ktdrs jest wybierans przez stacje
sesji podczas ustanewiania potgczenia transportowego; kazda klasa usiu-
g charakteryzuje sig¢ okreslonym podzbiorem funkcji reaslizowanych @
warstwie. Funkcje realizowane w warstwie mogg by¢é nastepujgce:

a) odwzorowanie adreséw transportowych na adresy sieciowe,

b) rozgatezianie lub przeigczanie potaczei transportowych,

.c¢) podzial przesyianych komunikatéw na bloki,

d) transfer przyspieszonych jednostek danych,

e) wykrywanie i korekcja bzeddwn w relacji end-to-end,

£) sterowanie przeptywen. )

W celu optymelnego wykorzystania podsieci komunikacyjnej, odwzorowanie
potgczen transportowych na potgczenia sieciowe nie powinno byé 1:1,
dlatego moze byé stosowana multipleksacja kilku potgczen transporto-
wych na jednym potgczeniu sieciowym. Mozliwe jest rdwniez funkcjonowa-
nie jednego potgczenia transportowego na kilku potaczeniach sieciowych.
Waznym elementem ustug trangportowych jest mozliwo$é utrzymania poig-
czenia iransportowego przy przerwaniu poitgczenia sieciowego; po gtwier-
dzeniu takiej sytuacji warstwa podejmuje prdéby nawigzenia nowego potg-
czenia sieciowego.

Frotokotem stogsowanym w tej warstwie jest protokdéit transportowy
IS0/DIS. 8073, zawierajgcy specyfikacje pigciu klas (0-4) [9]; standar-
dem jest rdéwniez zbidr ustug okreslony w dokumencie IS/DIS8072 [8].

4.2.5. Warsitwa sesji

Wargtwa zepewnia érqdki niezbedne do kooperacji sgtacji prezentacji,
synchronizacji ich dialogu i1 zarzgdzaria wymiang danych pomigdzy nimi.
Dla realizacji tego, warstwa gesji dostarcza usiug ustanawiania, utrzy-
mywania i'rozlqczania potgczenrn sesji pomiedzy dwoma stacjami prezen-
tacji. Ponadto warstwe moze dostarczad nastepujgcych usiug:

_a) ustuge kwerantanny,

b) przyspieszona wymiana danych,

¢) zarzadzanie interakcjg,

d) synchronizacja potagczen sesji,
e) zgtaszanie standw wyjgtkowych.
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W trakcie ustanawiania polgczenia sesji negocjowany jest zakres
ustug. Ustuga zarzgdzania interakcjg pozwala ustanawi- ' typ inter-
akcjl wymiany danych; typy te mogg byé nastepujgce:

a) dwustrorna jednoczesna,

b) dwustronna naprzemienna,

o) jednostronna.

Funkcje warstwy gesji realizujg potrzebne usiugi oraz dodatkowo mogq'

obejmowad: '

a) odwzorowanie polqczeﬁ gsesji na poaczenia transportowe,

b) sterowanie przepiywen,

c) odtwarzanie poigczenia sesji.

W ramach odwzorowania poigczerd moze byé wybrana. jedna z ‘dwu mozliwosSoi:

a) jedno pogczenie transportowe moze podtrzymywadé kilkas szeregowych
potagczer sesji,

b) kilka szeregowych pozgczen transportonyoh podtrzymywanych jest
przez jedno potgczenie gesji.

W wargtwie sesji stosowane sg dwa standardy ISO, jeden okreélajch
ustugi,a drugi protokél; ustugi okreslone sg w dokumencie ISO/DIS8326,
a protokét w dokumencie ISO/DIS8327. W protokole przedstawione sg trzy
podzbiory rézniqce sig¢ zakresem realizowanych funkcji; kolejny podzbidr
stanowi rozszerzenie poprzedniego.

4.2.6., Warstwa prezentacji

Warstwa zapewnia prezentacje informacji w formie odpowiedniej dla
stacji w warstwie aplikacji, zardéwno w aspekcie postaci danych,jak i
ich struktury. Odnosi sie to tylko do syntaktyki, a nie do semantyki
przesytanych informacji. Stacje aplikacji mogg stosowadé rézne syntak-
tyki; warstwa prezentacji zapewnia transformacje tych syntaktyk na
wspSlng syntakiyke stosowang w komunikacji pomiedzy stacjami aplikacji.
Tak wiec usiugi realizowane na rzecz warstwy aplikacji obejmuja:

a) wybdr syntaktyki,

b) transformacje syntaktyki. .
Warstwa prezentacji posiada $rodki umozliwiajgce poczgtkowy aybir
ssﬁtaktyki odpowiedniej dle danej stacji aplikacji oraz, w razie poirze=

by, jej modyfikacje w trakcie przesytania danych. Transformacja nato-
miast dotyczy konwersji kodéw, znakdéw oraz siruktur przesyianych danvych.
Dla speitnienia tych ustug w wargtwie prezentacji reaglizowsne sg nasie-
pujace funkcje:

a) zgdanie ustanowienia sesji,

b) trensfer danych,

c) negocjacja i remegocjacje syntaktyki,
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d) traneformscja syntaktyki, obejmujgca transformacje danych i forma~
téw oraz transformacje specjalne np. kompresjas 4danych,
e) zadanie roztgczenia sesji.

Wystepuja trzy wersje syntaktyki danych: syntaktyka stosowana przez
‘nadajgcg stacje aplikacji, stosowsne przez odbierajgcg stacje aplikecji
i syntaktyka stosowana pomiedzy stacjami prezentacji (syntektyks trans-
feru). Wargtwa prezentacji zawiers funkcje niezbedne do ich transfor=-
macji. Nie ma jednej z géry okresSlonej syuntaktyki transferu, ktdra ma
byé gtosowana na danym poigczeniu stacji prezentacji, jest ona negocjo-
wana pomiedzy tymi stacjami. Tak wigc stacje prezentscji muszg znaé
syntaktyki stacji aplikacji i uzgadniaé sgyntakiyke transferu. Protokoiy
wargtwy prezentacji obejmujg tylko syntaktyki transferu. Ustugi i
funkcje warstwy prezentéoji ulegaty w ostatnich latach gigbokim zmianom
przedstaeianym w dokumentach roboczych ISO. ‘Do chwili obecnej nie opra-
cowano jeszcze standardéw dla tej warstwy; przewiduje sie, ze do kofca
br. ukazg gi¢ dokumenty ze statusem DIS. Ostatnie dokumenty na ten
temat majg status DP (Draft Proposal}; dla ustug - ISO/TCI7/SC16/N1828
i dla protokozu - ISO/TC37/SC16/N1829.

4.2.7. Warstwa asplikacji

Warstwa zapewnia Srodki dostepu procesdw aplikacyjnych do Srodowis=—
ka 0SI. Procesy aplikacyjne wymieniajg miedzy sobg informacje 2za pomocg
stacji aplikacyjnych, protokoidw aplikacyjnych oraz usiug warstey pre-
zentacji. Xazdy proces aplikacyjny posiada stacje aplikacji, ktdéra sta-
nowi czes$é Modelu Odniesienia 0SIi. Warstwa aplikacji jest jedyng, ktéra
dostarcza ustug bezposrednio procesom aplikacyjnym. Ustugi te mogag byé
nagstepujgce: '
a) identyfikacja partnerdw, ktdrzy zamierzaja sie komunikowad,

b) okredlanie biezgcej mozliwodei realizacji poigczenia partnerdw,

¢) ustalenie dopuszczalno$ci ustanowienia potaczenia,

d) zgoda na stosowanie wtasnych mechanizmdw,

e) gprawdzenie suterntycznosci partnerdw, ktérzy zamierzajg sie taczyé,
£) okreslenie kosztdw przydzielonego sposobu %gczenia,

g) okreslenie adekwatnosci zasobdw,

h) okreslenie mozliwych jakoseci ustug (czas odpowiedzi, dopuszczalna

gtopa bleddw, koszt w pordwnaniu z f)}

'i) synchronizacjs kooperujacych zéstosowaﬁ, ;

j) wybranie formy dialogu, wigczajgc procedury inicjacji i rozktaczanis,

k) uzgodnienie odpowiedzialnodci za wydobywanie gig z hleddm,

1} uzgodnienie procedur gterowania i zechowania kompletnosci danych,

m) gprawdzenie popramnosci wybranej syntaktyki danych (zbiory znakdw,
gtruktura danych). ‘ ’
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Warstwa realizuje wszystkie funkcje, ktdére wynikajn z komunikacji
pomigdzy systemami otwartymi, a nie sg speiniane pr7 .z warstwy nizsze;
funkcje te mogg byé speiniane przesz programy albo przeéz obstuge. Stacje
aplikacji mogg mieé strukture wewnetrzng grupujsca funkcje; technika
stogowana do wyraZania tej struktury nie jest przedmiotem rozwazaid w
Modelu Odniesienia OSI. Osobné grupy funkcji stanowig: zarzgdzanie sysg-
temem, zarzgdzanie aplikacjg oraz zarzgdzanie warstwg. Standaryzacja
protokozdw w tej warstwie Jést najmniej zaawensowana. W 1984 r., miazy
aie ukazaé dokumenty definiujgce ustugi i protokdt ze statusem WD

Working Document , status IS planowany jest na lata 1987/88.

4.3. Przewidywany rozwdj Modelu Odniesienia

0d czasu opracowania dokumentu [5] do chwili obecnej ukaszato sie
wiele dokumentéw roboczych ISO i CCITT oraz publikacji dotyczgcych
rozwoju Modelu; na ich podstewie mozna wyrdéznié nastepujgce kierunki

rozwoju lModelu: . .

1. Umieszczenie stogowanych juz obecnie w sieciach komputerowych Usitug:
Wirtualnego Terminala, Transferu Zbioréw, Transferu Zadadi w warst-
wie aplikecji; pierwotne propozycje lokalizowaty te usiugi w warst-
wie prezentacji lub w warstiwach prezentacji i aplikacji. W warstwie
aplikacji bgdg zatem funkcjonowazy protokoxy zwigZane z realizacjg
pouwyzszych Ustug. )

2. Rozszerzenie Modelu Odniesienis o ustugi bezpotgczeniomego przesyxa—
nia informacji. Zapoczgtkowanie tej koncepcji nastgpito w momencie
wiaczenia do protokotu X.25.3 ustugi przesytania datagraméw (1979 r.).
Obecnie rozszerzono jus bezpotgczeniowe przesyitanie informacji na
warsiwy 4 1 53 odpowiednie dokumenty majg juz status DIS .

3. Wigczenie do Modelu Odniesienia Lokalnych Sieci Komputerowych (LAIN).
Przewiduje sig, ze sieci LAN bedag réwniez posiadaty architekturg
giedmiowarstwowg; przy czym warstwy od sieciowe] (w&qcznie) do apli=-
kacyjnej powinny byé identyczne jak dla rozlegiych sieci komputero-
wych; tylko dwie pierwsze warstwy bedg posiaday inny zakres uszug
i inne protokoty (rys. 8).

4., Rozgzerzenie ilodelu Odniesienia o protokoty typu TELENMATIC opracoviy=-
wane przez CCITT dla potrzeb TELETEX’u i FASCIMILL (rys. 9).

5. Rozgzerzenie standaryzacji; dotychczas zostaiy opracomane lub sgg
opracowywane standardy obejmujgce ustugi oraz protokoty poszczegdl-
nych warstw. Obecnie opracowywane sg dokumenty robocze zmierzajzce
do standaryzacji:

a) zarzzdzania warsiwa,
b) opiséw formalnych protokoidw,
¢) zarzadzania siecig.
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4 Ustugi transportowe [/ kl.4/
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token

Rys. 8. Lokalne sieci komputerowe na tle Modelu Odniesienia

- Fig. 8. Local Areas Network in the Reference lModel

Tabela 1 przedstawia plan prac ISO w zakresie standaryzacji uszug i
protokotdw. Zostala ona opracowana na podstawie dokumentu ISO/TC37/

/3C16/N1723 z listopade 1983 r.

Tabela 1
Nazwe standardu 2za
WD DP DI3 IS

Ustugi i protokd® transportowy
zorientowany
- ustugl potgczeniowe 11.33 T7.84
- usitugi bezpozaczeniowe 11.83 7.84
Uszugi i protokdi sesji 11.83 3.84
Usiugi i protokdr prezentacji 11.83 7.84 7.85 7.86
Ustugi i protoké transferu
zhiordw 11.83 1.84 3.84 9.85
Usiugl i protokdx transferu
i manipulacji zedan 11.83 7.84 7.85 7.86
Ustugi 1 protokdé: wirtualnego
terminala
- klasa bazows 11.83 2.85 2.86 2.87
- klasa generyczna 6.84 6.86 9.87 £.88
Usiugl ;.protokél wargtwy
aplikacji 7.84 2.85 2.86 2:87
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danych z komutacjg obwodow
telefoniczna
ISDN - Sieé¢ zintegrowana
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ELEMATIC protocols in the

Reference liodel
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Niezaleznie od podanych wyzej kierunkdw rozwoju Modelu, rozwijaue
bedg protokoxy poszczegdlnych warstw. Kazdy dokument dotyczacy standar-
du protokotu zawiera wyrazne zapowiedzi rozwoju okreslonych fragmentdw
protokoiu; na cele rozwojowe zarezerwowane sg pojedyncze oktety i cate
pola w komunikatach sterujgcych, do wykorzystania pozostajz wolne kome
binacje bitdw w oktetach sterujgcych. '

5. UWAGI KONCOWE

Producenci sieci komputefoaych z jednej strony i1 organizacje stan-
daryzacyjne z drugiej prébujg osiagnaé ogdlng skcepiacje swoich archi-
tektur sieciowych. Rywalizujgce architéktury zyskujg W rdéznym stopniu
akceptacje uzytkownikdéw, przedsiebiorstw produkujgcych sprzet kompute~
rowy i organizacji lub resortdéw panstwowych.

SNA SNA

SNA TP
G/W G/wW
TP G W - gateway
DNA,DCA,
DSA, itp. | X.25
GIwW
os— L Lt _ N
| X. B g wyzsze N\ x 25,1p,TP
warst S O —
i wy'ismewurstw;-—oSl
1822 X.25 TP
ARPA
1 1 1 1 ;
1980 985 1990 995 2000

Rys. 10. Bwolucja architektur sieciowych.
FPig. 10. HMigration of network architectures.

Przyjmujgc kryterium popularnosci, sieé SNA zijumuje wsrdéd producen;
téw sieci komputerowych miejsce czotowe. Dziegki temu architektura SN4
stata gieg faktycznym standardem Swiatowym. Wiodaca rols tej architektu-
ry jest umacniana przez gtate doskonalenie. Rozszerzane Sz usiugi
przetwarzania gieciowego (np. warstwy aplikacji - DIA/DCA itp.), sg
tworzone warunki przetwarzania migdzysieciowego, przy jednoczesnym
utrzymywaniu tozsqmpéci tej sieci.
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drchitektury firmowe innych producentdéw ewoluujg w kierunku Modelu
Odniesienia OSI, stopniowo obejmujgc standardy OSI.

Przewiduje sieg, Ze z poczgtkiem lat 90-tych protokoiy dles Modelu
OSI zostang zdefiniowane. Pozwoli to wielu dostawcom na oferowanie
produktdéw sieciowych kompatybilnych z Modelem OSI. Réwnolegle firma IBM
bedzie trwad przy architekiturze SNA.

Kierunki rozwoju architektur sieciowych przedstawiono na rys. 10
[4]. W poiowie lat 90-tych bedg dominowaty tylko dwie: SNA i|zgodna
z Modelem Odniesienia OSI. Prawdopodobnie zZadna z nich nie uzyska
przewagi: bedziemy $wiadkami ich koegzystencji.
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MODELS OF WIDZ AREA NETWORK

Wide Area Network are the syetems, which have very complicsted
structures. In order to projecting and future development layers -
models are assumed., In *the peper structures of that models are
described, also exempls of computer networks are shown. More detail,
Reference lodel of ISO/0SI is described, including functions, services
in each layer and protocols used for exchange of informations. Next,
general directions of development of computer network are preasented.
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Momem: TnoGanmpHEX BruncanTenpHHx CeTell.

TnoGanpHue BruucimTeN bHHE CeTH 3TO CHCTEMH OOJBLOK CAOFRHOCTH.X HeJam
[POEKTUPOERaHKA W PE3EUTUA| NPUHUMAETCH CJIOEBHE MOIEHM. B cTarhe /
OpencTarjeHa HUIes HOCTPOEHHUA CIOSEHX MOIEJEW NpPeLCTABJEHH IDFMEDH
HEKOTODHX| SHYUC/MTEJLHANA CceTe’. [I0ApOCHO -omicana JTANOHHER HOLeis
#i0C, ¢ mepeumcneHew JYHKIM H YCAyD . CTPYNWPOBAHHHX & CJQAX & TaK:e
IDOTOKOJH OOMEeHa EHIOpMAllMd. Ha KOHel OLUpElesIeHH HanpaBjeHHs DOSBUTLA
SDXUTEKTYPH EHYKRCIUTENBbHHX ceTeli.
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lokalne sieci komputerowe,
ustugi sieciowe,
modele sieci lokalnych

Marian BUDKA*
MODELE I USLUGI SIECI LOKALNYCH (LAN)

W pracy przedstawiono podstawowe usiugi lokalnych sieci komputero-
wych na tle warstwowego modelu architektury LAN, w tym m.in.tran-
sfer zbioréw, wirtualny terminal i poczte elektroniczna. Dla ena-
lizy gotowosci lokalnej sieci komputerowej zaproponowano model
sieci w postaci grafu ze zbiorami zadarh zlecanych przez uzytkowni-
kéw oraz zbiorami zasobéw. Przedstawiono réwniez miare gotowosci
sieci do realizacji ustug.

1. WPROWNADZENIE

Rozwéj usitug informatycznych w ostatnich kilku latach, obok masowe-
go wprowadzenia komputerdéw osobistych réznych klas, charakteryzuje sie
powszechna tendencjg do integracji rozproszonych systeméw i urzadzen
informatyki. Pod pojeciem "integradji' rozumie sig¢ tutaj integracje
komunikacyjng zapewniajgcg szybki i niezawodny transfer danych pomiedzy
rozproszonymi systemami, przy czym problem fizycznej odlegtosci tych
systeméw jest zagadnieniem drugorzednym. Oznacze to, Ze w pewnych prze-
dziatach wynikajacych z zastosowanej techniki transmisji danych, pro-
blem odlegtosci nie istnieje.

Tendencja do integracji rozproszonych systeméw informatycznych pro-
wadzi do tworzenia sieci komputerowych réznego typu, w tym gtéwnie
otwartych sieci komputerowych (WAN), lokalnych sieci komputerowych {LAN),
firmowych sieci komputerowych, eieci terminali, itp. Podstawowym zada-
niem sieci jest zapewnienie szybkiego i niezawodnego dostgpu do zasobéw
uzytkownikom sieci, niezaleznie od geograficznego i logicznego usytuowa-
nia zgdanego zasobu i uzytkownika. Speinianie tego zadania przez siec
zapewnia zwiekszenie efektywnosci wykorzystania zasobdéw wprowadzonych
do sieci i zwieksza komfort pracy uzytkownika.

W ciagu ostatnich kilku lat szczegdlny rozwdj obserwuje sie w dzie-
dzinie lokalnych sieci komputerowych (LAN). Obejmuje on zaréwno pod-
stawy teoretyczne, standaryzacje protokoldéw komunikacyjnych, jak i roz-
woj $rodkéw technicznych umozliwiajgcych tworzenie {LAN), czy tez

* Instytut Informetyki Politechniki Slgskiej, ul. Pstrowskiego 16, 44-100 Gliwice
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w koficu szereg konkretnych aplikacji uZytkowych.

Zastosowania iokainych sisci komputerowych cbejmujg systemy suto-
matyzacji prac biurowych, zerdwno administracyjnych, jak i kowputerowe-
go wspomagania projektowania, w bankach, centralach handlowych, insty-
tutach badawczych i biurach projektowo-konstrukcyjnych, systemy rozsze-
rzonego wielodostepu w centrach obliczeniowych wyposazonych w duzy
system komputerowy, systemy zbierania i przetwarzania danych w czasie
rzeczywistym i w korficu systemy sterowania procesamni przemysiowymi
transportem, itp.

Mimo réznych zastosowarfi, pewne typy ustug w lokalnych sieciach kom-
puterowych sz charakterystyczne dla wszystkich LAN . Sg to przede
wszystkim:

- transfer zbioroéw,

- transfer zadan,

- wirtualny terminal,

- teleks: terminal-terminal, indywidualny i grupowy,
- poczta elektroniczna z buforowaniem wiadomosci.

Typowym przykladem lokalnej sieci komputerowej lat osiemdziesiatych
jest sieé profesjonalnych komputerdéw osobistych, ze wspdlng pamiegcia
masowa na dyskach magnetycznych i np. szybka drukarkas wierszowa doste- -
pna dla kazdego uzytkownika. Moze to byé sieé instytutu badawczegs
pracujgcego nad rozwigzywaniem zagadniert z do$é waskiej dziedziny wie-
dzy, gdzie wystepuja bazy danych przydatne wielu uzytikownikom LAN,

_——~_ pamigd
PC PC o ( N o na
' ‘ & g dyskach
magnety-
A ? cznych
¥ ¥ 4

kabel KoncnnA | s;ybka
igggigy ‘ drukarke
S ] wierszowa
PC PC | 5 ?
C | ]

Rys.l. Sie¢ komputeréw osobistych PC -
Fig.l. Personal computer network
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Wobec reslizacji usiug lokalnych sieci komputerowych w systemach
o ograniczonym oddaleniu fizycznym, tzn. zlokalizowanych w jednym labo-
ratorium, jednym budynku lub w kilku budynkach oddalonych od siebie
0 500m - kilku kilometréw, istnieje potrzeba integracji komunikacyjnej
catych LAN . Stad tez jedng z podstawowych funkcji komunikacyjnych
lokalnych sieci komputerowych jest umozliwienie %aczenia ich z innymi
sieciami lokalnymi, otwartymi czy firmowymi.

2. FUNKCJIE KOMUNIKACYINE I USLUGI LOKALNYCH SIECI KOMPUTEROWYCH

2.1. Funkcje komunikacyjne

Cele i zadania lokalnych sieci komputerowych sprawiajg, Ze sg one
systemami zorientowanymi na uzytkownika poprzez zapewnienie szerokiego
wachlarza usiug sisciowych. Ustugi te decyduja o jakosci sieci, a do=-
bierane sz w zaleznosdci od typu i przeznaczenia LAN.

Obok wykonywanis usiug sieciowych poszczegélne minihosty, np. kompu-
tery osobiste (PC}, realizuja szereg funkcji komunikacyjnych niezbednych
do zapewnienia niezawodnego transferu danych w sieci. Z uwagi na stosun-~
kowo niewielka moc obliczeniow@ minihostéw przyjeto zasade ich minimal=~
nego obciazenia funkcjami komunikacyjnymi odpowiadajgcymi za transfer
wiadomosci {(komunikatu) pomiedzy minihostem 2rédiowym i doceiowym, tzn,
warstw od fizycznej do transportu wlacznie. Uzyskuje sige to co najmniej
dwoma sposobami, a mianowicie poprzez:

- uproszczenie protokotéw komunikacyjnych

~ wyposazenie minihostéw w sterowniki umozliwiajgce podlgczenie do
medium transmisyjnego,np. kabla koncentrycznego lub lacza $wiatlowodo-
wege craz realizacje funkcji komunikacyjnych nizszych warstw poza
minihostem.

Przyktadowy podzial funkcji komunikecyjnych pomiedzy minihost i ste-
rownik lokalnej sieci komputerowej dla LAN wg standardu P.B02/IEEE
przedstawionc na rys.2.

W rozwigzaniu przedstawionym na rys.2 przyjeto uproszczenie, 2e na
kazdym polaczeniu liniowym {LLC) moze byé zalozony tylko jeden kanat
logiczny, co pozwolilo pomingl warstwe sieciowa i przez to odcigzyc
znacznie minihosty od realizacji funkcji komunikacyjnych tej warstwy.

Przy zaiczeniu, zc¢ implementowany poza minihostem protokéi warstwy
LLC jes® zerientowsny polaczeniowo,np. w P.802.2 - tryb 2, znacznemu
; mogg vliec funkcje komunikacyjne warstwy transportowej.

stew funkcji komunikacyjnych tej warstwy, zapewniajacy
wedny transfer wiasdomosci pomiedzy dwoma stacjami LAN moze by¢

ckreslony nastgpujigco:
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Apliksacja

Prezentacja

MINIHOST

Sesja

Transport

LLC, poziom liniowy

Sterowanie dostepem
| _do medium transmisyj. |

tacze fizyczne

medium transmisyjne

Rys.2. Przykladowy podzial funkcji komunikacyjnych pomigdzy mini-
host i sterownik LAN; MAU-uklad nadawczo-odbiorczy z fizy-
cznym potaczeniem do medium trensmisyjnego; LLC ~ Logical
Link Control

Fig.2, The sample division of communication functions between

minihost and LAN controller; MAU - media access unit,
LLC ~ logical link control

- segmentacja i skladanie wiadomosci,

- numeracja blokéw i adresowanie,

- przechowywanie duplikatu wiadomosci,

- sygnalizacja przesylania ostatniego bloku wiadomosci,

- potwierdzanie wiadomosci,

- retransmisje wiadomosci przy braku potwierdzenia w okreslonym prze-

dziale czasu _TIME OUT).

Z uwagi na niewielka moc obliczeniowa minihostéw oraz na fakt, ze
zazwycza]j ich systemy operacyjne sg systemami jednozadaniowymi, mozliwe
sa réwniez uproszczenia protokoidw wyzszych warstw, w tym warstwy apli-
kacji, wimo szerokiego wachlarza usitug sieciowych.

2.2. USLUGI LOKALNYCH SIECI KOMPUTEROWYCH

Lokalne sieci komputerowe zwickszaja komfort obliczeniowy uzytkowni-
kéw oraz umozliwiaja efektywne wykorzystanie zasobdw sieci, ktére z na=-
tury sa przeznaczone dla wielu uzytkownikéw. Zatem sieci takie powinny
oferowaé uzytkownikom zestaw ustug sieciowych dla realizacji tych
celéw.
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Dla danej konfiguracji lokslnej sieci komputerowej, danej liezby
uzytkownikéw, srednich strumieni zadan poszczegélnych typéw i danych
protokoiéw komunikacyjnych istnieje OPTYMALNY ZESTAW USLUG SIECIOWYCH
dla zadanego kryterium Jjakosci pracy-eieci, zwigzanego z wykonywéhiem
zadan uzytkownika.

Zwigkszenie zestawu ustug prowadzi do podniesienia sfektywnosci
obsiugi uzytkownikéw z jednej strony oraz do wiekszego cbciazenia
minihogtéw, co moze wydluzyé czas obsiugi uzytkownikéw, z dbugiej strony.
Jezeli oznaczyé przez U= {UI'UZ""'UF} zbiér (zestaw | ustug sieciowych
u;, a przez E(T) wartosé srednig czasu wykonanis zadania uzytkownika

w sieci, to optymalny zestaw ustug Uopt dobierany moze byé z zasleznosci(1),

[E(T)] s, = Min QE(T) ) (1)
min " { }

Oznacza to, ze zbiér usiug U, dla ktérego wartodé $rednia czasu wykonania

zadania uzytkownika w sieci przyjmuje minimum, jest optymalnym zbiorem

ustug dla danej sieci =~ Uopt‘ :
Wyznaczenie Uopt jet mozliwe jedynie droga symulacji lub poprzez

doswiadczalng eksploatacje rzeczywistej sieci lokalnej. To ostatnie

jest ulatwione przez modulowa strukture oprogremowania warstwy aplikacji

zawierajecg m.in. modui transferu zbiordw, modul wirtualnego terminala '

itd.

2.2.1.Transfer zbioréw

Jest to podstawowa usiuga lokalnych sieci komputerowych zapewniajaca
mozliwos$é przekazywania zbioru jednego minihosta do innego, do pamiegci
masowej wspélnej dla systeméw mikrokomputerowych wiaczonych do LAN, lub
do szybkiego urzadzenie wyjsciowego, np. szybkiej drukarki wierszowej
(por. rys.1.).

Transfer zbiordw jest zwiazany z nastepujacymi funkcjami:

- transformacja zbioru do postaci standardowej dle danej sieci lub przy-
najmniej kompatybilnej do reprezentacji standardowe],

- wiasciwym transferem zbioru zapewniajacym przenoszenie catych zbioréw
lub ich czeéci pomiedzy adresowanymi stacjami LAN, zakitadanie zbioroéw,
adresacje blokéw wewngtrz zbioréw oraz trensfer danych do i ze zbiordw,
- modyfikacjami zbioru polegajecymi ns uaktualnianiu informacji, zmia-
nach nazw i innych operacjach na informacji o zbiorach.

Zatem funkcje transferu zbioru sg realizowane w dwéch najwyzszych
warstwach architektury sieci lokalnych, tzn. w warstwie aplikacji
i prezentacji jak to pokazano na rys. 3.



30

- transfer wiadciwy zbioru
APLIKACJE

- modyfikacje zbioru
PREZENTACIA - transformacja zbioru

Rys.3. Funkcje transferu zbiordw
Fig.3. File transfer functions
Rozwazajagc szcéegélowo ustugi transferu zbiordéw w lokalnych sieciach
komputerowych, nalety rozwazy¢ dwa przypadki przenoszenia zbiordéw pomige-
dzy stacjami LAN, a mianowicie: i
~ przenoszenie zbioru umieszczonego w calosci w pamieci operacyjnej mini-
hosta nedawczego
- przenoszenie zbioru umieszczonego w lokalnej pamieci masowej minihosta
np. na dyskach elastycznych, ktéry to zbiér ze wzgledu na rozmiar nis
moze byé w caloscli umieszczony w pemieci operacyjnej minihosta.
Przypadek drugi, jako szerszy zostanie rozwszony pokrétce dle przed-
stawionej na rys.4 konfiguracji przyktadowego minihosta.

N\
1"
stacja pamigci e S : o 1]
~> 1/0 fe—o na dyskach elas. / észﬁgwy Apll&a“ja.‘
. / +
~~ 1/0 “—"(::::> \ prezentacja
\

0B el BT 0 o Symesee Fragment
ool RAM zbioru umie- i

/ szczonego
/ . sport
SO gt SRR, | NN — e < ie RAM s
PROM = jednoczssnie w

Ster.
N\ Blok
= = LAN informa- ELG

cyjny warstwy LLC

/ kabel
koncentryczny
L AN

Rys.4. Fazy przenoszenia zbioru dyskowego minihosta
Fig.4. Phases of file transfer

222.Wirtualny terminal, termipal-terminal i poczta slektroniczna

Ta usluga sieciowa polega na umozliwieniu precy terminala dowslnego
minihcsta lokalnej sieci komputerowej.

0 ile usluga ta jest podstawowa dle siesci dalekiege zasiegu [Vid)
6 tyle w lokalnych sieciach komputerowych jej zneczenie zmalalo.

strony wynika to z poréwnywsalnych mocy obliczeniowych minihostdw
4

nych do LAN, z drugiej zas$ z dostepnosci wspélnych zasobdw, np. baz danych
umieszczonych we wspdlnej pamieci masowej, dla wszystkich uzytkownilsw
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sieci bez koniecznosci ingerencji innych minihostéw poza minihostenm,
do ktdérego wigczony jest uzyckownik - terminal.

W lokalnych sieciach komputerowych z uwagi na ich typowe zastoso-
wania, usiugl wirtuslnego terminala zostaly zamienione na prostsze
ustugi typu teleks (terminal-terminal) czy poczta elektroniczna, stuzg-
ce do sprewnego przekazywasnia informecji, zazwyczaj tekstow, pomiedzy
uzytkownikami LAN.

Réznica pomigdzy usiugg typu teleks i poczta elektroniczng wynika
ze sposobu przekazywania wisdomosci pomiedzy dwoma lub wieloma uzytko-
wnikami. W pierwszym przypadku odbywa sig to bezposrednio w czasie
rzeczywistym, np. przekazanie tekstu ekranu monitora minihosta A na
ekran monitora minihosta B. W drugim zas$ przypadku przekazanie informa-
cji zwiazane jest z jej buforowaniem i przekazywaniem adresatowi na
jego zgdanie.

2.2.3. Transfer zadan

Jest to najwyzsza forma usiug sieciowych zapewniajgca przezroczystosé
urzadzeniowo~-systemowa sieci, umozliwiajaca zlecanie zadan uzytkownika
do sieci bez wykenywznia czynnosci organizacyjnych zwigzanych z reali-
zacjg tego zadania.

Podobnie jak w przypadku wirtualnego terminala, w przypadku typowej
lokalnej sieci komputeréw osobistych znaczenie usiugl transferu zadan
znacznie stracilec na znaczeniu. Wynika to z pordéwnywalnych mocy obli-
czeniowych poszczegélnych minihostéw oraz braku systemu nadzorczego
w lckalnej sieci.

Jedna z uproszczonych wersji transferu zadan spotykeng w LAN jest
dynamiczny rozdzial zasobéw pomigdzy minihosty dla zapewnienia duzej
efektywnosci obstugi uzytkownikéw. Dotyczy to rozdziaitu bez danych,
translatoréw, biblictek programéw standardowych itp. pomigdzy pamieci
zewnetrzne minihostdw o stosunkowo malej pojemnosci. Zasady rozdziaziu
zasobéw wynikdjg z procedur optymalizacji E(T) dla zadenej konfiguracji
sieci, protokoXéw komunikacyjnych i strumieni poszczegélnych typéw.

3. MODEL LOKALNEJ SIECI KOMPUTEROWEJ DLA OCENY JEJ GOTOWOSCI

Realizacja ustug lokalnych sieci komputerowych jest uwarunkowana
sprawnoscia poszczegélnych komponentéw sieci oraz dostgpnoécia zasobidw.
Zasoby sieci sg z natury przeznacgene dla wielu uzytkownikéw, za$ mozli-
weéé jednoczesnego korzystania z nich przez maksimum kilku czy kilkunastu
uzytkownikéw powoduje, 2e sa momenty czasu,w ktérych okreslone zasoby
staja sie niedostepne dla uzytkownikow.
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Lokslna sieé komputercwa, podobnie jak kazdy system komputerowy,
jest systemem naprawialnym. Oznacza to, Ze w przypadku uszkodzeniea
dowolnego komponentu LAN w wyniku naprawy (ndnowy) moze nastgpié przy-
wrécenie jego wiasciwoéci funkcjonalnych.

Z punktu widzenia uzytkownika LAN istotng jest mozliwo$¢ wykonania
jego zadah w sieci. poprzez realizacje usiug sieciowych. Poza ograniczo-
nym zestawem zadarn zwykle nieistotne jest miejsce wykonania zadania.

Rozwazmy model lokalnej sieci komputerowej adekwatny dla oceny goto-
woéci LAN do wykonywania zadahi zlecanych przez uzytkownikéw.

Niech deny bedzie graf G(N,X) okreslony topologia sieci, gdzie
N = {Nl'NZF"“Nn} jest zbiorem wisrzchotkoéw odpowiadajacych wezlom sieci,
tj. minihostom, zasobom i terminalom, X ={x1,x2,...,xm jest zbiorem gaie-
zi odpowiadajgcych fizycznym poigczeniom pomigdzy komponentami sieci.

Poszczegdélnym wierzcholkom grafu G(N,X) przyporzadkowane sa zbiory
zasobéw oraz zbiory zadarh zlecanych przez dany wezel do wykonania w LAN.
Do oznaczenia zasobdw i zadart zastosowano wspdlna konwencjeg, tzn. réwniez
zasoby definiowane sg mozliwodcig pokrycia okredlonych 2adart uzytkownika
sieciowego, tj. wykonania zadah 35-3, gdzie 3:{31,32,...31} jest zbiorem
zadan, jakie mogg by¢é wykonane w sieci.

Przez 3% oznaczono zbiér zadah zlecanych przez wezet i-ty - Ny do
wykonania w sieci, a przez 33 zbiér zasobéw j-tego wezla. Zaréwno %o
jak 1 3= 3, -

Rozwazmy przykiadowe konfiguracje lokalnych sieci komputerowych typu
"szyna" - BUS, “pierscien” - RING oraz "gwiazda" - STAR, przy zalozeniu,
28 zasoby sieci sg dostepne w poszczegélnych minihostach (rys.5). Grafy
G{N,X) bedace modelami LAN sg w takim przypadku zdefiniowane przez topo-
logie sieci.

o= idea}ny
wezei
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J - komponent centralny
Rys. 5. Przykitadowe topologie LAN i ich modele G(N,X)
Fig. 5. The sample LAN topologies and their models G(N,X)

Przedstawione na rys.5 modele lokalnych sieci komputerowych odnoszg
sie do przypadkow, gdy dostep do zasobdéw jest réwnowazny z dostepem do
poszczegdélnych minihostoéw N;. Zazwycza) zasoby zlokalizowane w denym
minihoscie sa dostepne niezaleznie, np.translatory réznych jezykéw progra-
" mowania , szybka drukarka i baza danych umieszczona na dyskach magnety-
cznych itp. Zatem dla oceny gotowosci LAN do wykonywania zadart zlecanych
przez uzytkownikdw sieciowych bardziej adekwatny jest model traktujacy .
zasoby jako oddzielne wezly lokalnej sieci. Taki model dla sieci typu
BUS przedstawiono na rys.6.

J 3 3, 3
1 2 3 74
1 N N 2
7t M g % {353,
{31 '32} (Px 2,
- 2 - idealny
wezei
4 5 o
# == 4dealne
C)3 tacze
x3_
Ny 9%%= {9,,3,.3)

Rys. 6. Model lokalnej sieci komputerowej z uwzglednieniem
niezaleznego dostepu do zasobdw

Fig. 6. Local Area Network model taking into account an
independent access to resources

Modyfikacje modelu LAN dla przypadku, gdy uzytkownik i-tego minihosta
chce korzystaé¢ z zasobéw J*i,tzn. wtasnego minihosta (np. zdalny uzytko=-
wnik ) przedstawiono linig przerywang na rys.6, gdzie wierzcholek Nl’
odpowiada np. terminalowi tego uzytkownila.

Z kolei model kazdego z wezidéw lokalnej sieci komputerowej, tzn. mini-
hosta, zasobu czy inteligentnego terminala, musi uwzgledniac¢ jego stany -
sprawnosci, uszkodzenis i chwilowego braku gotawosci,np. na skutek zaje-
tosci buforéw.

Graf stanéw tak rozumianego wezla LAN przedstawiocno ne rys.7.
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“0" - stan sprawncsci wezia
L (0) N “1" - stan chwilowego bPaku gotowosci
0 2% = gtan uszkodzenia wezia
. A = intensywnos¢ uszkodzed
™/ p M - intensywnoéc napraw
L - intensywno$é osiggania stanu
" . chwilowego braku gotowosci
N m = intensywno3é odzyskiwania

stanu gotowosdci

Rys.7. Graf standw wezla lokalnsj sieci komputerowej
Fig.7. The state graph of a LAN node
Przyjecie do snalizy lokalnej sieci komputerowsj modelu w postaci
grafu G(N,X' przy zalozeniu, ze model weziéw NFEN ujmuje stany chwilo-
wego braku gotowosci i uszkodzenia, pozwala na okreslanie gotowosci LAN
z uwzglednieniem obcigzert poszczegdélnych komponentéw sieci.

4. MIARY GOTOWOSCI LAN DO WYKONANIA USLUG SIECIOWYCH

W delszej czesci pracy zostang rozwazone miary gotowosci lokalne]j
sieci komputerowej do wykonywania usiug typu transfer zbioru i realize-
cji potaczenia “terminal-terminal”. Analogicznie rozwazy¢é mozna pozosts-
e usiugi sieciowe. '

4.1, Gotowosé do transteru zbioréw

Rozwazony zostanie przypadek transferu zbioru do wezla N, np. zbioru
dyskowego stanowigcego fragment bazy danych, ktéra stanowi zasoby J_
wezXéw N tzn., JS 3*4. Oznacza to, ze J_ Jest zadaniem zlescanym przez
ity wezel czyli 3 at

Zatem zdarzenie Eg zdefiniowane jako mozliwod$é wykonania r-tego ze-
dania (J_| na 2gdanie i-tego wezla, jJest zdeterminowane istnieniem $cie-
zek Ptij od Ny de N, oraz Ny ktérych komponenty sa sprawne,oraz doste=~
pnos$cig zasobdw J.w tych weziach, czyli:

(€]

=1} & g

LENEN, 32 =3%3, N,=1)n (3Pt

3 ¥ 13¢ 7Ty

zad miare gotowosci Ar‘t‘ sieci do wykonania ustugi transferu zbioru do
wezzia N, 2 dowolnego wezla N, definiuje sie jako prawdopodcbienstwo zds
rzeria E; analogicznie jak w prsacach @],Eﬂ.

r T ) ,
Ait—P"*i-l\’

Poszczegblne $ciezki Ptij stanowia lafcuchy wezidéw i laczy rozpoczy=-
najace sig od Ny 1 kofdczace sie w Nj' Interpretacja poszczegdélnych ozna-
czeh jest przedstewiona na rys.8.
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Nye 7%= {arg

Rys. 8. Model lokalnej sieci komputerowej do transferu zbioru
Z wezia NJ i‘Nk do wezla N1

Fig. 8. Model of local area network for file transfer from N
and N, - node to N,-node J

r
Zatem E1 = N1x1x2x4x5Nk u NixlxastJ .

a w przypadku wiekszej liczby wegztéw posiadajacych w zbiorze swoich zaso-
béw J.gw wyrazeniu okreslajacym EZ wystepowatoby odpowiednio wigcej skita-
dnikoéw.

Z kolei miarg gotowosci sieci lokalnej do wykonania tej usiugi jest
prawdopodobienetwo zdarzenis E;. tzn.

/ ¢
[P [ \
Ai(t)- P iEi a 1} = P iN1x1x2x4x5NkuNix1x2x3NJ} -

; (
= P{ N1x1x2x4x5Nk} + P{Nixixzstjk - P{N1x1x2x3x4x5NkNj} -

= PngP1P2P4PsPy, * PnyP1P2P3Py,
gdzie Pny = P {Ni'i}

p; =P {xi-l}
Zaréwno PN ,Jek 1 Py 88 funkcjami czasu, przy czym pi(t) Jest funkcje

niezawodnodci i-tego odcinke medium transmisyjnego lub kabla tgczecego
rozgateznik medium z minihostem. Moze on by¢ zatem obliczony z zaleznosci:

Pn 1p1p2p3p4p5kapNJ ’

pylt)= oMt
przy zatozeniu wykledniczego rozktaduy czaséw do uszkodzeri, gdzie Ai
jest intensywnoscig uszkodzeri tego odcinka.

Obliczenie prawdopodobiefistwa poprawnej pracy wezia N, i jego gotowo-
éci do wykonywania zada’i Jest mozliwe przy wykorzysteniu modelu wezle
sieci LAN z rys. 7. '

Ukzad réwnen rézniczkowych odpowiadajgcy temu modelowi [2] jest nastepu-
Jecy: .
-dPg(t)

" = =A<+ L)Po(t) + nPi(t)+ }JPz(t)

dPi(ﬂ

= = LPy(t) = (A+ m)P,(t)
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dp,(t)
dt

« APolt] + Ary(t] = uP (1)

gdzie Po(t), Pl(t) i Pz(t) sg to odpowiednio prawdopodobieristwa prze-
bywania wezia w stanie O, 1 i 2.
Zad dla i«tego weza:

Py, (t) = Polt)
i
Parametry L i m sg szacowane jako:

Luc(Luax H {:011

n=Yn s X 0,1

max

gdzie 3600Q n, f
Laax = C

- wspdiczynnik wypeinienia (obcigzenia) kanalu komunikacyjnego (S/s)

liczba kanaiéw komunikacyjnych i-tego wezta LAN

szybkoéé transmisji w kanale komunikacyjnym (b/s)

- minimalna pojemnosé pamieci buforowsj w weztach LAN (minihostach)
niezbgdna do dokonania transferu zbioru lub jego fragmentu (b)

oraz 3600f

o T cmm—— . gdzie
max C+ tcf ;

b
n
f
c

tg = $redni czas opodznienia transferu zbioru lub jego fragmentu wynika-
jacy z przetwarzania w wezle LAN, tzn. programowej obsiugi transferu.
Szczegblowe metody wyznaczania gotowosci A;(t)przedstawione sa w
pracach [1],[2]1.

4.2. Gotowoéé do polgczenia "terminal-terminal™

Gotowoéc¢ do wykonanis ustugi typu teleks,tzn. zestawienie polaczsnia
“terminal-terminal®, odpowiada tzw. “terminal reliability", tzn. prawdo~
podobiefistwu uzyskanis polaczenia pomigdzy okredlong para wezidéw sieci
LAN.

Oznaczay przez Ei3 zdarzenie polegajgce na mozliwosci zestawienia
poiaczenia pomigdzy i-tym i j-tym wezlem sieci LAN, odpowiadajgcym
odpowiednio terminalom N, 1 N,. . .

Zatem zdarzenie Eij moze byé qkreélone nastepujaca zaleznoscia:

ey, = 1)=(3Pe = 1) .

3 13% PPy
Dla przykiadowej konfiguracji sieci z rys.9 wyrazenie okres$lajace
Eij ma postaé: :
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Eij = Nix1N1x2x3x5x6N2x7NJ . a

Agyle) =P {513‘1} * PnyP1Py, P2P3PsPePn,P7PNy
@

]

MH - minihost

Rys.9. Przykiadowa konfiguracja LAN dla usitugi “"terminal-terminal“”
Fig.9. The sample topology of LAN for terminal-terminal services

5. WNIOSKI I UWAGI KONCOWE

Przedstawiony w pracy model lokalnych sieci komputerowych z jednej-
strony ujmuje mechanizmy podstawowych usiug sieciowych umiejscowione
w architekturze warstwowej LAN (podrozdziat 2), z drygiej zas$ pozwala
oszacowaé pewne miary jekosci precy sieci pod katem realizacji usiug
takich jak: transfer zbioréw, wirtualny terminal, transfer zadahi, poczte
elektroniczng i polaczenie teleksows typu terminal-terminal.
- Miary jakosci pracy L.AN zwigzane z realizacja usiug dla uzytkownikéw
bazujace na pojeciu gotowosci sieci do wykonywania zadar i modelu przed-
stawionym w podrozdziale 3, pozwalejg nie tylko na dokonanie analizy
istniejzcego rozwiazania sieci, lecz réwniez na projektowanie LAN, rozu-
miane przy zadénej topologii sieci jako okreslenie liczby i rozmieszcze-
nie zasobéw dle uzyskania Zgdanego poziomu gotowosci LAN do realizacji

ustug sieciowych.
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MODELS AND SERVICES OF LOCAL AREA NETWORKS(LAN)

The paper presents two models of local ares networks from LAN ser-
vices point of view. The first one presents the mechanisms of file
transfer, virtual terminal, job transfer and other LAN services
according to layer architecture. The second wmodel is useful for
serviceability analysis of local arga networks. The graph G(N,X)
defined by network topology and resources allocation is adequate
for the analysis.

MOIETM 1 YCIYIW JIOKAIBHHX CETU 3BM

B cTaTre IpeNCTaBJEHO ILBE MOIEJZ JORAJBHEX ceT¥ JIBM mig peaymsarwz
ceTeBHX veCsyT. [lepRasg #omesh MOKA3HBET MEXAHW3MH DeaJm3allil CeTe-—
BHX JCJIyT KaK Tgaﬁc®ep MHOXRECTB, TpaHCHep 3amad, BUPTYAJbHHA TepME-
HaJk ¥ [Opoure, BTopas MONENE: ODUATONHA NJA AaHaJwW3a I'0TOBOCTH JIDKaJb
HHX ceT® IBM. I'padoBag Momesb GINX| ompemeseHa Tomoaaruef m pasJjoxe
HEEeM pecypcoB. (OHA ABAAETCA OOJIE3HOE IJIA TAKOIO aHAJM3a.
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WARSTWA SIECIOWA I TRANSPORTOWA
MODELU ODNIESIENIA 1IS0O/0SI - USLUGI I PROTOKOLY

N

Przedstawiono warstwg sieciowa i transportowa modelu odniesienia
ISC/0SI, ktdre tacznie realizuja transparentne i niezawodne przesy="
tanie danych pomigdzy Systemami Otwartymi, #yspecyfikowano ustugi
oferowane przez obie warstwy, funkcje, modele polaczen oraz zbiory
prymitywéw wraz z ich parametrami, Zestawiono réznice w funkcjach
elementarnych obu warstw, scharakteryzowano odpowiednie protokoty

i przedstawiono ich wzajemne powiazania,

1. WSTEP

W modelu odniesienia ISO/0SI transparentne.i niezawodne przesyila~
nie danych pomigdzy uzytkownikami koncowymi jest realizowane w warstwie
sieciowej i transportowej., Jest rzecza interesujaca pordwnanie modeli
obu warstw, oferowanych ustug i funkcjonujacych w obu warstwach proto-
koZdw jako realizatordw funkcji warstw,

I tak celem gidéwnym warstwy transportowej jest udostgpnianie war-
stwie sesji $rodkdw do przesyiania danych w sposéb optymalizujacy kosz-
ty i angazowne zasoby i jednoczesnie gwarantujgcy wymageng jakodc. iiar-
stwa transportowa jest pomostem pomiedzy jakosciz usiug dostgpnych nsa
poziomie warstwy sieciowej a jakoscia wymagang przez warstwe sesji.
flymagania co do jakosci usiug sa wyrazone przez warstwg sesji poprzez
takie paremetry jak: przepustowos$c, opdZnienie tranzytowe, resztowa
stopa bledéw, priorytet itd.

Narstwa transportowa majac do dyspozycji pewien protokél musi reali-
zowad ustugi, aby sprostaé wymaganiom co do ich jakeséci, I tak np. jeze-
1i zadana przepustowosd przekracza przepustowosc oferowang przez poje=
dyncze polaczenie sieciowe, to wtedy warstwa transpcortows dla realizacji
pojedynczego pola;zenia transportoviego wylicrzysta kilks poigczen sie-
ciowych, Mozliwa jest takze sytuecja odwrotna, tj. taka, ze na jednym

potaczeniu sieciowym - w przypadku malego ruchu i przy optymalizacji

* Instytut Cybermetyri Technicznej Politechniki Wroclawskie]
* ¥ Centrum Cbliczeniowe Politechniki WrocXawskie]
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kosztéw - zbudowanych zbstanie wiele bo%aczeﬁ transportowych. Protokél
transportowy musi umozliwiaé takie multipleksowanie "w dé%" i "w gdére~”.
Ten sam protokél dla innych wymagan jakosciowych posiada wbudowane me-
chanizmy sterowania i kontroli oraz zabezpieczaonia przed bledami,

Jest oczywiste, ze warstwie transportowej musi by¢ znana jakoéé
ustug oferowana przez potgczenie sieciowe zanim w warstwie bgdzie pod-
jeta decyzja, jakie funkcje winny by¢ wywolane nad polaczeniem siecio-
wym, Sposdéb uzyskiwania tej informacji moze byc¢ rézny, Jezeli ustugi
warstw transportowej i sieciowej sa podobne w swoich celach (pomijajac
kryterium jakoéci),to gtéwna funkcje wyrdzniajaca warstwe sieciowg jest
realizacja polaczert pomigdzy uzytkownikami konicowymi przy zastosowaniu
réznych technologii przesylania danych (np. komutacja pakietéw, komuta-
cja obwoddw), Technologia ta jest niewidoczna dla warstwy transportowej,
ktoérej warstwa sieciowa dostarcza tylko ustuge zestawiania (utrzymania)

‘rozlaczenia polaczenia zwanego sieciowym i realizowanego pomiedzy uzyt-
kownikami konhcowymi, ‘

Omawiajgc problemy obu warstw zaprezentowano W niniejszym artykule
tylko usiugi, funkcje i elementy protokoiéw dla tzw., trybu polaczenio-
wego., Tryb ten jest wystarczajacy dla przewazajacej liczby aplikacji,
lecz dla niektdrych, w sposéb naturalny lepszy wydaje sig byé tryb bez-.
potaczeniowy, Te nowe aspekty modelu opisano w punkcie koficowym opraco-
wania. W calym opracowaniu, ze wzgledu na szczuplosé miejsca, przedsta-

wiono wymieniona problematyke w sposéb niemalze hasowy, d

2. USLUGI I EUNKCJIE WARSTW

2.1, Uslugi sieciowe

Usiugi sieciowe ( US )} sa realizowane w warstwie sieciowej i udostep-
niane uzytkownikom w warstwie transportowej, US umozliwiaja transparen-
tne przesylanie danych i’ izolujg uzytkownikoéw od sposobu w jaki zasoby
komunikacyjne sa wykorzystywane, aby ten cel osiagnac., i szczegdlnodci
US zapewniaja [7]:

a ) niezaleznos¢ od medium transportowego ( US ukrywaja wszelkie rdéznice,
za wyjatkiem jakos$ci, w przesylaniu danych poprzez heterogeniczne
sieci }, :

b ) przesylznie jednostek danych usZug sieciowych ( JDUS ) pomigdzy kon-
cowymi uzytkownikami US z mozliwoséciz potwierdzern odbioru,

c ) transparentne przesylanie danych uzytkownika,

d ) wybdr/negocjowanie jakodci ustug { migdzy innymi przepustowos$c, opdi-
nienie tranzytowe, doktadnoéc, niezawodnosd) ,

e ) adresowanie uzytkownikéw US,
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W definicji ustug sieciowych nie wyrédznis sie klas. Réznice moga

istnied¢ z tego powodu, Ze niektére implementacje US r

alizuja -dodatko-

we opcje usiug takie jak:; przesyianie danych przyspieszonych i przesyia-
nie potwierdzer odbioru., Wszystkie pozostale usitugi sieciowe (tab., 1)

sa obowiazkowe; sg dostarczane przez cats warstwe sieciowa i sa zawsze

dostepne,

Tablica 1. Zestawienie sieciowych prymitywéw ustugowych i ich para-

metréw

Table 1. Summary of network service primitives and'parameters

indication |

Faza Ustuga Prymityw Parametfy
Zestawianig Zestawianie | N-CONNECT |}( Adres odbiorcy, Adres nadawcy,
PS PS request Selekcja potwierdzenia odbioru,
Selekcja danych przyspieszonych,
Zbidr parametréw jakosci ustug,
Dane uzytkownika US)
N-CONNECT {( jak dla N-CONNECT request )
indication
N-CONNECT {( Adres odbiorcy, Selekcja potwierf
response dzenia odbioru, Selekcja danych
przyspieszonych, Zbiér parametrdw
Jekosci usiug, Dane uzytkowniks
us )
N-CONNECT |( jek dla N-CONNECT response )
confirm
Przesylanig Przesylanie | N~DATA ( Dane uzytkownike US, zadanie
danych danych nor- | request potwierdzenia )
ualaych N~DATA (Dane uzytkownika US, zgdanie
indication |potwierdzenia )
' Potwierdze- [ N=DATA-ACK.] ~ ~ =~~~ -~ 777777777
nie odbioru | request
(opcja ) N-DATA-ACK, -
|~ — — — _fdndicationy = _ _ _ _ _ _ _ _ __ ____
Przesylanie | N=EXP,-DATA}( Dane uzytkownika US )
danych request ‘
przyspiesz. | N.gxp,-DATA|( Dane uzytkownika US )
(epcie) indicationy{ ]
“Zerowanie N-RESET ( Pochodzenie, Przyczyns )
' request
N-RESET ( -"- - )
indication
N=RESET -
response
N-RESET -
confirm
Rozlaczenie] Roztaczenis | N~-DISCONNECT(Pochodzenie, Przyczynes, Dane
PS PS request uzytkownika US )
N-DISCONNECT(  ="= - ===
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Dla analizy US konstruuje sig jej model. Opisuje on interakcje mie-
dzy uzytkownikami US a realizatorem US (warstwa sieciowa). Ta interak-
cja odbywa sie w dwdch punktach dostepu do uslug‘sieciowych (PDUS) przy
pomocy prymitywéw usiugowych, Prymitywy te opisujg jedynie abstrakcyj-
na reprezentacje interakcji w punktach dostepu i nie sa specyfikacja
implementacyjng. Droga miedzy tymi PDUS dostarczana przez realizatora
nosi nazwe polgczenia sieciowego ( PS).

Brak
potycrenta

Dezekinarnce
7 polniErarene \
Uzytkonmikq US

Derekiwane
na Testaniene
porgezena

2g. /[ (nd.

prcsyra
aanych

W-REIET
cfrrm

N~ EXP ~ DATA
N -DOATA
N - Dn7TA ~ACK.

reg./ ind.

Zaaome ze>
Onama onoma-
AP Orzex uryréo-
wbor U8

Rys. 1. Diagram stanéw przejsc¢ dla sekwencji prymitywéw usiugowych
w punkcie korncowym poiaczenia sieciowego

Fig. 1., State transition diagram for sequences of primitives at an
network connection endpoint

2wykle prymityw usiugowy generowany w jednym PDUS ma konsekwencje
w odlegiym PDUS, a tekZe wywoluje pewna sekwencje dziaian. Wyjatkami sa
prymitywy uslugowe zadania/wskazania, rozlaczenia i zerowania PS, ktére
moga przerwaé w dowolnej chwili inne sekwencje. Pojedynczy prymityw
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ustugowy moze zawierac parametry, Zestaw wszystkich sieciowych prymity-
wéw usltugowych wraz z parametrami oraz z podaniem usliyg, ktére mozna

wywotaé przy ich pomocy, przedstawia tablica 1.

Natomisst wszystkie mozliwe sekwencje prymitywéw usiugowych w po~
jedynczym punkcie koricowym PS ( diagram standéw) zilustrowano na rys. 1,
Nie przedstawia on jednak zaleznos$ci czasowych pomiedzy generacja odpo-
wiednich prymitywdéw ustugowych mimo, Ze takie zaleznoéci istnieja,

2,2, Ustugi transportowe
Tablica 2,

Tablica 2,

Zestawienie transportowych prymitywdw uskugowych i ich

parametrow

Summary of transport service primitives and parameters

Faza Us tuga Prymityw Parametry
Ustanawianie| Ustanawianie| T~CONNECT |[( Adres odbiorcy, Adres nadawcy], -
PT PT request Opcja danych przyspieszonych,
Jakos$¢ usiug, Dane uzytkownikal
ut ) ‘
T-CONNECT |( jak dla T-CONNECT request )
indication | :
T-CONNECT |( Jakoéé ustug, Adres odbiercy,
response Opcja danych przyspieszonych,
Dane uzytkownika UT )
T-CONNECT |(jak dla T-CONNECT response )
confirm °
Przesytanie Przesytanie T-DATA (Dane uzytkownika UT )
danych danych nor- request
malnych T-DATA (Dane uzytkownika UT )
indication
Przesytanie T-EXP,~-DATA|( Dane uzytkowniks UT )
danych przy-| request
spleszonych | y_gyp _pATA|(Dane uz
s = ytkownika UT )
(opcja) indication . !
Rozlaczenie Roztaczenie T-DISCONNECT (Dane uzytkownika UT )
request

T-DISCONNECT(Przyczyna rozlazczenia, Dane

indication

uzytkownika UT )

Warstwa transportowa dostarcza uslug transportowych (UT) uzytkowni-

kom znsjdujacym sie w warstwie sesji. UT sa realizowane przez protokéi

transportowy korzystajacy z usiug dostarczanych przez warstwg sieciowa

4
X

zapewniaja [5]):

a) wybor jakodci usiug transportowych (okreélanych przez parametry ta-
kie jak przepustowos$é, opbZnienie tranzytowe, resztowa stopa bieddw

czy prawdopodobiefistwo bkedu),



44

b ) uniezaleznienie u2ytkownikdéw UT od s$rodkéw komunikacyjnych ( techno=-
logii przesylania) warstwy sieciowej,

c ) przesytanie jednostek danych uslug transportowych (JDUT) pomiedzy
dwoma uzytkownikami UT znajdujacymi sie w koncowych systemach,

d ) transparentne przesytanie danych, ktére nie ogranicza tredci, forma-
tu 1 kodowania,ani tez nie interpretuje struktury lub znasczenia,

e ) adresowanie uzytkownikéw UT umo2liwisjace odwzorowanie adreséw UT w
adresy US.

UT definiuje sig jako interakcje pomigdzy uzytkownikami UT (warstwa
sesji ) a realizatorem UT (warstwa transportowa), ktére maja misjsce w,
dwu punktach dostepu do usiug transportowych (PDUT ), 3DUT sa przekazy~
wane miegdzy uzytkownikiem UT a realizatorem UT przy pomocy prymitywdw
ustugewych mogacych zawieraé parametry, Ustanowione zas$ powiazanie
(droga) pomiedzy dwoma u2ytkownikami UT przez warstwe transportowa do
przésylania danych nosi nazwe polgczenia transportowego { PT). Zestaw
wszystkich transportowych prymitywdw usiugowych wraz z parametrami oraz
z podaniem usitug, ktére mozna wywolaé przy ich pomocy, przedstawia ta-
blica 2. ' .

Natomiast wszystkie mozliwe sekwsencje transportowych prymitywéw
ustugowych w pojedynczym punkcie kodcowym PT zilustrowano na rys. 2.

2.3. Model polaczenia sieciowego i transportowego

Rozpatrujac model usiug sieciowych oraz usiug transpertowych mozna
wyrézni¢ model samego polgczenia. O ile wiasnodci ustug przedstawiono
we wczesdniejszych punktach, a dokladniej w pracach [S, 7], to tutaj zos-
tanie przedstawiony model poitaczenia. Mozna stwierdzic, ze modele pola=-
czenia sieciowego jak 1 polaczenia transportowego 53 W zasadzie takie
same 1 moga byé¢’ opisane wspdlnie.

Operacje w polaczeniu sieciowym/transportowym sg modelowane z pomcca
pary kolejek aczacych dwa punkty dostegpu do usiug ( POUS/PDUT). Pojedyn-
cza kolejka jest modelem przepiywu informacji w jednym kierunku {rys.3).
Kolejki sa kreowane przy zestawianiu/ustawianiu pozacverla a niszczone
przy rozigczaniu polaczenia (inicjowanego w dowolnsj chwili przez uzyt-
kownika A/B badz realizatora).

Obiekty wstawiane do kolejek przedstawia tablica 3. Jedvnymi obiek~
tami, ktére moga byc wstawiane do kolejek przez rezlizotora, sa obiskty
zerowania i rozigczania. Natomiast uzytkownik moze wstawiaé lub odbieracd
wszystkie obiekty wymienione w tablicy 3., W tym przypadku obiekty te sa
odwzorowywane z odpowiednich prymitywdw usiugowych. Dla danej warstwy
obiekty przybierajs postaé jednostek danych protokoiu tej warstwy.
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Rys. 2. Diagram stanow przejsc dla sekwencji prymitywéw usiugowych
w punkcie koficowym polaczenia transportowego

Fig. 2, State transition diagram for possible ellowed sequence of
prymitives at a transport connection endpoint

Kolejki tworzone z takich obiskiow maje nastepujgce cechy:

Sg puste w chwili kreowanis lub reaiizator moze ten stan przywrdécic,
niszczgc ich zewartoéd,
Obiekty dodane przez uzytkownika podlegaje kontroli i sterowaniu
przez realizatora, ‘ :
Obiekty sg pobierane z kolejki w odpowiedzi na zgdania drugiego uzyt-
kownika,
Obiekty sa pobierane w tej samej kolejnosci,w jakie] sg dodawane
(z wyjatkiem p. g i h).

) Kelejka ma ograniczong, lecz niskoniecznie steia lub okredlona pojem-

nosc. -

) Zarzadzanle pojemnoécig kolejki jest takie, Ze obiekty o wadze B nie

moga by¢ dodane na koniec kolejki w przypadku gdyby to uniemo2liwilto
dodanie obiektéw o wagach C, T, E, Podobnie nie moga byc dodene obiek-
ty o wagach C lub D, jeéli uniemozliwiloby to dodanie odpowiednio
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Rys., 3. Model kolejkowy poigczenia sieciowego/transportowego
Fig. 3. Quesue model of a network/transport connection

Tablica 3. Obiekty wystepujace w modelu polaczenis sieciowego
i transportowego
Table 3. The objects which may be placed in a network and trensport

connection
Typ obiektu Wystepowanie w warstwie Waga obiek-
sieciowej transportowej tu

Obiekty zestawianie/ 5 L A
ustanawiania polaczenia
Oktety danych normalnych X x
Wskaznik kofica danych x x B
JDUS/JDUT
Przyspieszone JDUS/JDUT X X C
Obiekty potwierdzeh X c
odbioru danych
Obiekty zerowania X D
Obiekty rozlaczanie X X E

obiektu o wadze D badZz E,

g ) Obiekty C mogg "przeskakiwac"™ obiskty B; obiekty D maja ta sama wias-

noéc nad obiektami B i C, a obiekty E nad obiektami B, C, D.

h) Jeéli nastgpnik jest destrukcyjny (obieskt D 1lub E), to poprzednik mo~

2ze by¢ niszczony (usuwanie obiektdw),

Istnienie cech g i h zalezy od realizatora, zachowania sie uzytkow-

nikéw i wynegocjowanych jakosci usiug. Wazna cechg polaczenia sieciowsgo
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/transportowego jest i to, ze jezeli uzytkownik w przeciagu pewnege
czasu nie pobiera obiektéw z kolejki, to realizator wykona akcje wskaza-
ne w punktach g i h.

2.4, Jakos$¢ usiug sieciowych i transportowych

Uzytkownicy US podobnis jak uzytkownicy UT maja mozliwoéc¢ wybrania
ustug o okreslonej jakoesci. Termin "jakosé usiug" zwiazany jest z cha-
rakterystykami polaczenia sieclowego/transportowego obserwowanymi mie-
dzy punktami koficowymi tego poiaczenia 1 reprezentowanymi przez zestaw
parametréw, Parametry te naleza do jednego z trzech typéw definiuja-
cych: szybko$é, dokladnodé lub niezawodno$é, Przy pomocy parametréw
uzytkownicy US/UT moga specyfikowaé swoje potrzeby a reslizatorowi us/
/UT daja podstawe do wyboru odpowiednich funkcji, s stad opcji i klas
protokotu, Parametry te moga by negocjowane tylko w fazie zestawiania/
/ustanawiania polaczenia.

2.5. Funkcje warstwy sieciowej

Warstwa sieciowa dostarcza funkcji potrzebnych do zrealizowania wy-
negocjowanych uslug sieciowych. Funkcje te sg wlasno$cia warstwy i prze-
waznie nie moga byc bezpodrednio wybierane przez uzytkownika US. Z dru-
giej strony funkcje warstwy sa reprezentowane przez elementy protokoiu
pakietowego. Do wazniejszych funkcji warstwy sieciowej zalicza sig [3]:
- zestawienie polgczenia sieciowago,

- uzgadnianie/wybdér jakosci usldg niezaleznie w obu kibrunkach'transmi-
sji,

- transparentne przesyianie JDUS z zachowaniem ich integralnosci,

- sterowanie przesylaniem danych normalnych (odbiorca wpiywa na czes-
to$é nadawania) ,

- ustawienie polaczenia sieciowego w okreslony stan ( zerowanie),

- bezwarunkowe (z mozliwoécia zniszczenia) rozilaczenie polaczenia sie-
ciowego przez obu uzytkownikéw US badZz realizatora US,

- przesylanie danych przyspieszonych (o ograniczonej diugosci jednostki
danych i poza kontrola przepiywu),

2.6. Funkcje warstwy transportowej

Warstwa transportowa podobnie jak warstwa sieciowa udostgpnia okre-
élony zestaw funkcji [3]. Uzycie tych funkcji umozliwia pbdwy2$zenie
jakodci usiug dostarczanych przez warstwe sieciowa.

Do wazniejszych funkcji zalicza sieg:
- uzgodnienie/wyb6r ustug sieciowych i funkcji uzywanych w fazie prze-
sytania danych zapewniajacych okreslona jakoséc usiug transportoyych.
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- ustanowienie poigczenis transportowego umozliwiajgce uzgodnienie pa-
rametréw, adresowanie 1 dodatkowo przesyianie danych uzytkownika UT,
~ transparentns przesvianie jednostek danych usiug transportowych z za=-
choweniem ich integralnosci,

- sterowanie przepiywem danych normalnych w pojedynczym PT,

~ odtwarzanie i resynchronizacja PT po sygnalizowanych bzgdach z wars-
twy sieciowej (w formie rozigczenia lub zerowania PS),

- multipleksowanie w gére wielu PT na jednym PS,

- multipleksowanie w dé% wiélu PS na jednym PT,

- przesyianie danych przyspieszonych o ograniczonej diugodéci i nieza-
leznie od sterowania przepiywem danych normalnych,

- bezwarunkowe {z mozliwos$cia zniszczenia) roziaczenie PT ze wskazaniem
przyczyny i mozliwoscia przekazania dodatkowej .informacji.

Niektére z tych funkcji uzywa si¢ przez caily czas istnienia polag=

‘czenia transportowego, inne za$ tylko w fazie ustanawiania PT, przesy-
tania danych badz rozieczenia PT,

2.7, Pordwnanie usiug i funkcji warstwy sieciowej i transertoweJ

Pordwnanie usiug sieciowych z usiugami transportowymi daje podstawe
do nastegpujacych wnioskédw,

Usiuga zerowania poiaczenia (wystgpujaca wérdd ustug sieciowych )
jest niszczaca i sama W sobie nie zawiera mechanizmu synchronizacji.
Jej dopeinieniem jest funkcja odtwarzania i resynchronizacji warstwy
transportowej przywracajgca stan przesyiania danych mimo bledéw sygna-
lizowanych z warstwy nizszej. W rezultacie sa maskowane bledy i utrzy-
mana jest droge przesytanis danych, Nie jest wigc potrzebna usiuga zero-
wanla transportowego.

Poniewaz warstwa transportowa zawiera z definicji funkcje niezawod-
nego dostarczania danych miedzy dwoma uzytkownikami UT, to model UT nie
przewiduje uslugi potwierdzania odbioru, jak to ma miejsce w US, Jesli
tylko potaczenie transportowe istnieje,to gwarantuje sie ich przekaza-
nie do wspéipartnera, W przeciwiefstwie do UT w US wystegpuje potwier-
dzanie odbioru, Usluga ta moZze byc wykerzystywana do eptymalizacji uzy-
cia zasobdw komunikacyjnych (bufory) oraz uproszczenia realizacji regul
sterowania przeptywem w obu warstwach.

Cechg wspdlng US i UT jest niemoznosc renegocjacji parametréw ja-
kodéci usiug w czasie trwanis polaczenia, Obie warstwy powinny wiec gwa-
rantowad utrzymanie jakosci usiug na odpowiednim poziomie przez caiy-
czas trwenia poiaczenia. Jezeli jednak nie moga utrzymacé wymaganego po-
ziomu jakosci usiug, to jest to sygnalizowane poprzez wymiang prymitywow
ustugowych roziaczenia polaczenia ze wskazaniem przyczyny niedotrzyma=-
nia jakosci i wskazaniem czy przyczyna Jest trwata czy przejséciowa,
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3. PROTOKOLY

3.1. Protokét sieciowy

Jedng z wazniejszych propozycji protokoiu sila warstwy sieciowej
jest protokét X,25/3 opracowany przez CCITT [2] jeszcze przed powsta-
niem modelu ISO/0SI, Protokél ten, z definicji interfejsowy, jest ado-
ptowany do wypeiniania funkcji protokoiu warstwowego, uzywanego pomig-
dzy dwiema stacjami sieciowymi (DTE)dla zestawiania, utrzymania i roz-
taczanis polaczenia sieciowego., W X.25/3 jest ono nazywane polaczeniem
wirtualnym, Elementy skiadowe poXaczenia sieciowego realizowanego przy
uzyciu wymienionego protokoiu zilustrowano na rys, 4,

Fhﬂﬂhflumwadvézgz___“‘\\
I A W
JrE, . A }\DC‘E,‘, /R\) “’-__"_,—ﬁ_\‘ D[':Sa,-& ----- DIEx }m

. \ o
rOTOLOT X.25/3 - Y Protolot X.25/3
ﬂ@ﬂ%&ﬂ&%&zgrthywcof /.

profobotu Seciornego

Rys. 4. Protokdél sieciowy -~ elementy skiadowe
Fig. 4. Packet protocol - composition elements

W protokole nie wyréznia sie klas, ale istnieje szeroki zestaw oncji
i udogodnien, Jednostki danych protokotu sieciowego ( JDPS) sa nazywane
pakietami, Zestawienie pakietéw przesylanych z DTE do DCE orzz z DCE dc
DTE zawiera tzblica 4.

Wszystkie JDPS generowane przez DTE zawieraja paremetry, a zwigzane
z nimi wartodéci sa otrzymywane z dwdéch irédél. Po pierwsze, z prymity-~
wéw kierowanych do PDUS lub alternatywnie wartoéci paramelrow moga po-
chodzié¢ z informacji utrzymywanych przez stacjg¢ sieciowa ( np. sekwen-
cyjny numer nadawczy i odbiorczy). Jest takze zasada, ze jesli wertodéci

to-

parametrdw protokoiu nie sa uzgodnione przez ich wymiang w JDPS, te o
miazuje wartodéci domniemane jak np. rozmiar okna nadawanie/odbioru réw-
ny 2 ezy maksymalnz diugoé¢ pola danych w pakietach DATA réwna 128 ok-
tetéw, Wazng cecha F3 zbudowanego w oparciu o X.25/3 jest wzajemna nic-
zaleznodé wiekszosci wartosci parametréw na stykach DTEA/DCEA i ETEB/
/OCEg.
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Tablica 4. Jednostki danych protcokoiu sieciowege
Table 4, Network protocol data unit

Faza Typ pakietu ‘ Usiuga
OTE —» OCE DCE ——» DTE ove | pve |
Zestawienie | CALL RECUEST INCOMING CALL X !
RS CALL ACCEPTED CALL CONNECTED X
e I s Gwe M eme G mms e ww e e e e e e S0 (U
Rozlaczenie | CLEAR REQUEST CLEAR INDICATION I ox é
_Ps | DTE CLEAR CNF, DCE CLEAR CNF, Pox
Przesytanie DTE DATA DCE DATA ? X i X
danych, DTE INTERRUPT OCE INTERRUPT ; x
przerwan DTE INTERRUPT CNF. DCE INTERRUPT CHF, i x »
i zerowanie | DTE RR BCE RR x § x|
OTE RNR DCE RNR X x
OTE REJECT - X A
RESET REQUEST RESET INDICATION i x |
DTE RESET CNF. OCE RESET CNF P % x %
Restart RESTART REQUEST RESTART INDICATION X % j
DTE RESTART CNF. OCE RESTART CNF. bosoox |
‘‘‘‘‘ i ikt el ety bl el bt Lalbad alal |
Diagnostyka - DIAGNOSTIC { i X §

3.,1.1. Fazy polaczenia sieciowego

Potagczenia sieciowe w protokole X,25/3 sa dwdch typdw, Fierwsze

z nich to polaczenia czasowe (SVC), drugie to polac

ne generacyjnie ( PVC}, Polaczenia SVC maja 3 gidwns y
tawiania, przesylania danych ( z wyrdznionymi trzema podfezami) i faze

roztaczenia. Polaczenia PGV maja tylke faze przesyZania da

o}
~
0
b

1) Faza zestawiania polaczenia sieciowegeo. W trakcie tej fazy zst ze-
LC N 3

stawiane polaczenie sieciowe pemigedzy dwoma DTE, Nastepuje ts poprzez

wymiang JIDPS z wartodciami parametréw odpowiednimi do wymaganych fun-

keji. JIDPS wymagane w tej fazie i ich sekwencje
czenia sieciowego ilustruje rys, Sa.
2 ) Faza przesyiania danych. W jej trakcie, poprze:

nie sieciowe, sa przesytane JDUS. Droga przesyian

.3 odcinkowa, Uzytkownik US dostarcza/odbiera dane do/fac reall
przez PDOUS. Realizator ( DTE nadawcze) dzieli JOUS n
{DTE odbiorczs’
malizacji przesyiania, JDUS jest zwykle transportowana w p

O

przesyla do odlegiej stecji sieciowe]j

pakietéw DATA, Dodatkowo podsiec¢ mozs dokonywalé dzlsze
lub konkatenacji pakietéw DATA,zachowujac jednak integ
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Sekwencje danych tworzace jednostke sa w protokolé X.25/3 wskazywane
przez tzw, bit M, '

W trakcie przesytania danych zardwno OCE, jak i DTE ma mozliwosé re-
gulowania intensywnodci przepiywu danych przez wbudewany w protokéi me-
chanizm okna oraz pakiety wskazywania chwilowej niegotowosci odbioru
{ RNR), DTE regulujac czestoéé odbioru pakietéw z DCE posérednio wplywa
na czestoéé ich nadawania przez nadawce. PS dla obu kierunkéw transmi-
sji zawiera blizej nieokredlona liczbe pakietéw DATA bedacych "w dro-
dze" pomiedzy dwoma DTE, Dzleje sig tak, gdyz pakiety DATA sz potwier-
dzane lokalnie (na styku DTE/DCE)., Istnieje tez w protokole X.25/3 op-
cjonalny mechanizm wymuszania potwierdzes "od kofica do korica”™ (proce-
dura D-bitu ) i w polaczeniu z procedura M-~bitu uzyskuje sie¢ w protokole
mechanizm wskazywania i potwierdzania JDUS, Pozostais dwie gléwne fun-
kcje dostepne w tej fazie to przesylanie danych przyspieszonych( pakie=
ty INTERRUPT) i zerowanie polaczenia (procedura RESET). Procedura zero-
wania, inicjowana zardwno przez DTE lub DCE, moze powodowacC utrate blii
2ej nieokreslonej liczby pakietdw DATA,ale jednoczesdnis ustawis 775 i
DCE w zdefiniowany stan. Przykladowe JDPS uzywane w tej fazie ilustruje
rys. Sb.

3 ) Faza roztaczenia polaczenia, Istniejace polaczenie sieciowe moze byc

roztaczone w sposdb uporzadkowany lub nieuporzadkowany, Pierwszy ma
miejsce wtedy, gdy obydwaj uzytkownicy US zakonczyli przesyianie swoich
danych i roziaczenie takie nie powoduje ich straty, Roziaczenie nieupo-
rzadkowane nastepuje zwykle wskutek bleddw lub niesprawnosci DTE/DCE i
moze powodowac utrate danych bedacych “"w drodze"., JDPS przenosza infor-
macje o przyczynie rozigczenia, a takze bardziej szczegdlowa informacje
zwana kodem diagnostycznym. Przyczyny roziaczenia mozns pedzielic na
dwie kategorie. Przyczyny trwale, np. rozigczenie z powodu nieznanego
adresu odbiorcy, i przejsciowg, np., roziaczenie z powodu przeciazZenia

w podsieci, Przyklad JDPS wymienionych w procedurze roziaczenia przed-

stawia rys., Sc.

3.1.2. Stany wyjatkowe pozaczen sieciowych

Protokdé1 posiada wbudowany mechanizm operowania ne wszystkich poia-~
czeniach sieciowych jednoczesnie, Jest to tzw, procedura restartu, Za=-
inicjowanie tej procedury przez DTE lub DCE powoduje destrukcyine, ti.
-zwiazane zwykle z utrata danych, roziaczenie wszystkich istniejacych na
danym styku DTE/DCE poigczen SVC oraz wyzerowanie wszystkich poigczen
PVC, Na pojedynczym styku DTE/DCE moZe sumarycznie istniec co najwyzej
4095 poiaczenn PVC i SVC, a kazde z nich jest identyfikowane przez 12-to
bitowy identyfikator (kanal logiczny). Procedura restartu jest zwykle
inicjowana w dwoch przypadkach. Po pierwsze, dla przywrécenia stanu



53

poczatkowego w DTE i DCE przy duzej liczbie “niesprawnych® polaczen, po
drugie przy inicjowaniu pracy DTE i DCE jako calosci,

W przypadku istnienia W pojedynczym PS bledéw nieusuwalnych
za pomocg procedury zerowania lub roziaczania, DCE moze przesiac do DTE
informacje diagnostyczna o charakterae takiegs stanu z pomoca pakietu
DIAGNCSTIC.

3.1.3. Typy jakosci polaczen sieciowych

Polaczenie sieciowe uzyskane z pomoca protokoiu X,25/3 jest z pun-
ktu widzenia uzytkownikdéw klasyfikowane tréjstopniowo:
typ A - potaczenie sieciowe = akceptowalna stopa biedéw przy przesyia-
niu danych i akceptowalng czgstos$cia sygnalizowanych "upadkéw™
(w postaci zerowad lub rozlaczen),
typ B - polaczenie sieciowe z akceptowalna stopa bieddéw przy przesyia-
_ niu danych i nisakceptowalna czestoscia sygnalizowanych “upad-
koéw*®,
typ C - polzczenie sieciowe z nieakceptowalna przez uzytkownika stopa
bleddw,
Nalezy zauwazyc, ze zaden z typéw A, B czy C nie me przypisanych
absolutnych wartodéci liczbowych. Jezeli polaczenie sieciowe jest dle
pewnej ustugi typu A,tc to samo polaczenie moze dla innej usitugi wyka-

zywal cechy poiaczenia typu B lub C,

3.2, Protoko: transportowy

Protokél transportowy jest realizatorem usiug transportowych, Znaj-
duje sig w warstwie transportowej i wykonuje funkcje, ktére ta warstwa
dos;arcza. diyréznia sie pieé klas protokoiu [6]:

- klasa O : klasa prosta,
-~ klasa 1 : klasa podstawowa = odtwarzaniem po bledzie,

-~ klase 2 : klasa z multipleksowanienm,
- klasa 3 : kilasa z multipleksowaniem i odtwarzaniem po blegczie,
-~ klasa 4 : klasa z wykrywanienm bieddw, odtwarzaniem, multipleksowaniem

w géreg i w doi,
Bezpodrednimi rezlizatorami protokoiu transportowego sz istnisjgce
tr

w warstwie transportowsj stacje transportowe, Stacje transportows rea-

lizuje komunikacje z uzytkownikiem UT poprzez jeden lub kilka PDUT.
Pomigdzy stacjami transportowymi wymieniane sa natomiast jednostki da-
nych protokolu transportowego (JDPT). Podzislié je mozna na dwie grupy.

Pierwsza to JDPT siuzace do przesylania danych - komunikaty danych, dru-
ga to JDPT przenoszgce informacje sterujaca - komunikaty sterujace, Ze-
stawienie wszystkich komunikatéw danych sterujascych zawiera tablica 5.
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Tablica 5. Jednostki danych protokolu‘transportowego
Table 5. Transport protocol data unit

Faza Nazwa JOPT R Wykorzystanie w klasie
of 112 3 4
Ustanawianie| CONNECTION REQUEST CR X X X % X
a CONNECTION CONFIRM, ce b x 1 =) x| x
RozZaczenie DISCONNECT REQUEST DR x X X X
PT DISCONNECT CONFIRM, oc B x | x
Przesylanie { DATA ' DT x| x b4 X %
danych DATA ACKNOWLEDGEMENT | Ak -1 x*] < x| x
EXPEDITED DATA €D -1 x® ox x
EXPEDITED DATA ACK, EA - x® L x*M x| x
REJECT RJ -1 x - X -
ERROR ER X X X X %

¥ ) JDPT nie wystepuje gdy wybrane opcje potwierdzania z warstwy sie-
ciowej i przyspieszonej drogi w warstwie sieciowej.

* o

~—

J0PT nie wystepuje gdy wybrano cpcje sterowania przepiywem w war-
etwie sieciowej.

3.2.1. Fazy polgczenia transportowego

1) Fazs ustanawiania polaczenia transportowego. Wszelkza wymiana danych

pomiedzy stacjami transportowymi moze miec¢ miejsce po uprzednim ustano-
wieniu miedzy nimi poizczenia transportowego. Ustanowienie PT wymaga
wymiany odpowiednich JOPT, tj. komunikatéw sterujacych CR i CC, Przy ich
pomocy dokonuje sie wyboru klasy i dodatkoﬁych epcji protoKoiu jak np.
rozmiaréw komunikatéw DT, numerdw referencyjnych, adresdéw uzytkownikodw
UT (stacji sesyjnych). Wybdr taki uwzglednia wymagania uzytkownikow UT,
jak 1 jekos$c dostarczanych usiug sieciowych, Po ustanowieniu PT jest
ono identyfikowane w kencowych systemach przez wewngtrzny, zalezny od
implementacii mechanizm przydzialu numerdw referencyjnych. Numer taki
pozwala uzytkownikowi UT i stacji transportowej rozréznic¢ kazde poiaczs-
nie transportowe, Sekwencje 3DPT wymagana dlz ustanowienia PV ilustruje
rys., 6z2.

¥ zaleznoéci od klasy, poiedyncze PT moze by¢ zbudowans na: pojeo-
dynczym PS, wielu PS5 {multipleksowanie w d46%), badz dzi=long wraz z in-
nymi PT na pojedynczym PS [multipleksowanie w gére .

Z o

przasyziania danvych, Dane uzytkownilka de

sportowsj poprzez POUT za dzielone na porcje i przesyi
cjami w polach danych komunikatdw OT lub ED w zaleznodgci od tego czv

maja byc przesyiane jako dane normalne lub przyspieszone. W zalezncsci
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od klasy protckoXu i/lub wybranej opcji, ich odbidr moze byc:
a) niepotwierdzony,

5) potwierdzony posrednio na podstawie potwierdzen z usiugi sxeciowej,
} potwierdzany jawnie odpowiednimi komunikatami.

0

W zaleznodéci od klasy protokolu intensywnos$é przesytania danych mo-
ze by¢ regulowana przez obie stacje transportowe z pomoca mechanizmu
kredytow,

W przypadku sygnalizowanej niesprawnosci wykorzystywanego polacze-
nis sisciowego resynchronizacje przesylania danych w polaczeniu tran-
sportowym nastepuje poprzez obustronna wymiane miedzy stacjami komuni-
katéw sterujacych R3. W klasie O i 2 resynchronizacjs jest niedostepna
a w klasie 4 przebieg tej precedury jest bardziej zlozony, Przyklad
JDPT wymienianych w tej fazie przedstawie rys, 6b, (
3)_Faza roztaczania PT, Poigczenie transportowe jest w sposéb uporzadko-

wany rozzaczone wtedy, gdy obydwaj uzytkownicy UT zakonczyli przesyia=-
nie swoich danych. Wymaga to przesiania komunikatéw sterujacych DR i DC,
¥ pewnych przypadkach PT jest reziaczane na skutek bzeddéw, Sytuacja ta-
ka ma miejsce wtedy, goy jedna ze stacji odbierze komunikat sterujacy
ER i nie jest w stanie usunaé przyczyny sygnalizowanego bZedu, WywoZy~
wana jest wéwczas procedura rozlaczania, Przykiadowe komunikaty wymie-
niene w tej fazie ilustruje rys. 6c. Szczegblowa prociedura i wymienizne
komunikaty zalezg od klasy protokoiu transportowego.

3.2.2. Typy jekosci pokaczer transportowych

W protokols %transportowym wyréznia sie procedury elementarne, ktére

ran
realizuja peszczegblne funkcje warstwy. transportowej. Procedury te de-

(ﬂ

finiujz akcj

o

zwigzene z wymiana JDPT na poZaczeniu transportowym, & w
c

e
pewnych przypsdkach i 2z wymiana prymitywdéw usiugowych sieciowych i
trensportowych, W zaleznosci od klasy protokoiu wykorzystywany jest
rézny zestew procedur elementarnych {6, 8]. W niektérych przypadkach

te sama prccedura 2lementarna moze sie réznic sposobem realizacji w za-

lasy protokoXu. Peiny ich zestaw podaje tablica 6,

leznoéci od
Klasa C reali:uje minimalny zestaw funkcji ze wszystkich klas, Ce~

cha charakterystyczna tej k vy jest tc, ze PT jest zbudowane na poje-

las
dynczym PS graz to, Zz foziagcz PS implikuje roziaczenie PT, Klasa
C winna zaten uzZzywad PS typu A

starcza bowiem $rcdkdéw odtwarza-

)
o)

o 1 jest wzbogacong klasa O.
w warsiwie siecicwe Brgdy to zorowanie lub rozlgczanis

tych picdéw P33 czyni t¢ klasg odpowiednia dle bolaczert

cisciowych typu B. Opcjonalnie w tej klasie dopuszcza sig mozliwosé
uzyskiwania potwierdzaen komunikatdéw DT z ustugi sieciowej oraz przesy-

tania danych przyspieszonych poprzez drogg Z warstwy sieciowej.



56

DaAngporrone 21y -
 fymy «sTugore

dkﬁ%b&ﬂfi?‘/wtﬂhéﬂﬁk

77a nsporrons
Ty usTugone

Zo s

7- ONNECT rog.

A;=cuuve¢7'aq£

b @

7 COVNECT +od-

cc

7- CONNECT res .

Q) USIRNANIAE POTGCIENT TranSporTonego

7 =74 reg. © é&z____‘__—-
i ."__—‘*‘i:zzzzzzzz
7-DATA rrd. _
72474 reg. 275 £3
Inill 7-DATHA ird, N
T~DATHA reg. - D73 Afq 3
7-OATH 17d. -

&) przesytane aanych

T~ DISCONNECT reg. L],ae

nc

7~ DISCONNECT sma

¢) mzlaczeme pofaczema Yransporforcgo

Rys. 6. Przyktady wymiany JDPT i transportowych prymitywow usiugo-

wych

Fig. 6. Examples of TPDUs and transport service primitives

Klasa 2 wzbogaca klase O w innym kierunku, Umoczliwia bowiem multi-~
pleksowanie wielu PT na pojedynckym PS oraz opcjonalnie realizacje zik-

tywnego sterowania przeplywem. Funkcje multipleksowania i sterowania

se

niezalezne, Przez to, ze klasa ta nie dostarcza funkcji wykrywania i

odtwarzania po biedach przeznaczona jest do stosowania na PS typu A.
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Tablica 6. Procedury elementarne klas protokoiu transportowego
Table 6. The elementary procedures of transport protocol glasses

Lp. Procedura elementarna Kisse protokoiu
g 1
i, Przyporzadkowanie polaczenia sieciowego x x
2. Przesytanie JOPT x X x % X
3. Dzielenie/laczenie jednej 3JDUT na/z kilka x X X X X
JDPT
4, Skiadanie/dzielenie kilku JDPT z/na jedna X X X X
JDUS
5.y Ustanowienie PT X X X
6, Odrzucoenie PT X X X
Ze Roztaczenie normalne x1 X X X X
8. Roztaczenie ewaryine X X
Q. Skojarzenie JOPT z PT X X x°1 x x
10. | Numerscja JDPT OT xM x| x| «x
i1, Przesyianie danych przyspieszonych xi’ X X X
12, Ponowne przyporzadkowanie poitaczenia g X X %>
sieciowego pc niesprawnosci
13, Zatrzymanie az do potwierdzenia JDPT x1’ X
14, Resynchronizacija g X X xl
15, Multipleksowanie w gdre X %
16. Jawne st=rowanie przepiywem xzfrx X
17. Suma kontrolna x>/
i8, Zamrozenie numeru referencyijnego PT X X X
1S. Retransmisis po Time-out‘cic X
20. Zestawienie sekwencyjnosci X
21, Pasywne sterowanie ¥
22, Obstuga bl§g¢w<protokolu X X X X e
23, Multipleksowanie w dok X

o
1) Procedura w tej klasie jest inna niz w pozostaiych
2) Procedura opcjonalne
x = preocedura wystepuje

Klasa 3 jest rozszerzeniem klasy 2 o funkcje umozliwia
nie po bledach typu zerowanie/roziaczanie sygnalizowanych = warstwy sie-
ciowej. Polaczenia transportowe w tej klasie mogg byc zatem budowane no
PS typu B,

Xlasa 4 jest zbudowana z wykorzystaniem najbogatszego zestawu fun-
kcji. Realizuje wszystkie funkcje klasy 3 oraz dodatkowe, ktére prze-
ciwdziataja skutkom zagubien, powielenis i braku sekwencyjnoéci w komu-~
nikatach danych Dodatkowe mozliwoéci to zabezpieczanie danych wlasng
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suma kontrolna i realizacja pojedynczego PT na wielu PS jednoczesnie,
Klasa 4 umozliwia zatem uzyskanie PT o wysokiej jakosci na polaczeniach
sieciowych réznych typéw z typem C wiacznie.

3.3. Poréwnanie cech protokoiu sieciowego i transportowego

Réznice w protokotach sieciowym i transportowym wynikaja z odmien-
noéci a zarazem dopeinia funkcji obu warstw, Sg one kategorii iloscio-
wej i jakosciowej., Ponizej, hasiowo zestawiono cechy obu protokoidw,
zachowujac podziai na funkcjonalne fazy,

Zestawianie potaczenia:
a) sieciowego: wymaga wymiany okreslonych JDPS oraz istnienia algoryt-
méw marszrutyzacji dla zestawienia drogi “od kofica do korica™ o wymaga-

nej Jjakosci usiug.

b) transportowego: wymaga wymiany okreélonych JDPT na istniejacych po-
taczeniach sieciowych ( sa one przekazywane do warstwy sieciowej jako
JDUsS). W zaleznosdci od klasy protaokoiu transportowego i wymaganej ja-
kodci usiug transportowych odwzorowanie liczby polaczeri transportowych
w sieciowe moze byé typu 141, n+l, 1len,

Przesyianie danych: »

a) w PS: transparentne, sterowanie przepiywem z pomoca mechanizmu okna
(zwykle lokalne na styku DTE/DCE), potwierdzenia lokalne lub zdalne,
znakowanie konca sekwencji danych, btedy sekwencyjnosci powoduja zero-
wanie polaczenia i utrate danych przy odtwarzaniu synchronizacji stacji
sieciowych, dane przyspieszone przesylane poza standardowym mechanizmem

sterowania przepitywem,
b) w PT: transparantne, sterowanie przeplywem (ustuga sieciowa lub wia-
sna z pomoca mechanizmu kredytu), potwierdzanie zdalne, znakowanie sek-
wencji danych, bledy sekwencyjnosci usuwane z odzyskiwaniem danych i
odtwarzaniem synchronitacji stacji transportowych, dodatkowe zabezpie-
czenia przesylania danych jak sumy kontrolne i time-out’y, dane przy-
spieszone odwzorowane w usiuge sieciowa lub wlasna droga.
Rozlaczenie polaczenia:
a) sieciowego: uporzadkowane lub nieuporzadkowane w wyniku bleddw‘(wte-
dy zwykle utrata nieokreslonej porcji danych).
b ) transportowego: uporzgdkowane (zgoda obu stacji po zakoficzeniu wymia-
ny planowanej porcji danych) lub nieuporzedkowane (bledy ),

Zaréwno rozlaczenie potaczenia sieciowego jak i transportowego, i td
uporzadkowane lub nie, moze spowodowaé utratge przesylanych danych, Me-
chanizm tej utraty wynika z cech modelu obu pokaczer, i




4, TENDENCJE ROZWOJOWE

Przedstawione w poprzednich punktach ustugi, funkcje i protokoiy
warstwy sieciowej i transportowej nie maja swojego ostatecznego ksztal-
tu. Przyczyny i kierunki zmian i uzupeinien sg wielorakie,

Po pierwsze rozwaza si¢ wzbogacenie "klasycznego®™ modelu warstwy
transportowej o dodatkowe funkcje zwigzane z szyfrowaniem, rozlicza-
niem czy tez utrzymywaniem PT przy czasowym rozlaczeniu polgczenia sie-
ciowego. Z drugiej strony istnieja tendencje ograniczenie protokoiu sie-
ciowego ( X.25/3) do opcji SYC i potwierdzer zdalnych ( ISO/DIS 8208) [1].

Nowa jakos$¢ moze takze wprowadzié urzeczywistnienie idei realizacji
potaczen w poszczegélnych warstwach modelu referencyjnego ISO/0SI na
n-krotnych potaczeniach (multi-endpoint connection)istniejgcych jedno-
czednie miedzy systemami koricowymi.

Po trzecie, pojawienie sig¢ sieci LAN, ktdére wprowadzily nowe. techno-
logie przesylania danych i swéj wiasny model, powoduje prébe rozwiniecia
modelu ISO/0SI tak, aby byl on w istocie modelem ogélnym, W chwili obec-~ -
nej wydaje sig,2e préba taka spowoduje rozszerzenie i modyfikacje usiug,
funkcji 1 protokoléw do warstwy trzeciej wtacznie [1].

Po czwarte samoistnym kierunkiem zmian wymuszonym przez aplikacje
jest wzbogacenie modelu o usiugi, funkcje i protokoity dla komunikacji
bezpotaczeniowej [4]. Opis modelu i ustug warstwy sieciowej i transpor-
towej typu bezpolaczeniowego przedstawiaja dokumenty: ISO/DIS 8348/DAD1,
ISO TC97/SC16 N1703, Realizacja tych usiug wymaga protokoidéw, ktdre sa
znacznie prostsze niz w przypadku protokotéw typu poiaczeniowego. Pier-
wowzorem protokotu bezpolaczeniowego dla warstwy transportowej jest pro-
tok61 opisany w dokumencie ISO/DP 8602, a dla warstwy sieciowej wydaje
sie nim by¢ opcje datagramowa w protokole sieciowym X,25/3. W ostatnim
okresie propozycje takiego protokoiu podano w dokumencie ISO/DIS 8473,
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THE NETWORK AND THE TRANSPORT LAYERS OF THE ISO/CSI REFERENCE MODEL -
- SERVICES AND PROTOCOLS

The Network and the Transport Layers of the IS0/03I Reference Model,
which together are responsible for transparent and reliable transfer of
the data between Open Systems, are presented in this paper. The objec-
tives of the both layers are outlined as well as services, functions,
models of connections and primitives with their parameters. Differences
between the elementary functions of these two layers are summarized,

together with descriptions of the suitable protocols and the relations-
hips between them.

CETEBO/ 4 TPAHCIIOPTHH: YPOBEH;
ITAJIOHHOA MOJEMN ISO/0SI - CEPBMC 7 IIPOTOKO/

BcTaThe IPENCTARNEHH CETeBO! X TPAHCHODTHHY ypOBHA CTANOHHOCI MOJIEIR
IS0 ,SI , KOTODHE BMECTE Deanln3yRT ODO3PAUHyD 2 Oe30TKA3HYD Ieperayy
NaqHEX MeXNy OTXpHTHME CHcTemamn., B narbHeiliiemM ODENCTABNEHH GepBAC
TDAYCIODTHOIO & CETESBOrO YDOBHA, DyHKINZA, MOASNA COEIUHEHUH i
ODIAITAROB BMECTE C UX HapaveTpaMi. [oKAZaHH Pasnuuid B AeneHT:

JyEKUASX ITHX yPOBHE! X OOPENSNEHH COOTBETCTBYONZE IDOTOKOMH.
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sieé komputerowa,
warstwa sesji,
warstwa prezentacji,
ustugi, protokoXy

Maciej STROINSKI, Jerzy WIETRZYCH™™

WARSTWA SESJI I PREZENTACJI MODELU ODNIESIERIA ISO/0SI
i - FUNKCJE, USLUGI I PROTOKOLY

# ariykule przedstawia sig¢ aktualny esten prac nad warstwsmi sesji i
prezentacji @ modelu ISO/0SI, dotyczacym wepdipracy systeméw cyfro-
wych 'w gieciach komputerowych. W zasadniczej czesci artykuiu omd=-
wionc funkoje, usiugi i protokoiy tych warstw. Nastgpnie wskazano
kierunki dalszych prac badawczych i standaryzacyjnych. W koricowej
czeséci przedstasiono przykiasdowe zastosomania protokozu sesgji i
prezentacji.

1, W3TEP

W sieciach komputerowych rozwaza sie trzy rodzaje problemdéw aynika~-
jgcych z pozaczenia niezaleznych systemdw cyfrowycn.lsa to odpowiednic
problemy dotyczgce zestosowan takich polgczen, ogdélnych regu wspdipra-
cy oraz przesyiania danych. ¥ modelu odniesienis ISC/0SI zagadnienia “c
roz¥azane sy w giedmiu Wwarstwach. Kéestie doiyczgce zastosowan rozpa-
trysans sg w warstwie aplikecji, kwestie reguZ wspdipracy w warstiie
seaji i prezentacji, kwWwestie dotyczgce przesyianiz danych w warstwach:
trangportowej, sieciowej, Zgcay logicznybh i fizycznych. W artykule
omaviane sg zagadnienis ogdlnych regut wspdipracy procesds, to jeat
funkcje, usitugl 1 protokoiy warsts prezentacji i sesfi.

Prezentowany stan ustalen odnoszgcych sie doc tych margtw jeat zgod-
ny z dokumentami ISOC z poiowy roku 1984, Na osiggnigte w tej mierze re~
zultaty ztozy4y sie wyniki wieloletnick prac prowadzonych przez crgani=-
zzcje standaryzacyjre takie jak ECM4&, CCITT i narodowe komitety norma-

[T me

lizscyjne, kitdre zgiaszaly swoje prepozycje do 1SO. Aktualne wersie
ztandardd® warstwy sesji poastaly przez poaczenie zalecenia S-62 CUITT

eletex-u 1 propozycji podane) W dokumencie ECHA=75. Pieraci-
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i1 przyjmowaly, ze poainny w

¢ terminala, irsnsferu zbicrdw
zych pfac dokonano jednak rozgraniczeniz

gyntakiyke przesyianych denych i w zwigzku 2 iym
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przesunigto te protokoly do warstwy aplikacji, pozostawiajac w warstaie
prezentacji wspdlne mechanizmy transformacji i negocjacji syntaktyk [6].

Opis kazdej z warstw przedstawia jej trzy aspekty: wykonywane @
niej funkcje, sposdéb korzystania 2z funkcji przez warstwe wyiszy, czyli
ustugl, oraz reguly wspdipracy stacji w poszczegdlnych systemach, czyli
protokét. Kwestia sposobu korzystania z us2ug stacji znajdujacej sig w
warstuwie jest wewnetrznym problemem kazdego ze wapdXpracujgcych syste-
méw, dlatego tez specyfikacje usiug traktuje sig zawsze jako definicjeg
abstrakcyjnych pojeé i obiektdéw, ktdrych implementacja moze byé dokona=
na @ dowolny sposdb. Migdzy innymi uzywa sig¢ przy tym pojecia prymitywu,
ktére oznacza elementarng operacje 2wigzang 2z przekazywaniem danych 1
sygnalizacji migdzy warst@ami.

Istota dzistalnosci standaryzacyjnej 8 omawianym zakresie jest opra-
cowanie regut pozwalajgcych na Xaczenie systeméw o rdznej budowie, po-
chodzacych od rdéznych waytwdrcée i stosujacych rézne techniki zarzgdza-
nia funkojami i przedstawiania informacji. Staje sie to moziliwe 2z
chwila, gdy systemy te stosujg te same protokoly wspéipracy w poszcze-
gdlnych warstwach modelu. Obok tak rozumianych efektéwm praktycznych,

_prace prowadzone w tym kierunku przyczyniajg sig¢ do lepszego zrozumie=-
nia niextdrych aspektdéw przedstawiania informacji w systemach cyfrowych
i synchronizacji tych systemdw.

y chwili obecnej brak jest ustaled dotyczgcych polskiej terminolo-
gii do opisu elementdw modelu odniesienia ISO/0SI, dlatego tez obok
propozycji takich okresled w dalszych opisach pozostamiono takze termi=-
ny angielskie. '

2. WARSTWA SESJI

2.1. Punkcje warstwy sesji

¥ warstaie sesji realizowane 8g funkcje umozliwiajgce zarzadzanie
wyniang danych oraz zorganizowanie i synchronizowanie dialogu, na poxg~-
czeniu sesyjnym, pomigdzy dwoma uzytkownikami sesji, tj. stacjami pre-
zentacji. Przedstawimy krétko te funkcje.

Nawnigzywanie polaozenia gesyjnego umozliwia uzytkownikom zestawienie
poaczenia sesyjnego na istniejgcym po2aczeniu transportowym. Funkcja ta
rozwazana jest tgcznie z funkcjami odwzorowania adresdw, negocjacji pa=~

" rametrdw sesji, wyboru jakosci usiug transportowych, identyfikacji poig-
czepia i przesyiania ograniczonej ilosci danych uzytkowych.

Normalna wymiana danych umozliwia uzytkownikom sgesji wymiane danych
z Wwykorzystaniem sterowania dialogiem.Z funkcja tg zsigzane moga byé
funkcje segmentacji i konkatenacji jednostek danych uszug eeéji.
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Przyspieszona wymiana danych umozliwia uzytkownikom wymiang¢ danych,
ktéra nie podlega ograniczeniom wynikajacym ze sterowania dialogiem 1lub
stercaania przepiywem.

-Zarzadzanie tokenami umozliwia uzytkownikom generowanie 2gdad i
przekazywanie atrybutu zwanego tokenem, okreslajgcego prawo do korzys-
tania z okreslonych funkcji warstwy sesji. Rozwazane sg nasiepujgce
tokeny: danych, roztgczania, synchronizacji pomocniczej, synchronizacji
gtdanej i sterowania akcjami.

Steronsnie dialogiem umozliwia uzytkownikom zgodne dziatanie w
jednym z dwu trybéw pracy: dwukierunkowym naprzemiennym, w ktérym pramo
do nadamania danych ma posiadacz tokenu danych lub dwukierunkowym rdéwno~
czesnym, W ktérym nie ma 2adnych ograniczer’ co do nadawania danych.

Synchronizacja dostamcza uzytkownikom mechanizméw synchronizacji
dialogu polegajgcych na umieszczaniu i potwierdzaniu w ciggu danych
- znacznikdw synchronizacji zwanych punktami synchronizacji. Punkty syn-
chronizacji identyfikowane sg unikalnymi w danej sesji numerami porzgd-
koaymi. Prawo uzytkoanikéw do wprowadzania takiego punktu jest sterowa=-
ne przydziatem odpowiedniego tokenu. Rozréznia sie dwa rodzaje punktdw
synchronizacji. GXdéwne punkty synchronizacji pozwalajg rozdzielié dia=-
log i przesytane dane na sutonomiczne fragmenty zwane jednostkami dig-
logowymi. Po potwierdzeniu gidéwnego punktu eynchronizécji cofniecie sie
dialogu poza ten punkt jest niemozliwe. Pomocnicze punkty synchroniza-
cji pozwalajg na okreslenie powigzan pomiedzy przesyianymi w obu kie=-
runkach ciggami danych normalnych i opcjonalnie uzyskanie irnformacji o
dotarciu tych danych do odbiorcy.

Resynchronizacja umozliwia uzytkownikom destrukcyjng zmiane synchro-
nizacji poprzez przektgczenie potaczenia gesyjnego do stanu istniejgcego
w chwili wskazanej przez punkt resynchronizacji, wigczajgc w to przy-
dziat tokendéw., Mozliwe jest takze ustawienie nowej warto$ci numeru po=
rzgdkowego dla nastepnego punkiu synchronizacji. Cofmnigcie do wskazane-~
go punktu resynchronizacji powoduje skasowasnie przesyienych danych i
restart funkcji przesytania danych, tak jakby dane wyslane po wskazanym’
punkcie resynchronizacji nie byiy nigdy nedene. Granice cofania w dia-
logu wyznacza ostatni potwierdzony gléﬁqy punkt synchronizacji.

Sterowanie akcjami uwozliwia uzytkownikom podziat dialogu na tak
zwane akcje logiczne i sterowanie nimi., Kazda akcja logiczna moze byé
rozanazana jako autcnomiczny transfer danych. Steromenie akcjami dostar~
cza uzytkownikom mechanizmdéw do identyfikacji poszczegélnych akcji
przesyiania danych, przerywanias akcji i ich odwieszania w pézZniejszym
czasie na tym samym lub nawet innym polgczeniu sesyjnym. Prawo do ko=
rzystania z tej funkcji majg uzytkownicy posibdajacy w danej chwili
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token gyrnchronizacji gidwnej i sterowania skcjami. Schemat strukturazli~

zacji dialogu przy pomocy funkcji sterowania akojami i synchronlzacal
przedstawicno na rys. 1.

Akcja logiczna

Jednostka dialogu ‘Jednostks |
N e ) . diglogu
Nawligzanie 1 Czes trwanis
potgczenisa gesji
gegyjnego Poczgtek i L Koniec
aKcji Pomccnicze Gidany gesgji
. punkty punki

synchronizacji eyanchronizacji

Rys. 1. Przykiad strukturslizacji dialogu
Fig. 1. Example of 2 sgtructured dialogue

Informowanie o stanach wyjgtkowych pozwala warstwile sesji oraz
uzytkownikom informowad o niecczekiwanych syiuacjach zaiathiakych w
trakcie wspdipracy systemd®.

Niepalezna wymiana danych umoZliwia przesianie informacji niezalez~
nie oa posiadania tokenu danych. Loze to byé 1nformacga przeznaczona

do celdéw specjalnego sterowaniag.

Wymiana danych uzgadnisnia umozliwia uzytkownikom przesianie z po=
teierdzeniem ogranlczone* ilosci danych poza chazarem aktywnosci nzyte-
xowniksa, w odniesieniu do funkcji stesrcwania aikcjami. Dane te mogg byc
wykorzystane np. do ustalenia protokolu wmyzszego poziomu i1 warunkds
rozpoczocia akcji logicznej.

2.2. Usiugi warstsy sesji

Zaproponowana przez IS0 definicja usizug sesyjnych [9] specyfikuje
prymitysy, tj. €lementarrne operacje i zdarzenia nz graniocy z aarstﬁa
prezeniacji, zwigzane z niml parametry 1 relacje pomiedzy poprswny:
gekaencjami tych prymitywdw. Zgedrie ze zbiorem funkcji omdwicnych W po-
przednie] czesci ertykuiu, usiugi warsitwy sesji pozwalajg na nasizzanie

sesy Jnego wymiang danych wraz z synchronizacjg, sterowani
logiem 1 zkcjami oraz roziaczanie poziczenia. Zbidr destepnvch uszug
ji oraz odpowiadajgce im prymitywy zestawiono @ tabeli 1. Wzajsmnych
eznoscl i reiacji pomiegdzy poszczezdlnymi typami usiug nie bedziemy
kre élO“JCP usiug @ podzbiory cherake

s

cmawia¢ z braku miejsca. Grupcwanie
t siono % dalszej czesci ariykuiu.

Q
erystyczne dla pewnych zastosowarn om
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Tabela 1. Zestawienie usiug warstwy senii
Table 1. Summary of Session Service Elemants
prymitywy typ uszugi rodzaj usiugi
S=-CONNECT potwieydzana Nawigzywanie poigczenia
S~RELEASE potaierdzana Roztgczanie potaczenia
S-U=ABORT niepotaierdzana Rozdgczanie nieuporzgadkowane
S~P=ABORT inicjowana przez
warstwe
S=DATA pniepotwierdzana Normalna wymiana danych
S=EXPEDITED=DATA niepotwierdzana Przyepieézona’wymiana danych
S=TYPED-JATA niepotwiexrdzans Niezalezna wymiana danych
S=TCKEN-GIVE niepotwierdzana Zarzgdzanie tokenami
S~-TOKEN=-PLEASE niepotwierdzansa
S=SYNC=MAJOR potwierdzana Synchronizacjs
S=3YNC-INOR potwierdzana opge.
S=-RESYNCHRONIZE potwierdzana
S=ACTIVITY-BEGIHN niepotwierdzana Zarzgdzauie akcjami
S=ACTIVITY-END poiwierdzana
S=ACTIVITY-INTERRUPT | potwierdzana
S=4CTIVITY~DISCARD potwierdzana :
S=CAPABILITY~DATA potéierdzana Wymiana dashych uzgadniania
S~U=EXCEPTION=-REPORT | niepotwierdzans Informowanie o stanach
S<~P=EXCEPTICN~-REPORT | inicjowana przez wyjgtkowych
warstue
Uwagi: 1. W przypadku usiug potwierdzanych % uzyciu sz prymitywy:
- request i confirmation po stronie inicjatora uszugi
- indication i response po stronie odpowiacdajgcej.
2. W przypadku ustug niepotwierdzanych strona inicjujacs
uzywa prymitywu request, a strona odpowiadajgca- otrzymujie
prymityw indication. °
3. ¥ przypadku usdugi inicjowane] przez'waratwe obie stirony
otrzymujg prymitywy indication od realizators usZuge.

sesji

Protokdi sesji w propozycji standardu ISC definiowany jest poprzez
abstrzicyjng Waszyng Protokoiu Sesji (MPS), ktdra realizuje procedury
tym protokole. Stacje sesji zawiera jedng lub wiecej HMPS.
¥PS komunikuje sie z uzytkownikiem sesji za posrednictwem prymitywow
usiug cmdéwionych @ rozdziale 2.2. Efektem przetwarzania komend od uzyt-
koanika oraz przyczyng ich wydawsnia przez warstwe jest wymiana komuni=-

opigywane W
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katéw protokotu sesji pomigdzy dwoma komunikujacymi sig za posrednici=-
wem potgczenia transportowego Maszyn Protokoiu Sesji. MPS skiada sig 2z
Jjednostek funkcjgnalnych utworzonych przez logiczre pogrupowanie #@ybra=-
nych funkcji keomunikaoyjnyck. Jednostki funkojonalne wprowadzonow celu
uproszczenia specyfikacji wymagaﬁ'ﬁ23tkounika podczas negecjacjl zwige—
zanej z nawigzywaniem poigczenia sesyjnego oraz dle precyzyjinege okres-
lenia wymagan przy badaniu zgodnosci implementacji proiokotu z jege
standardem. Jednostki funkcjonalne i zwigzane z nimi komunikaty proto=-
koxu zestawiono w- tabeli 2. Mogg one byé grupowane ® podzbiory okresla~
jgce pewien gpecyficzny zakres usdiug sesgji przydatny de ckreslonych
celdwn.

Podzbidér podstawowy (BCS) zawierajg te usiugi warstwy sesji, ktdre
dostarczane sg przez jadro oraz jednostki funkcjonslne obsiugujgce
tryb dwukierunkowy‘naprzemienny-i réwnoczesny. Jegt on przeznaczony 40
zagtosowan, ktdre nie wymagajg synchronizacji. ,

Podzbidr podstawowy 2z synchronizacja zawiera podzbidr podstawoasy
rozazerzony o jednostki funkcjonalne synchronizacji gidéwnsj i pomocni~
czej, resynchronizacji, rozigczania negocjowanego i nliezaleznegc prac-
sytania denych. Jeat on przeznaczony do zastosowad wymagajacych syn-
shronizacji. Podzbidr ten oznaczono angielskim skrdtem BSS.

Podzbidr podstawowy ze sterowaniem akcjami (BAS) zawiera podzbidr
podstawowy uzupetnicny o jednostki funkcjonalne stiercwania akcjami,
synchronizacji pomocniczej i informowania o stanach wyjatkowycin. Jest
on przeznaczony do obstugi zaawansowanych usZug sieci takich jai np.
Teletex CCITT.

W tabeli 2 kolumny oznaczone BCS, BSS, BAS przedstawiajg schemat
taorzenia oméwionych podzbiordw 2z jednostek funkcjonalnych Maszyny
Protokotu Sesji. Stosujgc podzbidr BAS sterowany W szczegdlny sposdh
ze apecjalnym zbiorem parametrdw mozna uzyskadé wiasciwosci S62 CCITT.

Omasiany standard zawiera takze okreSlenie gsposobu gprawdzenia
zgodnosci implementacji ze specyfikacjg protokotu i wymagania dla sys-
teméw implementujgcycen protokdéi sesji. Integralng czedcia siandardu
protokotu sesji jest jego opis za pomocy tabeli standw. Tabele te
przedstawiajg stany potgczenia sesyjnego, zdarzenia, ktdre moga @& tydh
stanach wystgpié, podejmowane w takim przypadku akcje, operacje i stany
Wyjgtkowe. ‘
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Table 2. Session Protocol Functionel Urits
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kod | nazwa komunikatu znaczenie podzbidr
BCS BSS BAS
Jadro
CN | CONWECT' Zadanie potgczenis + + +
AC | Accepr? Potwierdzenie potgczenia + o+ 4
RF REFUSE] Odrzucenie poxgczenisz + + +
FN |FINISH Zgdanie roziaczenia + + ¥
DR DISCONNECT Poiwierdzenle rozigczenia + + +
4B ABORT Zerwanie podagczenia + + +
AA | ABORT ACCEPT® Potwierdzenie. zerwania +0 40 40
T DATA TRARSFER Przeszanie danych + + +
Tryb dwukierunkxowy naprzemienny
PT PLEASE TCKENS ,Zadanie tokenu danych 0 + +
GT GIVE TOKENS Przekazanie tokenu danych 0 + +
Tryb deukierunkowy rdwnoczesny
Nie ma zwiazanych komunikatéw
1
Roztgczanle negocjowane
r NOT FINISHED Odrzucenie rczigczania 0 + -
GT GIVE TOKENS Przekazanie tokenu rozzgczania | O + -
PT PLEASE TOKENS Zgdanie tokenu rozaczanis 0 + -
Przyspieszona wymiana danych
EX |EXPEDITED DATA JDane przyspieszone 0 - -
Niezelezna wymiana danych
TD |TYFPED DATA IDane niezalezne 0 + 0
Wyniana danych uzgadniania
CD CAPABILITY DATA Dane uzgadniaria - - +
CDA |CAPABILITY DATA ACK |Potwierdzenie danych uzgadnia= | = - +
nia
Synchronizacja pomocnicz2
¥IP |(LINOR SYNC POINT Pomochniczy punkt synchroniz. - + +
MIa |FINCR SYNC ACK Potwierdzenie pomoc.pke.synch. - + +
61 |GIVE TOKENE Przekazanie tokenu synch.pomocC.| = o+ +
PT |PLEASE TOKENS Zadanie todkenu synch. pomoc. - .+
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Tabela 2. c.de.

kod nazwa komunikatu znaczenie podzbidr
BCS _BSS __BAS
Synchronizacja gidéwna
MAP | MAJOR SYNC FPOINT Gidéwny punkt synchronizacji | = + -
MAA | MAJOR SYNC ACK Potwierdzenie g%.pk.synch. - + -
PR | PREPARES> Przygotowanie drogi przysp. | = + =
GT |GIVE TOKENS Przekazanie tokenu gZ. pk. - & =
‘ . gynch.
PT | PLBASE TOKERS Zgdanie tokenu gZ.pk.synch. | = + -
Resynchronizacja B
RS |RESYNCHRONIZE Zgdanie resynchronizacji - + Y
RA RESYNCHRONIZE ACK Potwierdzenie resynchron. - + 0
PR PREPARE3 ) Przygotowanie drogi przysp. - + -
Informowanie o stanach|wyjgtkowych . |
ER EXCEPTION REPORT Zgtoszenie odstepstw przez 0 - +
realizatora usiug
ED EXCEPTION. DATA Zgitoszenie odstepstw przez 0 - +
. uzytkownika ustug
Sterowanie akcjami
43 |ACTIVITY START Rozpoczecie akcji - -+
AR |ACTIVITY RESUME Wznowienie akcji ) - = B
Al ACTIVITY INTERRUPT Zawiegzenie akcji - - +
ATA [ACTIVITY INTERRUPT ACK|Potwierdzenie zawieszenia - - +
akcji )
AD |ACTIVITY DISCARD Zaniechanie akcji - = &
ADA |ACTIVITY DISCARD ACK Potwierdzenie zaniechanis - - +
akecji
AT CPIVITY END Zakoriczenie akcji - - %
AEA [ACTIVITY ZND 4CK Potwierdzenie zakoiiczenis - - +
PR PREP4RES Przygotowanie drogi prazysp. - - +
GT |GIVE TOKENS Przekazanie tokenu ster. - = 4
akcjani
PP PLEASE TOKENS Zgdanie tokenu ster.akcjami - ~- +
GIC |GIVE TOKENS CONFIRM4 |ladenie wszystkich tokendw | -~ -
GT4 |GIVE TOKENS ACK4 Przekazanie wgzystkich - - +
|tokendw

Oznaczenia: + konieczne, +0 odbidr konieczny, transmisja ¢pcjonelna,

0 opcjonalne, - nie wymagane w tej jedrnostce funkcjonalm-
nej.
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Uwaglis 1. Wymagsna jest impliementacja: nedawania CN i1 odbioru AC/RF

iub odbioru CN i nadawania AC/RF
lub odbioru i nedawanis #gcznie.

2. Wymagana jest mozliwosé odbioru i poprawnego sykonania,
nadawanie jest opcjonalne.

3. Komunikat PR jest wymagany, jefli dla poktaczerd sesyjnych
dogtepna jest przyspieszona droge iransportowa.

4. Stosowane tylko w tyoh potgozeniach sesyjnych, w ktdrych
'wybrano sterowanie akojami, wtedy gdy akcja nie jest & toku.

. 3. WARSTWA PREZENTACJI

3.1. Punkcje warastwy prezentacji

Zadaniem warsiwy prezentacji w modelu odniesienia ISO/OSIL jest
reprezentonanie informacji przesyianej migdzy stacjami znajdujgoymi sie
w warstwie aplikacji. Granica migdzy tymi warstwami jest wyznaczona
przez oddzielenie znaczenia informacji (semantyki) , ktéra jest znana
warstwie aplikacji, od sposobu jej przedstawienia (syntektyki), ktdry
to gposdb podlega warstwie prezentacji. Warstwa prezentaoji zajmuje aie
przy tym dwoma aspektami przedstawienis informacji, tj.:
~ reprezentacja danych, ktdre sag aymieniéne miedzy stacjemi aplikacyj-

nymi,
- reprezentacjz struktur danych i operacji nad strukturami uzywanymi
podozas wspbéXxpracy stacji.

Pojeciami podstawowymi uzywanymil przy apeosflkacal usiug i protoko=-
tu prezentacji sag: abestrakcyjna syntakiyka transferu, konkretpna syntak-
tyka transferu coraz kontekat prezerntacji.

Przez abstrakcyjna syntaktyke transferu rozumie @ie zbidr definicji
typéw‘danych uzywanych przez warsiwe aplikacji, podanych @ gposdb nie-
zalezny od techniki uzywanej w warstwie prezentacji do przedstawienia
tych danych. Definicja kazdego z tych typdw danych teorzona jest przez
odwozywanie sie do typé® uznanych za pierwWotne oraz przez wakazywanie
sposobdw, w jakie sa one ze sobg &aczone: Konkreina syntaktyka transferu
Jest eposcbem przedstawienis danych usywanym przez warsiwg prezentacgl.
Kontekstem prezentacji jest natomiest 2%igzek miedzy abstrakeyjng syn-
taktyks trensferu s odpowiadajgca jej syntakiykg konkretng. Odpowied-
riosé ta jest rozumiasns & ten sposdb, ze konkreina syniakiyks jest w
stanie oﬂwvorowaé wazysitkie wiasnosci sgyntaktyki abstrakcyjnej.

W ujeciu 7SO dwie siamcje aplikacyjne mogy ze sobg wspdipracowad
ped warunkiem uzgodnienia wiedzy sobg gyntaktyki absirakcyjnej. Syn-
taktyka ta wynika z realizowanego proiokoiu aplikacyjmego. ¥ trakcie
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wspdipracy moze ona byé dynamicznie modyfikowana, co wymaga jednak
zgody obu wepdpracujacych stacji. Tek uzgodniong gyntaktyke abstrakeyj-
ng zgtasza sie warstwie prezentacji, ktéra dobiera do niej odpowiednig
syntaityke konkretng, tworzgc w ten spoadb konteksty prezentacii na obu
koricach potgczenia. W trakcie wymiany danych migdzy dwoma systemami 4
i B, w ogdélnym przypadku moga istnieé irzy syntaktyki konkreine cdwzo-
rowujace syntaktyke abstrakcyjna, tj. syntaktyka cboaigzujaca w syste-
mie A, syntaktyka obowigzujgca na drodze migdzy gystemami oraz syntake
tyka cbowigzujgca w systemie B.

¥ zwigzku z powyzszym przyjmuje sie, Ze warsiwa prezentacji reali=-
zuje trzy gidwne fumkcje:
-~ negocjacjg dostgpnych konkretnych syntskiyk transferu,
- wybdér konkretnej syntaktyki transferu do uzytku biezacego,
- transformacje wiedzy syntaktykami spotykajacymi si¢ na granicy z

warstwg eplikacji.

Punkcje negocjacji i wyboru syniaktyk transferu sg wykonywane pray uzy -
ciu protokotu prezentacji. Transformacje syntakiyk na koncach pozgcze-
nis sgq wykonywane wewngtrz stacji prezentacji i nie sg widoczne w rea-
lizowanych protokoiach. Dodatkowo ralezy wspomnied, 2e warstwa prezeun=-
tacji‘funkcjonuje xorzystajac z przedstawionych wczesniej usiug warstwy
sesji.

3.2. Ustugi warstwy prezentacji

Zestaw ustug dostarczanych przez warstse prezentacji ¥ ujeciu eks=—
pertdés ISO z maja 1984 r. B1] przedstawicno % tabell 3. Jak z tego
zestamienie widad, sktadajg sie one z uszug Swiadczonych przez warstwe
prezentacji oraz z ustug przejetych z warsiwy sesji, co dotyczy misedzy
innymi sterowania dialogiem i uporzgdko®arego likwidowania poZaczel.
owe ustugil obejmuja ustanawianie polqczeﬁ'prezentacji, ich zrywanie i
zarzadzenie kontekstami. Przegyzanie danych odbywa sig przy uzyciu usiug
przejetych z warsiwy sesji, ale dane pcdlegajg w warstwie prezentacji
okredlonym wczespniej transformacjom syntaktyk.

Tak jak i w innych warstwach, usiugl mogaz byé poiwierdzane lub nie=-
potwierdzane. W tym pierwszym przypadku W uzyciu sg cztery prymitywy:
request, ipdication, response i confirmation. W przypadku usiug nie-
potaierdzanych zastosowanie maja tylko dwa prymitywy, to jesi request
i indicaticna.

Prymitywy destepu do usiug ustenawiania 1 likwidowania poZaczern
uzywajg szeregu parametrdw, ktdre w jednym przypadku podajs adresy na=-
dawcy i odbiorcy, wykaz Zadanych syntaktyk abstrakcyjnych i zwlazacy 2
tym kontekat poczgilkowy oraz zgdana qharakter&styke potaczenia sesyjne=-
20, a w drugim przyczyne likwidacji potaczenia.

(')
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Tabela 3. Zestamienie usiug warstwy prezentacji
Table 3. Summary of Presentation Service Elements

pPrymitywy

typ ustugi

znaczenie

Udogodnienie ustanawianiaz poigczenia

P=~CONNECT

[potwierdzana

JUstanowienie poZgczenia

Udogodnienie likwidacji poZgczenie

P~-RELEASE
P=U~4BORT

P~P=ABORT

potwierdzana
niepctwierdzansg

niepotwierdzana

Likwidacja poigczenia
Zerwanie potaczenia przez
uzytkownika usug
Zeraanie potgczenia przez
realizatora usiug

Udogodnienie zarzgdzania kontekstami

P=-DEFINE~CONTEXT
P-SELECT~CONTEXT
P~DELETE~CONTEXT

potwiserdzana
pot@ierdzana
potwierdzana

Definicja kontekstu
Wybér kontekstu
Skreslenie kontekstu

Udogodrnienie przesyisnia informacji

P-TYPED=DATA
P=DATA
P-IXYEDITED=-DATA
P~-CAPABILITY=-DATA

niepotwierdzana
niepotwierdzana
niepotwierdzana
potwierdzana

Wymiana danych niezaleznych
Wymiana danych normalnych
jak w wargiwie sesji

Jjak w wargtwie sesji

Udogodnienie gterowania dialogiem

P=U~EXCEPTION~-REPORT

P-P=-EXCEPTION~REPORT

P=-TOXEN=GIVE
P-TOEEN~PLEASE
-CONTROL=-GIVE
P=-SYNC=-MINCR
P=-SYNC~-MAJOR
P-RESYNCHRORIZE
| P=ACRIVITY~-START
P=ACTIVITY~-RESUME
P=-ACTIVITY=-END
P=-ACTIVITY~-INTERRUPT
P=~ACTIVITY=-DISCARD

niepotwierdzana Wakazanie warunkdow wyjatkoaych
przez uzytkownika usiug
niepotwierdzana Wskazanie warunkdm wyjgtkowmych
przez dosterczyciela usiug
niepotwierdzansa jak w warstwie sesji
niepotwierdzane jak w wargteie gesji
niepotwierdzana jak w wargtwie sesgji
potwierdzarna opc.|jak w warstwie sesji
potwierdzana jak w warstwie gesji
potweierdzana jak w warstaie sesji
niepotwierdzana jak w warstwie sesji
niepotaierdzana jak w waratwie sesji
poitwierdzana jak w warstwie sesji
potwierdzana jek = wargtwie sesji
potwierdzana jak w warstwie sesji
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Usluga zarzadzania kontekstami citejmuje deliniowanie kontekstdw,
Aybér kontekstu do uzytku bieizgcego i ewentualne sikreslenie definigji.
Wszystkie te ustugi sg poitwierdzane, przy czym % parametrach prymity-
wéw response i confirm mozna pdkazywaé odrzucenis i ewentualnie jego
pPrzyczyng.

Szczegolnego komentarza wymaga usinga definiowania konteksiu.

Przyjmuje sie, ze we wszystkich syetemach otwariych znana jest wyrdi-
niona gyntaktyka sbstrakcyjna, uzywane @ konteksScie domniemanym’w sy=-
tuacji, gdy nie zazadano w gpogob jawny utworzenis kontekstu innego.
Syntaktykes ta jest okreélona jako sirumied bitdw, czyli symboli z alfa-
betu zawierajgcego dwa aymbole. Inne eynisktyki abstrakcyjne powinny
byé definiowane przy uzyciu specjalnie tworzonej w tym celu notscji,
noszacej naze Pierwszej Notscji Syntaktyk Abstrakcyjnych (45¥1) [1€]
i rejestrowane przez vowoiany 4o tege urzzd, kLidry begdzie nadawat im
oznaczenia uzywane poZniej W realizowanyci protokoiach. Urzzd ten be~
dzie rejestrowaz takze syntaktyki kenkretne oraz konteksty, czyli zwigz=-
i miedzy syntaktykami absiraxcyjnymi 2 konkretnyui.

Podczas korzysiania z usiugi deriniowania kontekstu prezentacji,

prymicywy regquest i indication jako jeden z parameirdw przekazujg tzw.
Listeg daaan Kontekstu Prezentacji, ktdrej slementami gg nazwy syntaktyk
abstrakcyjnych, dla ktdrych nalezy konteksi utworzydé. Strukiura tej
sist

ty jest opisana przy uzyciu notacji ASN1 i,o0gdlnie rzecz biorac,
zasiera kombinacje liniowe i1 hierarchiczne nazw syntakiyx uznanych za
podstamowe {pilerwotnych lub zarejestrowanych w podany wyzej sposdu}.
Y proiokole prezentacji zawartoid Listy Zgdand Kontekstu Prezentacji
jeat przesylana do stacji wspdipracujgce]j wrez z drugin parawceirem
neszacym nazwe Lisity Syntaktyk Trensferu. Ligta ta jeal generowana w
warsgivie prezentacji i zawiera wykaz konkreitnych ayntakityk transferu

H

mozliwych do zastosowzuia.
sirona odbierajaca komunikat rozpoczynajgcy definicwanic kontekstu

dokenuje wyboru z przedstawionych nmczliwoscl 1 przesyia cdpowieds
warazuigcy jedna z proporowanych syntakivk konkreinych. W ten spcsdh
ustalone sg «cateksty na obu koncach poigczenie. Fontekstom tym przy-
pisuje sie¢ nazwy, do ktdrych mozna sie pdiniej odwciywaé przy wyborze
kxontexstu do uzytku biezacego. Preces przekazywania prymitywdw i komus
nikatds protoxotu uiywanych podczas definionania przedstasiono na
s rysunzu 2.
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SYSTEM A . SY3TEM B

aplikacja prezentacja prezesiacja aplikacja
P--DEFINE~CONTEXT
reguest DEFINE CONTEXT
(Lista Zadan ) '1‘"“—%Nazwa Kontekstu, Lista r—DEFITL~CONTEXT

Zadar, Lista Syntaktyid— jcat
”hazwa kontekstu,

Lista Zadan)
|

P-DEFINE-CONTEXT
DEFINE CONTEXT CONFIRM response .
P-DEFINE-CONTEXT (syntaktyka wybranal—| ’ﬁazwa kontekstu)

confirm ! =
(Nazwa kontekstu') I

Rys. 2. Procedura definiowania konteketu
Fig. 2. Context definition proocedure

3.3. Protokdét prezentacji

Dostepny w chwili obecnej dokument ISO 'dotyczacy protokoiu prezen~
tacji [}ﬂ nie zawiera spdjnego przedstawienia wszystkich wystepujacych
W pim zagadnied. Odno$nie niektdérych probleméw rozwazs sig kilka mozli-
wych rozwigzand, przesuwajgc Wybdér jednego z nich na przyszie spotkania
robocze. Peane zagadnienia zostaty jednak przedstawione w sposdb pozwa=-
lajgcy na uznanie ich za rozsirzygniete. '

Podobnie jak w warstiwie sesji, zaproponowano podziai protokoiu
prezentacji na jednostki funkcjonalre. Jednostkemi tymi sg: jgdro, de=-
finiowanie kontekstdw i wybdr kontekstu do uzytku biezzcego. Jadro pro-
tokoiu powinno by¢ implementowane we wszystkich syetemach, nstomiast
kazda z pozostaiych jednostek moze byé dostepna, ale nie musi. Prazyjou-
je sie tylko, ze jesli wystepuje definiowanie kontekstdm, to wybér rda-
niez powirnien by¢ dostepny.

Jgdro protokozu zawiera komunikaty szuzgce dc nawigzywania poigczen,
ich likwidowania uporzgdkowanego i nieuporzgdkowanego (zrywania) oraz
do przesyania danych normalnych.

Definiowanie kontekstdw obejmuje komunikaty: defiriujgcy nomy kon-
tekst, potwierdzajgcy przyjecie definicji i odrzucajgcy definicje.
Dodatkowo uwzglgdniono komunikaty: skreslajacy definicjg‘kontekstu,
potwierdzajacy skreslenie definicji i odrzucajgcy skreslenie., Rozaazane
jest takze wprowadzenie komunikatu pozwalajgcego ne bardziej zzozcne
8posoby negocjowania definicji.

Jednostka funkcjonalna wyboru kentekstu do biezgcego uzytku obejmu-~
je komurnikaty: wskazujacy nowy kontekst, potwierdzajgcy wybdr, cdrzuca=-
jacy wybdr i odblokowujgcy przyspieszong droge przeayiania dla danych
w nowym kontekscie.
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Obok wymienionych wyzej jednostek funkcjonalnych protokoiu prezen=
tacji umozliwia sig takze korzystanie z usiug przejmowanych z warsiwy
sesji i zwiazanych z nimi jednostek funkcjonalnych protokoiu sesji.
Wigze sie z tym zagadnienie sposobu odwzorowania usiug warsiwy prezen=
tacji na ustugi warstwy sesji. W dokumencie ISO widoczpa jest tendencja
do transparentnego przekazywania wszystkich prymitywdw - wobec ktdrych
jest to moézliwe = przez warsiwe prezentacji. Oznacza to, 2e giacja nie
tworzy przy tym dodatkowego komunikatu nalezgcego do protokoiu prezen-
tacji.

Sa jednak'przypadki, gdy pewnych parsmetrdw zgtaszanych prymitywow
pie da sie ® ten sposdéb przekezaé, a takze przypadki, gdy stacja pre=-
zentacji wprowadze komunikety wiasne, ktdre musza korzystaé z tych
gamych ustug sesji, co warstaa aplikacji. W celu zachowania jednoznacz-
nosci wprowadza sie wdwczas unikalne kody ‘zastesowanych komunikatdw
protokozu prezsntecji.

Y sytuacjach, gdy zgieszane prymitywy zadajg rdwroczesnych usiug
warstwy prezentacji i sesji, proponuje sig technike, w ktdrej credd
paramgtrdw giuzy do utworzenis komunikatu protokofu prezentacji, prze=
sytanego w polu danych uzytkownika komunikatu sesyjnego, przencszzcego
pozostaie parametry dostarczane 7 warstwy aplikacji. Przy uzyciu tej
metody realizuje sie rdanoczesne przesyianie komunikatdw ustarawianis
i likwidowania polaczen: prezentacji i sesgji.

Petny zestaw komunikatdw, moggcych pot encjalnie syaitgpid w protoko-
le prezentacji przedstawiono w tabeli 4. Naleiy sie¢ jednak apodziswad,
ze ze wzgledu na cmawiane mozliwodcl odwzorowenia usiug, ¢zgsé z nich
bedzie zagtgpiona przez rdwnowazne komunikaty sesyjne.

bela 4. Zestawienie komunikstdw protokoiu prezentacji
atble 4, Summary of Presv“tatlon Protocol Data Units

[ " .
| kod nazvs znaczenie
k L
Jadro
£z |CONNECT PRESENTATION 7gddnie poZgczenis

CPZ|CONNECT PRESENTATION CONFIR:l|Potwierdzenie poigczenia
3

CPR|CONNECT PRISENTATION REJEZCT |Cdrzucenie polgozenia
4 RP TATICOR %“adanie rozigczenia
RPC aTICH CCNFIRM|Pctwleruzenle rozzgocsenia
ZPR |RATLEASD PRESEITATION RESECT |0drzucenie rozinczenia
ARY U::! ABLORL RELZASE Zersanie potgczenia przez uzytkownixa
SRPIPROVIOER ABNCILAL RELZEASE Zernanie poigczenia rzez reallzatora

Jsne normaline

w
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Definiowsnie konteksidw

DC |DEFINE CONTEXT Definicje kontekst

DCC |GEFINE CONTEXT CONFIRM Potwierdzen's przyjecis definicji

DCR | DEFINE CONTEXT REJECT Odrzucenie definicji

DCX | DEFINE CON’L‘EXT NEGOTIATE Negocjowanie definicji

CD |CONTEXT DELETE Zgdanie skredélenia definicji

CDC |CONTEXT DELETE CONFIRM - Potwierdzenie skreslenia definicji

CDR |CONTEXT DELETE REJECT Odrzucenie skreslenia definicji
¥ybér kontekstow - )

SC [SELECT CONTEXT Wskazanie konteksitu ao uzytku

SCC [SELECT CONTEXT CONFIRM Potwierdzenie wyboru

SCR |SELECT CORTEXT REJECT Odrzucenie wyboru

SELECT 4CK

Odblokowanie drogi przyspieszone]

Wymiana denych niezalezaych

TD |TYPED D&T4 Dane niezalezne
Wymiana danych uzgadniania
TC [CAPABILITY DATA Dane wzgadniania
TCC |CAPARILITY DATA CONFIRM Potwierdzenie danych uzgadniania
Wymiana danych przyspieszo-
nych
TE |EXPEDITED DATA Dane przyspieszone
Przekazywanie tokendw
TG |[TCKEN GIVE Przekazanie tokenu
TP |TOKEN PLEASE 7adanie tokenu
Syuchronizacja pomocnicza |
¥I |MINOR SYNCHRONIZE IWgkazsnie punktu synch.pomocnicze]j

C|MINOR SYNCHRONIZE CONFIRM

Potwierdzenie pk.synch.pomocnicze]

Synchronizacja gidwna
M&JOR SYNCHRONIZE
MAJOE SYNCHRONIZE CCNFIRM

|Wskazanie gidwnego punktu synch.
jPotwierdzenie gidwnego pk. synch.

egynchronizacja

RS |RESYNCHRORIZATION Zgtoszenie resynchronizacji
REC |RESYNCHRCONIZATION CONFIRM {Potwierdzenie resynchronizacji
Informowsanie o stanach §
wyjgtkowych |
UX |USER EXCEPTIOR |Zgtoszenie odstepsiw przez
luzytkownike :
PX 7Zgtoszenie odstepstw przez

PROVIDER EXCEPTION

dostarcz.
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Tabela 4. C.d.

rkodT nazwa = znaczenie
Sterowanie akcjami
AS |ACTIVITY START Rozpoczecie akcji
ARS |ACTIVITY RESUME viznowienie akcji
AE |ACTIVITY END  |zakodczenie akcji
AEC [ACTIVITY END CONFIRM Potwierdzenie zakoiczenia akcji
AI [ACTIVITY INTERRUPT Zawieszenie alkcji
AIC |ACTIVITY INTERRUPT CONFIRM Potawierdzenie zawieszenia akcji
AD |ACTIVITY DISCARD Zaniechanie akcji
ADC |ADTIVITY DISCARD CONFIRM Potwierdzenie zaniechania axcji

4. KIERUNKI DALSZYCH. PRAC STANDARYZACYJNYCH

Ustugi i funkcje proponowane w omawianych dokumentach ISC
tylko stosunkowo progty zbidr wymagand dla zastosowan ftypu wirtualny
terminal, transfer zbiordw, transfer zadanh, czy elekironiczna poczta,
Stad tez wraz z lepszym zdefiniowaniem ®mymagan procesdéw czastosowan,
zakres uszug i funkcji moze ulec rozszerzeniu. Przede wszystkic mcoiznz
oczekianad zmian w protokole sesji polepszajgcych jego efekiywnosd.
Chodzi tu szczegdlrnie o mecharizm synchronizacji przyv trybie pracy duu-
kierunkowej rdanoczesnej.

"~ % Warstwie prezentacji waing role odgrywa kwestia rejestracii  sne
taktyk abstrakcyjnych. Protokdx ten zawiera mechanizmy przesa%ania de=-
finicji stosowanej syntaktyki abstrakcyjnej, jednak efekiywniciszynm
srodkiem jest odwolymanie sie do syntaktyk zarecjestrosanycun. Unalnis to
towiem wiekszosd aplikacji, reﬁllzuaacych jeden protokéi od koniecznos-
ci wyxcnywania ziczZonych analiz.

Osobnym protlemem jest uwzglednienie w obu warstwach frybu b
czenlio®ego. Dotychczas rola usiug bezpoigczeniowych w warstaie geg
byia przez ekspertdéw ISO niedoceniana [S8]. W pracy [3] az
stamie analizy wymagar procesdw zastosodan, ze pozadane jest wprowa
nie ustugi typu SEND-CONFIRMED-UNIT, ktdéra powinna hvé
Jako kombinacja usiugi transportowej T=-SEND-UNIT 1 sesyjn
S=SYNC~1AJCR .«

Uszugl bezpoigczeniowe sg rdéaniez rozwazane W warstwie prsz acji
ze wzgledu-na zastosowania tych usiug w wargtwie aplikacji. Zaszdniczym
problemem wydaje sige tu bydé kwestia przedstanzeﬂ*a gyntaktyki wraz z.
danymi # ramach jednego-komunikatu.
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Dalsze kierunki badad dotyczg formalmej specyfikacji protokokdw i
ustug w obu omawianych warsiwach. Oczekuje sig, ze zastosowanie for-
malnych metod opisu, begdgcych obecnie przedmiotem prac standaryzacyj-
nych I50 [14, 15], umozliwi zweryfikowanie protokozéw i ocene ich wy-
dajnodci. Warto w itym miejscu wapomnieé, %e prace zwigzane z czgdcioug
weryfikacja protokotu sesji ECMA-75 pozwolity wykryé pewne bledy, do=-
tyczace funkcji synchronizacji [19]. Ten kierunek prac bedzie wiec
mia% duze znaczenie przb rozwszaniu protokoxdw i usiug sesji i prezen-
tacji, ’

Se ZASTOSOWAHIAiUSLUG WARSTWY SESJI I PREZENTACJI

Przedstawione mechanizmy funkcjonowania warstw sesji i prezentacji
sg przeznaczone do tworzeria przy ich uzyciu wyzej zorganizowanych
ustug wargtwy aplikacji takich jak: wiritualny terminal (VT), uszugi
przesytania,modyfikacji i dostgpu do zbiordw (FTAM), usiugl gtercwania
w gystemach rozproszonego przetwarzania (CCR) oraz inne definiowane
poza I1I80. Dla przykzadu mozna podaé, ze usituga wirtualnego terminala
daje mozlivwiosé dostepu do konceptualnego obszaru komunikacyjnego, w
kiorym wystepujg: konceptualna pamiel danych (CDS), konceptualna pa-
mied gygnaidw 1 statusdw (CSS), koncepiualnas pamieé praw dostepu (
oraz konceptualna pamieé definicji struktur danych (DSD). Dialog wir-
tualnych fterminali pelega na wprowadzaniu zmian do CCA, co pomoduje
ich przekazanie stronie wspozpracujgcej. W rzeczywsistych systemach
wgpdZpracujigcych przez tgcza iransaisji danych, konieczne jest iworze-
nie dau kopii CCA. Zgeodnos$é zavaritosci obu kopii utrzymuje HMaszyna
ProtoxoXu Wirtualnego Terminsla (VTPM) przy uzyciu pretokoiu wirtual-
nego terminalsa.

Okredlona wyzej VTP funkcjonuje dzieki omawianym ® ariykule usiu~-
gom sesji i prezentacji. Przypisuje ona niektdrym komunikatom przejmo-
wanym z tych warsitw dodatkowe znaczenie, np.: pomocniczy punkt syncaro-
nizacyjiny ma takie funkecje koordynacji aktualizacji zawartosci CCA.
Stosuje slg tu bowiem mechanizm, w mysl ktdrego wszystkie przesytane
komuniicatvy przechowywane sg w pomocniczym buforze 1 dopiero komunikst
przesytajgey pomocniczy punkti synchronizacyjny powoduje aktualizacje
przy ich uzyciu zawariosci CCA.

Ze wzgledu na nie zakonczenie prac standaryzacyjnych przedatawione

3

rotokoky nie meja dotychczasg przykiadde implementacji w rzeczywisiych

"

ot
[0]

systemach. Czynione 33 jednak prduy z elementami tych protokokdm. Zna-

zacg dla standardu warstwy sesji byia realizacja protokoiu wediug

(o]
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zalecenia S62 CCITT @ projekcie GILT. By:a to lmpelementacjs wprowadza-
jaca szereg rozszerzen i dawala ona wiele wniocskow co do potrzeb w tym
zakresie dla ekspertde IS0, Innym przykiadem moze byé realizacja
warstwy sesji we moskiej sieci OSIRIDE [4}. Obejmuje ona nastepujgce
jednostki funkcjcnalne: jadro, tryb dwukierunkowy naprzemienny i rdéwnc=-
czesny, rozigczanise uporzadkowene, synchronmizacje gidung i pomocniczg,
regynchronizacje, niezalezna wymiang danych. Pieraszym zZastogowaniem
tych uszug jest transfer zbiordw.

6. UWAGI KONCOWE

Omagwisne ®marsiwy konceniruja sig¢ na dwu rdiznych sspektsch wspdipra=-
cy systemdéw cyfromych. W wersiwie sesji rozwazare sg prcblemy dynamiki’
wymiany danych migdzy wapdbieznymi procesami, natomiaet @ warstaie
prezentacji problemy przedstawienis tych danych. Zagadnienia ‘e stano-
wig rozwinigcia na przypadek sieci komputerowej, klasycznych zagadnier
synchronizacji procesdw wspdibiesnych w systemach operacyjnych i re~
prezentacji struktur danych w jezykach programowanisa [20].

W systemach klasycznych, synchronizacje procesdw wapdibieznych rea-
lizuje sig¢ wykorzysiujac specjalizouane mechanizmy systemu operacyjnego,
czyli prazy uzyciu innej drogi niz ta, kidra przekazuje gie dane. Nato=
miast w sieciach komputerowych, informacja synchronizujgce musi byd
przekazywana przy uzyciu wspdlnej drogi przesyienias z danymi. Stad tez
zastogowane rozwiazanie problemw sSynchronizacji jest inne i polega na
uzyciu % sirumieniu danych, giéwnych i pomocniczych punktdw synchroni~
zacyjnych. Ponadto ze Wzgledu na duzy siopien rniezaleznosdci systends,
wprowadza sie mechanizmy identyfikowsnia przekazywane] informacji i
eventualnych restarté® procesu przesyiania, np. po czasowej niesprewncsd-
ci jednego z nich. Realizuje sig¢ to wykorzystujac sierowenie akcjami
logicznymi i resynchronizacjg. .

Zagadnienia rozwazane w warstwie prezentacji jeszcze raz uwyda ‘riae-
ia rcle, jaka w procesie projektowanis sysiemdéw przetwarzenia infor-
macji odsryda opisywanie danych, ich strukiur i operscji nad nimi w
kategoriach absirakcyjuych. Wysoce pozgdane jesti, aby projekty takich
systemdw tworzone byly w oderwaniu od sposcbdw kodowanis informacii w
konkretne] maszynie i wiasnosci jej urzadzen zewnetrznych. Bomiem tylko
Wiedy mczliwe bedzie wspdipraca takich systemdéw @ ranach heterogenicz-
nych sleci komputerowych. Narzegdziem ulatwiajgcym tworzenie abgtirakcyj-
nych opiséw danych i ich struktur msoie byé proponowsna przez ISC Pierve-

. 823 Notacja Syntaktyk Abstrakcyjnyeh (ASN1).
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THE SESSION AND PRESENTATION LAYERS OF THE I30/0SI REFZRENCE

MODZEL - FUNCDTIONS, SERVICES AND PROTOCOLS

In the r the 3tate of the 2rt in the area of session and pre-
sentat . laver development of OSI/RI is presented. The major
part of the paper describes the functvions,8ervices and proiocols
cf these layers. Next future rescarch and development woriks are
indiceted. Pinaily exauple implementations and the applicaiions
of session and prezentation protocols are given.
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1S0/0S| - ®VHKA, CEPBHC I IPOTOKOJH

B craThe OPENCTABISHO AKTYANHOE COCTAsAHME PAaCoT HAN yDPOBHAMU
CEaHCOBHM X MpPEICTABATEJbHHM 'STANOHHOR MOLEIR apXUTEKTYDH B3and-
MOLEHCTEES OTKDHTHX CACTEM. B OCHOBHOE 49acTR CTAaThU pedsr UIET O
PyHKUuAX, CepBACAX X IPOTOKONAX 9THX ypoBHed. Jlanple ompeneianTcs
ganpaBieH#sd NATBHEHIMAX RCCAENOBATENBCKIX 2 PasBUBALIMX DaOOT.
B.oocnenHei 4acTH 00Cy#HaeTCAd HEKOTOPHE AMIDIEMEHTIAINA U [pHMEHEHR
CeaHCOBOro #d OPeNCTABATEIBHOTO HPOTOKONOB. :



Prace Naukowe Centrum Obliczeniowégo :
Nr 3 Politechniki Wroctawskiej Nr3
Konferencje Nr1 1985

baza danych,
system rozproszony

Zygmunt MAZUR *
BAZY DANYCH W SIECIACH KOMPUTEROWYCH

Jedng z moZliwosSci wykorzystania sieci komputerowej jest utworze-
nie systemu rozproszonych baz danych. Wynika to z popytu na zdecenw
trelizowane przetwarzanie, wprowadza bardziej ekonomiczng i nieza=-
wodng obsfugg uzytkownika. W referacie dokonano przeglsdu problendw,
na jakie napotyka sig- przy projektowaniu i 1mplementowan1u systemow
wspoipracujgcych z rozproszonymi bazami danych.

1. WSTEP

W miare rozbudowy przemysiu i coraz bardziej zXozonej organizacji
przedsigbioretw przemystowych (przejawiajgcej sie m.i. W tworzeniu kom-
binatéw i przedsigbiorstw wielozak}sdowych) wystepuje niekorzystne zja-
wisko przenoszenia struktur organizacyjnych na struktury informecyjne,
polegajgca na tworzeniu "autonomicznych®™ wezidéw zbierania i uzytkowa-
ria informacji odpowiadejgcych schematowi organizacyjnemu przedsig¢bior-
stwa oraz podporzadkowanych interesom poszczegdlnych komdérek organiza-
cyjnych. Stgd dezintegracja systemu informacyjnego powodujgca spadsk
zaufania do informacji, zbieranej wedZug rdéznych metod, opdznionej i
czesto znieksztatconej. Jakosé systemu informacyjnego powinna byé oce=-
nianae nie tylko w aspekcie sprawnosci .przetwarzania danych, lecz rdw-
niez cbiegu informacji, Istotne znaczenie w tym wzgledzie ma wigc sprac-
ny ukzed xgoznosci, kidrego giéwnym elementem moize siaé sie siedé komp.~-
18T OWE. ‘

Dla uzytkownikdw systemow baz danych w gieci komputerowej najwai=
niejmzy jest tatwy i szybki dostep do danych w rdiznych wgzzach,“ﬁbdej—
mowanie trafnych decyzji oraz niezawodnos$é systemu i zabezpieczeunis
przéd rieupowaznionym dostepem do danych. Czynniki te w pozgczeniu ze
zwiekszajgcym sig obecnie geograficznym rozproszeniem bezposrednich
uzytkownikdéw w obrebie jednej lub wielu instytucji powoduje, 2e rozwc]
techniki przetwarzania danych i organizacji zarzgdzanias zmierza roéwniez
w kierunku rozproszenia funkcji zapamigtywania i przetwarzania danyche.

* Centrum Obliczeniowe Politechniki WrocXawskiej
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Uwzgleduiajgc powyzsze realia, szybki spadek jednostkochh kogztdw
przetwarzania oraz rozwdj sieci komputerowych stanowis argumenty po=
twierdzajgce celowosé dalszego rozwoju koncepcji przetwarzania rozpros=
82Z0neg0. )

Z drugiej atrohy budujgec sieci komputerows nalezy mied przede
wozystkim na uwadze ich zastosowania, bowiem istnienie samej sieci bez
oprogramowania mozna pordwnaé do komputera bez oprogramowania. Tak jak
poprzez system komputerowy rozumiemy sprzgt + oprogramowanie, podcbnie
poprzez sieé komputerowg nalezy rozumieé sprzet, igcze komunikacyjne
+ oprogramowanis. Z tak prostej definicji sieci wynika potrzeba prowa-
dzenis prac nie tylko nad budowg samej sieci,ale takZe jej oprogramowa=-
niem. Podobnie jak z komputerami, im bogatsze bgdzie oprogramowanie
podsta&owe i uzytkowe, tym wieksza bedg moiliwoéci wykorzystania sieci
komputerowej w praktyce.

Podstawowg grupe uzytkownikdw sieci komputerowej beds stanowié oso-
by pragngce korzystaé z rdznych zasobdw programowych, zbiordw danych
przechowywanych w rdznych komputerach w siecie. .

Sieé komputerowa pozwala na nawigzywanie Zgcznosci i kemunikowaunis
gie pomiedzy rdéznymi komputerami. Z praktyki wiademo, %Ze wigkszosSé low=
kalanych zaschdw programowych i baz danych byta tworzona niezaleinie od
siebie. PowstawaZo oprogramowanie rdznorcdne pod wzglgdem organizacyje
nym i metod eksploatacji lokalnych baz danych.

"Globalny"™ uzytkownik sieci komputerowej korzysitajacy z poastawo-
wych funkcji (np. tramsfer gbioru, iransfer zadan) napotyka ne wiele
trudnodci, musi wiedzieé "gdzis cc jest", w jaki sposdb korzysta
kalnych zasobdw i jak przetwarzaé uzyskans z nich informacje. Widad
8t3d potrzebg istnienia takiego’oprogramowania, ktdre znacznie uratwi-
foby wykorzystanie baz danych w sisciach kompuferowych.

el
[¥]
fom
{9
L

H

2. CZ¥YM JEST ROZPROSZCRA BAZA DANYCH

Poczatkowo SZBD gkXadaty sig z programdéw zarzgdzania zbiorami dew-
nych z niswielks liczbg innych urzgdzed programcwyche. Niesiety, do dziw
siaj w praktyce wykorzystywanych jest wiele sysftemdw inforumat: ;
zbudowanych w oparciu o iradycyjne metody, w ktdrych programy
8g czesto zalezne od zmian w urzgdzeniach pamigciowych orsz od
nia do pamistanych danych nowych pdél i powigzan. Wykorzysiaaie

gysteméw w przeiwarzaniu rozproszonym przez réinych usytkownikdy
bedzie wymagaio dodatkowego oprogramowania.

Gromadzenie i przetwarzanie informacji pochodzgcych z rdZnych 4rl-
dez i udostepnianie ich wislu uzytkownikom oraz reprezentacja ziozonych
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struktur denych w postaci wielu plikéw danych prowadzi rdéwniez do po~
waznych trudnosci w utrzymaniu logicznsj spéjnosei dr yehe Rosngce znaw
‘czanie oraz wielkosé i stopierl zZozonodci siruktur zascbéw danych
wspdiczesnych systemdéw informaiycznych spowodowaly powstenie specjalisg~
tycznego oprogramowania, ktérego podstawgwg funkejg jest zarzgdzanie
tymi zasobami,

Takim oprogramowaniem sg wspdiczesnie eksploatowane uniwersalne gyste-
my zarzgdzania bazg danyche. Wspdlng cechg wszystkich tych systemdw jest
mozliwo$é opisu powigzafi poszczegdlanych elementdéw danych w sposéb nie=
zalezny od zapisu na nodnikech urzgdzeid pamieci zewngtrznych. Taki opis
gtruktury danych nazywamy logicznym modelem danych. Podstawowym celem
opisu logicznego modelu danych jest zebranie wszystkich istotnych ine
formacji o strukturze i trefci czgdci Swiata rzeczywistego objetego
projektowang bazg denych. .

W ramach wspéZczesnych uniwsersalnych SZBD dostepne sg trzy'rééne
logiczne modele danych, & misnowicie: sieciowy, hierarchiczny i rela-
cyjny. Kazdy z tych modeli danych charakteryzuje sie odmiennym podejsS=
ciem do opisu struktur danych, zawiera rdéZne ograniczenis w zakresie
budowania tych struktur oraz dostepu do danyche.

Sieciowy model danych jest strukturg, w kidrej kazda jednostka,
ralezgca do okredlonej klasy jednoetsk, moze jednoczesnie uczestniczyé
w wielu powigzaniach jednostek nalezgcych do tej samej lub rdznych
kles powigzael jednostek, wystepujac w roli nadrzednej ( wrasciciel) lub
roli podrzednej ( czonek). W Polsce najbardziej rozpowszechnionym SZBD,
eksploatowanym na kcmputerach Jednolitego Systemu, jest system RODAN
bedgcy implementecjg raportdéw Komitetu CODASYL.

Hierarchiczny model danych jest strukturg, w kidrej kazda jednosti=
ka zwanaz segmentem, nalezgca do okreslonej klasy jednostek, mczs ucze~
stniczyé w roli podrzednej w co najwyZej jednym powigzaniu jednostek,

a w roli nadrzednei w dowolnej liczbie tekich powigzad (struktura drze-
wiasta) « Klasycznym przykadem SZBD opartego na hierarchicznym modelu
danych jest system HADES (implementacja systemu ns).

Relacyjng strukiture danych rozpatruje eig jako zbidr tablic repre=~
zentujgcych w tej strukturze danych relacje. Kazdy wiersz tablicy odpo-
wigde kroice relacji. Do najbardziej zuanych systemdéw relacyjnych nale-
35 systemy: System = R, Query by Example. SZBD ROLAN dopuszcza rela~
cyjny model danych jako logiczng strukturg danych uzytkownikdéw kodcoe
wychs

¥ prawie wszystkich badaniach ned systemami rozproszonymi stosowa=
ny jesi rslacyjny model danych i zwigzany z nim jgzyk manipulowania da=
nymi. Totez znajcmosé systemdéw relacyjnych i doswiadczenis w posiugiwa=-
niu si¢ nimi bardzo przydaje sig, przy przejsciu do systeméw rozproszo-
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nych. Godne uwagi jest, ze zespdx roboczy w ramach DBTG zajmujgcy sie '
rozproszonymi systemami baz danych, posituguje sig rdéwniez modelami ree
lacyjnymi.Lecz czym jest prawdziwy system rozproszonych baz danych ?
Definicja zalezy od punktu widzenis obserwatora. Z punktu widzenia u-
z2ytkownika koricowego, system rozproszony dziaza jak jedncsiedzibowy
system bazy danych, Uzytkownik koricowy nie powinien ani zdawadé sobie
sprawy z miejsca przetwarzania 1 przechowywania danych, ani umisé je
wskazad. Natomiast z punktu widzenia projektowania systemu nalezy uwa-
3aé system za rozproszony, gdy wszystkie decyzje co do miejsca przetwa-
rzania i przechowywania podejmowane sg przez sam systemePowyzsza defi-
nicja jest definicjg sytuacji idealnej.

W dalszej czg¢sci referatu dokouamy przeglgdu problemdw, na jakie
napotyka sie przy projektowaniu systemdéw rozproszonych baz danyche.
Problemy wspdéipracy pomiedzy rozproszonymi i hetercgenicznymi bazami
danych nie zostaly jeszcze w peini do konca rozwigzane.

Systemy rozproszonych baz danych (SRBD) znacznie utatwiajg przetwa-
rzanie danych nalezgcych do wielu heterogenicznych lokalnych bat danych

(rys.1) .
Globalny Globalny
uzytkownik \ / uzytkownik
SRBD
Lokelny Lokalny
uzytkownik uzytkownik
| |
Baza Baza Baza
danych danych danych

Lokalny
uzytkownik

Rys.1. System rozproszonych baz danych pokazujacy
hierarchiczne powigzania

Pig.1. A distributed database showing the hierar-
chical relationship N
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Bazy denych zwane wezlami sg czgsto, lecz nie zawsze, geograficznie
rozproszone w roéznych oérodkach obliczeniowych poZsczonych siecig kom=
puterowg. Jako alternatywe do geograficznego rozproszenia mozna rozwa-
zaé przypadek, w ktdrym bazy danych umieszczone sg w tej samej meszynic.

Zasadniczym problemem w rozproszonych bazach danych jest znalezie-
nie udogodniend w przetwarzaniu danych nalezgcych do réinych basz danych,
niezaleznie od postaci pokgczehd pomiedzy weztami.

Ponadto nalezy uwzgledniaé dwie grupy uzytkownikdw:
= globalnych vzytkownikdw, przetwarzajgcych dane nalezgce do rézaycl

baz danych pod kontrols Systemu Zarzgdzania Rozproszonymi Bazami La-
nych ( SZRBD),

-~ lokalnych uzytkownikdw, przetwarzajgcych dane w poszczegdluych weztach
pod kontrolg Lokalnych Systeméw Zarzgdzania Bazami Danych ( LSZBD), nie-
zainteresowanych w istnieniu SZRBD.

Termin, globalny schemat, uzywany jest do okreslenia logicznego o=
pisu danych w SZRBD i odpowiednio termin, lokalny schemat, do opisu da-
nych w LSZBD.

Gxéwne problemy wystepujgce w SRBD w pordwnaniu zs zwykiymi syste~-
mami baz danych to:

- gterowanie wielopoziomowe,

réznorodnosé wezxdw,
- ulatwienia uzytkownikom dostgpu do lokalnych baz danych,
- prywatncs$é, integralnos$é, niezawodnosé danych.
Te problemy sg Scisle powigzane ze sobg i podamy krdétkg ich chara-
kterystyke.

3. STEROWANIE WIELOPOZIOMCWE

W systemach rozproszonych baz danych mamy do czyrienia 2z dwupozio-
mowym sterowaniem globalnym i lokalnym. Globalne sterowanie moze oy¢é:
a) scentralizowane: wszystkie globalne operacje sg kontrolowane przez
centralny komputer, co zmniejsza stabilnosé systemu, poniewaz zatamanie
“"centrali" paralizuje cazy system rozproszpnych baz danych. Z drugie]
gtrony sterowanie scentralizowane uraiwia zachowanie zgodnoSci bazy da-
nych.

b) zdecentralizowane: kaszdy wezek posiada kopie SZRBD, kazdy wezetl
nadzoruje transakcje globalne z nim zwigzane (rys.2) . System taki jeow
bardziéj stabilny, poniewaz zatamenie pojedynczego wezia nie paralizuje
carego systemu rozproszouych beaz danych. Pomimo %Ze przy sterowaniu zde=
centralizowanyﬁ zachowanie 2zgodnoSci bazy danych jest trudniejsze w re-
alizacji niz w przypedku (a), to w aktualnych impleméntacjach prefaruje
sie sterowanie zdecentralizowane.
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Globalny ; ’ : Glokalny
viytkownik | SERED AR | uzytkownik
roteomuik [ Lasn LSZED \“\N‘uiggigﬁgik

uzytkownik
l f

'
Tokalny SZRED L [ Globalny |
uZytkownik'\\\\\ uzytkownik

LSZBD e
&

Rys.2. Rozproszona baza danych ze zdeceniralizowanym
sterowaniem
FPig.2. Distributed d=tabase with decentralized control

~ Ze zdecentralizowanym sierowaniem wigzg sie zagadnienis przechowa-
nia rozproszonych kariotek/stownikdw. Sg dwie mozliwosci:

a) w kazdym wezZle istnieje kopia centralnego sZownika,

b} wiele sZownikdw =~ kezdy zawiera podzbidr zbiocru wézystk;ch infor=
macji{niekoniecznie rozgcznych) w cdpowiednim wgéle.?rzechowyﬁanie
gxcwnikdw moze byé bardzo kosztowne.

Autonomia wezidw w gystemach rozproszonych baz danych moze sig
znmcznie zmieniad. We wszystkich systemach rozproszonych baz danych lo=
kalne systemy zarzgdzania bazami danych konirolujg sktywnosé kazdego
wgzia, same wezly jednakze nie muszg miel peZnej autonomii, np. w nie~
ktdrych SZRBD dozwolone sg tylke transakcje globalne { ¥zn. czysto lokale
ns transakcje sg traktowsne jak globalne), podczes gdy w inanych systew
mach kazdy we¢zex jest w peYni autonomiczny, poeiada wyigcznie lokalnych
usytkownikdw, kitdrzy nie muszg by¢ Swiadomi istnienia SZRBD.

W niektdrych architsktiurach systemdw wezystikie dane nsleig do roz-
proszousj bazy danych, w irnnych wezystkie dane nalessg do wezia, GO pow
zwala na udostgpnianie tylko czedci danych wezla rozproszoneg] bazie
danych. W drugim przypadku wezeX moze mied prawo do wycofania swoich
danych 1lub do okreslenia. kic i w jakim celu moie uisywaé danych, Jedsn
wezet moze aczyé kilka SRBD.
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4. HETEROGENICZNOSE WEZLOW

Rozproszone bazy danych sg czgsto klasyfikowane jako homogeniczne
lub hoterogeniczns:

a) Homegeniczne, ktdre zakiadajg ideutycznos$é modeli danych we
wazystkich wegzach. Rozproszons bazy danych sg W peini homogeniczne, je-
S1li weszystkie lokelns bazy danych sg pamigtane w komputerach tegec same-
go typu, w przeciwnym przypadku sg one czgsSciowo homogeniczne.

b) Hetsrcgeniczne, ktdére zak¥adajg rdznorodnosdé typéw modeli danyeh
(relacyjne, hierarchiczne, sieciowe) w wezXache Problem konwersji da-
aych pomigdzy niekompatybilnymi modelami i potrzeba zachowania prywatw
wosci i integrelnosci modelu czyni takie systemy bardzo zZozonymie.

Nawet W peXnynm homogenicznym systemie wystgpujg problemy konwersji,
npe w jsdnym weZle mogg byé uzywane km,2 w innym mile jako jednostki
miary dfugosci lub w jednym wgile mogg byé podane tylko zarobki netto,
w drugim brutto i z podatkami ( lecz zarobki nie netdo) itp. Tego typu
obliczenia mogs byé wykonane na rdinym sprzecie i pod réinymi systemas=
mi operacyjnymi. Ponadto pewne komputery mogg przedstewiaé dane w ko=
dzis ASCII & inns EBCDIC. Moze takie wystepowad rdznica w diugcsodl
sxow, numerycznej dokradnogei itp. Tego typu problemy konwersacji czgsto
pogarszajg integralneéé nawet jednorednych baz danych, takich jak dwie
gicciowe, Codasylowskie bazy danyche 2 najbardziej ziozonymi przypadka=
i heterogenicznych systemdw mamy do czynisnia wtedy, gdy wystepujg do=-
datkows problemy konwersji:

a) Konwersja strukiur danych:

Poniewez w heterogenicznym systemie lokalnym modele danych w we =~
zkach sg roéZne, w przetwarzaniu rozproszonym zachodzi keniecznosé za -
miany ich na pewns wspllng postad. Zwykle w praktyce trzeba zdefinio-
waé standardowy lub kanoniczny model denych, najczgsciej przedstawiany
jake globalny schemet logicgnego opisu bazy. W przypedku nieobecnosci
tvych shapdardowych form potrzeoa WX(W-1) translatorow przoksz»alcaaa-

2]

ianycn wystarcze 24N translatordéw
gtandard —» weze, wezeX —- sian=

w3j wiesny rodzaj ochrony prywatnos-
zamizniony na postaé akceptowalng
st to trudne do zrealizowania.

;‘»‘
3
0
&
|5
o
)

W giohal
C) Konwersja uLomond:
W hsterogeniczaych systemach globalny Jeazyk transakcji bgdzie naj-
prawdopodobniej rézny od jego lokalnych odpowiednikéw. W przypadku,
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gdy globelnym modelem danych jeat model relacyjay i jednym z lokalnycio
modeli danych jest model sieciowy (CODASYLLto wiady nie tylko rslacyj=
ne komendy jezyka manipulacji danymi (JMD) musza byé interprstowane na
sieciowy JMD CODASYL, ales "kcdasylowskie™ komuunikaty o bZgdach muagzg
byé w peinym znaczeniu zwrotnie przesiane deo prograsmu globalnege uizyte
kownika. 7

5. DOSTEP DO LOKALNYCH BAZ DANYCH

Globalny uzytkownik powienien mieé mozliwo3é sformulowania swojej.
transakcji, uwzgledniajgcej rozproszong bazg danych jako pojedynczg bae
z¢ danychy bez potrzebdy okreslenia miejsca, gdzie przechowywane sg intew
resujgce go dane. To ulatwisnie znane jest jako transparentnosé danyche.
W systemach rozproszonych baz danych, ubogich w uatwienia dostgpu do
lokalnych baz danych (rys.3s)globalny uzytkownik musi pisaé programy
zawlierajgce oddzielnie transakcje do kazdego wg¢zia w odpowisdnim lokal=
nym jezyku i eitrzymane wyniki poXgczyé w swoim programie. Choé aystemy
te czasem zdaje w prakiyce asgzamin ,83 one w niekitdrych przypadkach zZe
z punktu widzenia niezaleznosdci od rozproszenia.Uzytkownik Swiadomy roz-~
proszenia danych lub miejsca przetwarzania danych, uwzglednia tg¢ Swia-
domos$é = czasem mimo woli -~ w swoich programach w taki sposdb, by pod~
niesé wydajnosS¢ lub skrdcié czas odpowiedzi systemu. Takie postepowanie
prowadzi do sytuacji, w ktdrej prawie niemozliwa staje si¢ zmisne siru=~
ktury, tzn. przemieszczenie elementdw bezy danyche.

W drugim skrajnym przypadku uzytkownik moze mieé dostep do global=
nago jezyka manipulacji danymi, poiwalajqcego traktowaé rozproszons ba=
zy danych jako pojedyncze bazy 2z pelné transparentnoscig (rys.BcL licz=
na rozwazaé takze przypadki poérednie(rye.Bb), w ktérych usytkownik
wmote usywaé odpowiednich jezykéw i formutowaé pojedyncze transakcje ( npe
pojedyncze pytania) dla wszystkich zgdanych danych, lecz moZe byé czg~
sto zmuszony do kisrowania sie do kenkretnych lokalnych wgzidw.

Propozycja (a) jest Yatwiejszg de implementacji, jednak wielu sks=
pertéw nie uznaje jej za rozproszons bazg danych. Prepozycja (c) wyma~-
ga globalnego schematu opisujacego wszystkie dane w rozproszonej bazie
danych, jest bardzisj zXoZona, szczegdlnie w heterogeniczuym sysiemie
i znacznie drozsza w implementacji niz przypadek (b)) .

Dla sprawnego przetwarzania czesto pozgdane jest opiymalne rozdzie-
lenie danych i rozproszenie ich (z ewentualnymi powtérzeniami) w wez~
tach. W rozproszonych bazach denych stosuje sig dwa rodzaje podziaizu
rekorddw tego samege typu: ‘ . )

&) pionowy =~ rekord jest dzielony na podrekordy, zawiaréjqce dane
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Transakcja Transakcja -TransaLéja
globalna globalna L globalna
Spojrzenie Spojrzenie Spojrzenie

nie - czesciowo w peini
transparentne transparentne transparentne
<. -
. | o —==-= '

3 L - | D
FEE ®HEE &)
C J
(a) (b) (c)

Rys.3. Rodzaje transparentnosci danych
Pig.3. Transparency spectrum

elementarns rekordu wyjsSciowego,

b) roziomy -~ rekordy sg dzieslone na grupy.

Obydwa te podziaty mogg wystepowaé Zgcznie.

Fragmenty rekorddw, bgdgce wynikiem podziszdéw, megg byé rezproszone
w rdznych weztach bazy.

' Przetwarzanie globalnych trensakcji wymaga co najmniej Jjednege je-
zyka uzytkowego, ktéry jest grozumiaty via konwersja komend we wazysi-
kich weztach., Zaznaczajg si¢ w tej dziedzinie dwieltendencje: albo roz~
budowa istniejgcego jezyka przez uzupeinienie go funkcjami dotyczgcymi
bezy danych, albo opracowanie zupeinie nowego jezyka. NajczesSciej sto-
gsowana rozbudowa jgzyke daje w wyniku jezyk programowania uzytkowego,
ktéry z punktu widzenia konstrukcji jest niezbyt dobry. Gkéwnym proble~
msm przy rozbudowie istniejacego jezyka jest maZa pedatnosSé pierwotuego
jezyka na wigczenie de niege modelu danych i gwigzanych z nim insfruie
cji manipulowania danymi. Tendencjg w dziedzinie nowych jezykdéw progra-
wnowania uzytkowego opartege ne bazie danych jest wigczenie do jegzyka
funkcji o wysokiej mocy zapewniajgcych tatwosSé zardwne manipulacji da~
nyni, jak i definiowania baz danych. Wigkszosé tych nowych jezykéw to po-
chodre jezyka programowania Pascal.

Globalne transakcje uzytkownika sg rozkiadane przez SZRBD na opiy~
zalne podtransakcje, jedna podtransakcja do kazdege wgzie, uwzglednia-
gg recundancje danych. Celem tych operacji jest redukoja cazkowitsgo ko-
sztu wykonania, wXgczajac to w koszt teletransmisji.

m cu.
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RozkZad globalnej transakcji uzytkewnika ( dekempozycja vytania) na
podtransakcje de kazdege wezla zilusirujemy ne prestym przyktadzie.

-

ZaYézmy, %e w trzech wezitach rozpreszonej bazy danych mamy zdefi-
niowane nastepujgce relacje:
wezel A: PRACOWNIK ( D# , NAZWISKO, z#, PiEC, ZAROBEK)

wezel B: ZAKEAD( Z# , MIASTO)
wezet C: CzESC (C# , NAZWA, MASA, KOLCR), PROD = CZESCI(C # , Z #)

oraz glebalnege uzytkewnika w weile A systemu rezpreszcnych baz danych
interesujg "NAZWISKA I ZAROBKI WSZYSTKICH MPZCZYZN PRODUKUJACYCH WE

WROCBAWIU CZEéCI W KOLORZE BIALYM". Pytanie uzytkownika wyrazZone w jeg~
zyku cpartym na algebrze relacji zostanie przedstawiene w gystemie, w

postaci drzewa pytania (rys.4),

project
join NAZWISKO,ZAROBKI

join select

SN T

project  select PRACOWNIK  PLEC='M'

N

join Z# ZAKLAD MIASTO= 'W-w'

[T~

project  PROD-CZBSCT

AN

select C#

T

ZES¢  KOLOR= Biaky’'

Rys.4. Drzewo pytania
Fig.4. Query tree

7z danych; aby

Jakie problemy mugi rozwigzad system rozprogzonych »as
daé odpowiedz uzytkownikowi na jego pytanie, SRBD koxzystic ajac
wego katalogu, W ktdrym pamig¢tane sg informecje o rozmiescczs
cji w lokalnych weztach, okresla:

-~ miejsce wykonania opsratordw,
- maksima lokalnych poddrzew, ktdére mejg byé przestane dc lokalnych we=
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zxéw (dekompozycja pytania), ,
- porzgdek przesiania lokalnych podpytad do lokalnych wézléw(ozgéé pod=
pytad moze byé przesykana rdwnolegle),
~ synchronizacj¢ 1 zxozenie odpowiedzi w rozsgdnym czagie.

Najpéostszym algorytmem dekompozycji globalnego'pytania jest dekome
pozycja statyczna [5] : krok 1: operator unarny { SELECT, PROJECT,...)
wykonywany jest w weZle, w kitdrym przechowywany jest operand, krok 2:
binarny operator ( JOIN, UNION,...) wykonywany jest w wegZile, z ktdrego
pochodzg oba operandy, krok 3: jesli oba operandy. pochodzg z réznych
wezldw, to operatory binarnme beds wykonywane w globalnym wegZle.

Po dekompozycji globalnego pytania mozemy wyréﬁniéipoddrzewe lokalw
nych pytesd, ktére mogg byé skisrowane do lokalnych wezéw (rys.5).

-~ -

’project >~
7
7 join NAZWISKO,ZAROBKI
// \
s \
(Join select . \\
_-//\——_ g \ \
F§1 ,’proaect\\{éelect TR~ ~. PRACOWNIK = PLEC= M )
e = i s g s
// \\ e = Py N
/ \\ Al

kY
,/ project PROD—CZESCI)

/ !
/ select C# i
/ /
. /
\czssf* EOLOR= Biaty ,”

Rys.5. Poddrzewa lokalnych pytan
.Fig.5. Local query sub-trees

pytania R1 i R2 mogg byé réwnoczeshie przestane do lokalnych wezidw
B i C. Po otrzymaniu odpowiedzi z weztéw B i C podpytanie R3 moze byé
przesrane do wgzXa A.
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6. PRYWATNOSC, INTEGRALNOSC, NIEZAWODNOSC

Istotnym problemem w przetwarzaniu rozproszonym jest zapewnienie
usytkownikom prywatnosci ich daenyche. Wigkszo$é systemdw rozproszonych
baz danych zawiera mechanizmy zapewniajgce ochrone prywatnoici danych.

W rozproszonych bazach danych wyréznlamy trzy typy ochrony inte-
gralnosci danych:’

- semantyczna integralnosé,
~ miedzyprocesorowa integralnosé,
- migdzyweztowa integralnosé.

Przez semantyczng integralncsé rozumie si¢ reakcje systemu me bie=
dne aktualizacje danych w bazie. Przyktadowo, system powinien zareagom
waé na podanie bZednej daty 29 lutego 1985 lub niewiarygodnie wysckie=
go zarobku. Te ograniczenia sg najczesciej okreslane w wezXowym mode=-
lu danych i/lub opisane w programach uzytkownikdwe.

Mig¢dzyprocesorowa integralnosé, zwana takie zgodnosciz wepdibiez=
ng lub wewnetrzug,implikuje ochrong bazy danych przed bigdami spowodo=
wanymi rdwnoczesng aktualizacjg tych samych danych przez dwa lub wigcej
programy ugytkowe. Zwykle aktualizacja dokonywana jest przez lokalne
systemy zarzgdzania bazami danyche.

Trzecia kategoria, miedzyweztowa integralnosé (lub miedzyweziowa
zgodnosSé ) odpowiada ochronie rozproszonej bazy danych jakc caodci
przed potencjalng niezgodnoscig, ktdra moze byé spowodowana przez nie=
kompletng ektualizacje wazystkich wezzdw, np. zarobki pracownikdw, jedne=
go wydziaiu zapisane w weZle mogg byl rdine od sumy zerobkdw indywidum
alnych pracownikdw zapisanych w innych wgziache. Sterowanie migdzywgzXo=-
wg integralnoscig jest szczegdlnie drogie w zdecentralizowanych rozpro=-
szonych bazach danych. ;

Niekorzystny wpiyw na niezawodno$é SZRBD majg:

bXgdy w programach uzytkownika,
btedy pamigci,

bzedy procesorow,
btedy lokalnych SZED,
btedy teletransmisji.

W kontekscie rozproszonych bav danych jestesmy narazeni szczegdluie
na bxedy teletransuwisji. NiZsze wsrstwy modelu wzorcowego ISCO sieci kom=
puterowych sg traktowane przez projektantdéw rozproszonych baz danych,
jako czarne skrzynoki. '

i
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Sieci komputerowe powinny posiadéé zabezpiaczéhia przed skutkemi a~
warii ( np. zatamanie weza, przerwanie na liniach telekomunikacyjnych )
oraz procedury restartu.

7. EROTKI PRZEGL4AD DZIALAJACYCH SYSTEMOW ZARZADZANIA ROZPRO-
SZONYMI BAZAMI DANYCH '

Prace nad eystémami baz danych w heterogenicznym Zrodowisku prowee
dzone 83 z duZs intensywnosScig w rdéznych osrodkach, nie udazo sig jedw~
nak do tej pory zrealizowaé niezawodnego i szybkiego syatemu, dziaajg-
cego na sgieci hetsrogenicznych komputerdw, speiniajgcego warunki opisane
w podrozdziale 2.

Najbardziej uniwersalne, dziaajgce obecnie systemy to:

1. POLYPHEME [5] = system zarzgdzania rozproszong bazg danych opra=
cowany w koficu lat 70 w Uniwersytecie w Grenoble przy wapdipracy z CII~

-~ HB Scientific Center.

Prototyp zostax zaimplementowany na sieci komputerowej CYCLADES, jako
jeden z pierwszych systemdéw rozproszenych baz danych w Europie. System
ziaXa w Srcdowisku rozproszonym, zawiers algorytmy dekompozycjii zadan,

transportu i reslizacji podzadai. Jako braki systemu wynienié nalezy:
brak wielodostepu; brek zabezpieczenia przed zatamaniem systemu (oraz
procedur rcstariu). Ponadto, programy uzytkowe lokalnych.systemdw baz
tworzacych beze rczproszong nie deig sig wykorzystaé przez system glo-
balnye.

2. SCOCP [6] ~ gystem zarzgdzania rozproszong bazg danych, begdgcy
rozszerzeniem systemv POLYPHEME. Opracowany w latach 80=83 przez wspdz~
pracujgce Uniweraytety w Paryiu i Turynie. SCOOP jest wersjg POLYPHELS
pozwalajgcg na wykorzystanie przez system globalnych programéw uzytko-
wych lokalnych systeméw baz denyche ’

3. POREL [7] ~ relacyjny system bazy dsnych, opracowany w Stuttgar-
cie, bézujacy ne sieci résnych, hetercgenicznych minikomputerdw, FPOREL
gwerantuje usytkownikowi jednolity dostep do wszystkich danych.

4. VIN [4} - systen zarzgdzania rozproszonqkbézq denych, zaimplemen=
towany n® sieci homogenicznych minikomputerdw. Podobnie jak POREL, sy-
gtem tan zapewnis ugytkownikowl jednolity dostegp do dahychs. Projekt sy=~
stemu i jegzo realizacje powstialy na Uniwersytecie w Berlizie Zachodnim.
System dopuszcze dzizZanie w Srodowisku awaryjoym, posiada zabegpiecze=
rie przed skutkami zaXamania wezZa lub 1inii komunikacyjnej sieci.

5. SIRIUS DELTA [8] - system zarzadzania rozproszong bazg dan;ch,

zaimplementowany na sieci hetsrogenicznych komputerdw. Jest to system

o wielopoziomowsj architekturze. Mizyczna gtruktura bazy dsnych jest
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w peini trensparentna dla uzytkownika, zardwno lokalnego, jak i global=
nego.

6s SDD=1 [8] - gystem zarzadzenis rozproszong bazg danych, opraco=
wany przez Computer Corporation of Americs, operty w caXosci na rela=~
cyjnym modelu danych. 0gdlny projekt systemu powstawa w latach 1976 =
1973, kompletny prototyp zostaX oddany jeeienig 1979r.

Te R*‘D1ﬂ jest prototypem bsdawczym IBM, San Jose, rozwinigtym przez
R, Williamsa jako rozproezona wersja SIYSTEMU R. Kazdy wezei jest nieza-
lezny i zachowuje peing kontrolg¢ nad swoimi danymi. Nie istnieje Zaden
schemat globalny, ktdry oprdcz kontroli ned swoim wgziem zarzgdzalby
katalogiem swoich danych i danych z innych wezxtOw, wykorzystywenych
przez globalnego uzytkownike w tym wgsle. Cptymalizacja pytania, ochrona
pfzed niepowoXanym dostepem i integralnosci jest w tym systemie dobrze
‘rozwinieta.

Wimienione wyzej protoiypy systemdw reprezauntujg waine pionierskie
ogiggnigcia w dziedzinie rozproszonych baz danych.

8. ZAKOKCZENIE

Systemy, ktérych elementy sktadowe nie sg w peini zintegrowane, na-
lezatoby nazwaé raczej & ~“emami komunikacyjnymi, charakieryzujacymi
gig¢ jedrosiedzibowym SZ. ;raz kanatem komunikacyjnym Zgczgcym ten jednos
giedzibowy system z innym jednosiedzibowym SZBD.Czesto w tych systewach
wymaga 8ig od uzytkowﬁika,by gpacyfikowaz &iejsce'przetwarzania i prze-—
chowywania danyche.

W wielu konkretnych przypadkach systemy te zdajg w praktyce egzamin.
Przyktadem moze by& aystem Tyszukiwania Informacji Bibliograficzne]
IDOL PZ] opracowany przez Riblicteke GZdwng i CINT Politechniki ¥ro-
ctawskiej. System IDOL zainstalowany jest w Centrum Obliczeniowyam Poli-
techniki WrocXawskiej. Dostep do niego maja uzytkownicy dyspoaujgcy ter=
minalawmi podZgczonymi do Migdzyuczslnianej Sisqi Komputercwej MSX w do-
wolpym jej miejscu. Sied komputerowa MSK pracuje w ﬁréjkacie Warszawa—
~Gliwice-Wroctaw. Usytkownik chcgcy skorzysteé z usiug systemu IDOL
nusi otworzyé zadanie w systemie Georgs=3 w Politechnice WrocZawskiej.
Dokonuje tego uzywajac odpowiedniej komendy sieciowej pezwslajgcs] na
nawigzanie *zcznosdci z systemem Fir i uruchamiajac w swojej kartotece
zadanie. Wyniki uzyskane za pomocg komend drukowania mozg byé wyprowa=
dzone w Centrum Obliczeniowym PWr lub skierowzne przez uzytkownika do
zbioru w systsmie George-3 w Warszawie 1lub Gliwicach.

Najwazniejsze co trzeba bedzie zrobidé w bliskie] przysziosci, %o bu=

dowa prawdziwego systemu rozproszonych baz éanych, gby wozna byzo ocenié
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liczne nowe teorie na temat aterowania:réwuoezeénaéciq oraz na temat
przydziatu denych 1 przetwerzania poszukiwafi. Nalezy braé réwniez pod
uwage wydajnosé systemu oraz ratwodci tworzenia prototypsw w celu szybe
kiej oceny usZug bazy danych z punkiu widzenia uzytkownika koicowego.
Ostatnie badaniz w dziedzinie modelowania danych &g skisrowsne na nore
malizacjg pojeé i pordwnywanie modeli, matematyczng formalizacje modeli
w celu lepszego rozeznania ich ograniczed -oraz wykorzysisnie koncepcji
z dziedziny sztucznej inteligencji do budowy nowych modeli lepiej odda-
jacych semantyke Swiste rzeczywistiego.

Szeroki rozwdj sieci komputerowych dla gospodarki narodowej bgdzie
miast teki sam efekt 1 bgdzie podobnie niezbgdny, jek na przykzad 8y~
ster rezerwacji biletdéw lotniczych dla osisgniecia efektywnofci ekono-
micznej transportu lotnicgzego.

Sieci komputerowe réwniez umozliwig powszechne i tanie wykorzystanie

_mikrokomputerdéw osobistych w warunkach domowych, stworzg nowe m0%1ino S
ci rozwoju Srodkdéw informacji masowej, a takze udostepnienia  ofrodkéw
obliczeniowych i baz danych bezpoérednio z domu 2a podrednictwem zwy=~
kZzego telefonu. p
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COMPUT IR NSTWORK DATABASES

One of the possibilities of the computer network applikations is
to create a distributed database system. The problem arises from the
requirements of decentralised processing and from the need to provide
an economic and reliable user service. This paper describes the pro-
blems connected with the design &nd implementation of the system co-
operating with distributed databases.

FA3H JIAHHHX B BHYMCJMTEJHHX CETSX

OnHO#t M3 OCHOBHHX BO3MOXHOGTEA RGHONB30BAHAA BHUUCIATENLHLY CeTe
ABIAETCA CO30AaHHe CHCTEM DA3COPEneNEHHHX 0a3 JaHHHX. OTO BHTEKAET
13 COpoca Ea NeileHTPaNA30BAHHYD 00paCOTKY MHHPOPMALUZ, MPENOCTABIIN YN
Gonee 3KOMHOe X HaREXHOe OCCIyXABAHAE HONBL30BATENEH. B MOKIANE DacGiiz—
TPUBADTCH OPOCTEMH BOSHAKRADIME OPX ODOCATAPOBAHHA W BHENDEEHN CHCTeM
B3aUMOLEeICTByOUNX C pacHpeleNEHHEMA Ja3amm IAHHHX .



Prace Naukowe Centrum Obliczeniowego
Nr3 Politechniki Wroctawskiej ; Nr3
Konferencje ’ : Nri - ’ .1985

sieé komputerowa,
architektura sieci,
protokozy komunikacyjne,
sieé typu DECnet

Marek KACPRZAK *
JEDNORODNE SIECI KOMPUTEROWE SM-NET

Praca przedstawia funkcje przetwarzania sieciowego i architekture
jednorodnych sieci komputerowych SM-NET, Opisano sprzet i oprogra-
mowanie sieciowe, niezbedne dla realizacji sieci SM-NET.

1. WSTEP

Nowe dziedziny zastosowarn minikomputeréw i mikrokomputerédw, takie
jak: sterowanie w czasie rzeczywistym procesami przemystowymi, nadzo-
rowanie i sterowanie praca testeréw przemyslowych i urzadzen pomiaro-
wych, zbieranie danych laboratoryjnych i medycznych, komputerowo wspo-
magane projektowanie, przetwarzanie tekstéw, automatyzacje prac banko-
wych i handlowych, rezerwacja miejsc itp., wymagaja stosowania systc-
méw roztozonego (rozproszonego) przetwarzania danych.

Y/ systemach tych cale zadanie przetwarzania danych dla okreslonec:
zastosowania zostaje zdekomponowane na mniejsze zadania, dla realize-
cji ktérych dobiera sig komputery o odpowiedniej mocy obliczeniowej
oraz oprogramowaniu, Komputery te laczy sig ze sobs liniami komuni-
kacyjnymi i urzadzeniami transmisji danych, tworzac jeden wspdlny sys-
tem - sie¢ komputerowa.

Sieci komputerowe zapewniaja uzytkownikom wzajemng komunikacje
oraz dostep do wszystkich lub wybranych zasobéw sprzetowych i programs-
wych komputerdw wchodzacych w sktad sieci. Sieci komputerovie umozli-~
wiaja: ’

- zwiekszenie stopnia wykorzystania zasobdw sieci przez podziat zaso~-
béw sprzetowych i programowych oraz przez podzial cbcigzenia - zadah
realizowanych w sieci,

- obnizenie kosztéw calego systemu przez dostosowanie $rodkéw kompute-
rowych do wykonywanych zadan oraz przez przetwarzanie danych w pobli-
2u zrédel informacji, a wigec zmniejszenie ilodci i wielkod$ci przesy-

ranych informacji miedzy réznymi uzytkownikami sieci,

* Instytut Maszyn thtemétycznych, ul. Krzyvickiego 34, 02-078 Warszawa
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- tworzenie systemdw elastycznych = atwych de rekonfiguracji i rozbu-
dowy,

- tworzenie systemdédw odpornych na awarie.

Zagadnieniami opracowania koncepcji sieci minilomputerdéw i mikro-
komputerdw rodziny SM EMC, produkowanych w krajach RWPG, zajmuja sig
dwa organy robocze Rady Gléwnych Konstruktordéw SM EMC: Wspélna Sekcja
Specjalistéw ds. Sieci Komputerowych (WSS/SK)-dzialanca tgcznie ze
specjalistami Giéwnego Konstruktora JS EMC oraz Sekcja Specjalistdw
ds. Rozwoju (5S54).

WSS/SK opracowaia koncepcje sieci otwartych, opartych na siedmio-
warstwowym modelu IS0-0SI [1] , zaréwno zdalnych {typu WAN - wide Area
Networks), jak i lokalnych (typu LAN =~ Local Area Netwarks). W sieciach
otwartych moga byc stosowane zaréwno komputery rodziny SM EMC, jak i
rodziny 3JS EMC,

Sekcja SS4 opracowata koncepcje sieci zlozonych wylacznie z kompu-
teréw rodziny SM EMC. lub z komputerdéw kompatybilnych corogramowo z tg
rodzina. Poniewaz znaczna czeéC komputerdw rodziny SM EMC (produkowa-
nych komputerédw drugiej kolejnodci, a takze opracowywanych komputerdw
trzeciej kolejnosci klas M16-2, M16-3 i M32-1) stanowi odpowiedniki
komputerdw firmy Digital (DEC) linii LSI, PDP i VAX, wigc za punkt wyj-
écia przyjeto rozwigzania sieciowe stosowane przez te firme.

Firma Digital realizuje 3 linie rozwiazah sieciowych: DECnet,
Internet i Packetnet [2].

e Linia DECnet zostala opracowana dia lgczenia w siec¢ wszystkich géw-
nych typéw komputerdw firmy Digital: mikrokomputerdw Professional 200
i LSI, minikomputerdw PDP i VAX oraz komputerdw DECsystem-10 i
DECsystem=-20. Obecnie rozprowadzana jest faza IV oprogramowania
sieciowego DECnet, ktéra umozliwia 2aczenie komputeréw w siec wedlug
3 mozliwych wariantéw:

- sie¢ zdalna z wykorzystaniem protokolu DOCMP w warstwie kanalowej,

- sie¢ zdalna z wykorzystaniem publicznej podsieci komutacji pakie-
téw X,25,

- sieé¢ lokalna Ethernet.

e Linia Internet obejmuje oprogramowanie sieciowe, umozliwiajace dota-
czenie komputeréw firmy Digital do komputerdéw firm CDC, Sperry Univac
oraz IBM (emulatory terminali konwersacyjnych IBM 3270, terminali
wsadowych IBM 2780/3780 i sieci SNA), ' )

e Linia Packetnet obejmuje oprogramowanie sieciowe, umozliwiajace do-
taczenie komputeréw firmy Digital do sieci komutacji pakietdw:
Datex=-P (RFN), Transpac (Francja), PSS (Wielka Brytania), Telenet
(usa).
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Sekcja S54 uznala, ze gitéwnym kigrﬁnkiem rozwoju sieci dla kompu-
teréw rodziny SM EMC powinna byé w dziedzinie sieci zdainych sieé
SM=NET (typu DECnet z protokolem DDCMP), a w dziedzinie sieci lokale
nych -~ sie¢ typu Ethernet. Ze wzgledu na rozwéi w RWPG linii kompute~
réw 3S EMC (odpowiednikéw komputeréw firmy IBM), przewidywane jest tak-
2e stosowanie komputerdéw SM jako emulatoréw terminali 3270 i 2780/3780.

Praca zawiera opis architektury logicznej jednerodnych sieci kom=-
puterowych SM=-NET (odpowiednik DECnet faza III) oraz podstawowe infor-
macje o opracowywanym obecnie w Polsce podsystemie TELE-SM, umozliwia-
jacym budowe sieci SM=NET oraz innych sieci terninalowych i komputero-
wych.

2., ARCHITEXTURA JEDNORODNYCH SIECI KOMPUTEROWYCH SM-NET

2.1, Zasady budowy jednorodnych sieci komputerowych SM=NET"

Pod terminem jednorodnej sieci komputerowej SM=NET rozumied bedzie-
my sie¢ komputerowg o architekturze opisanej w punkcie 2.3. Sie¢ ta za-
wiera wylacznie komputery SM z magistralami Wspdlina Szyna (UNIBUS)

i Q-BUS lub inne komputery kompatybilne programowo, ale nie nalezace
do nodziny SM. VWzajemne rozmieszczenie komputerdw jest dowolne ~ zardéw-
no zdalne, jak i lokalne. Komputery wchodzace w skiad; sieci komputero-
wej, poclaczone wzajemnie liniami komunikacyjnymi sa nazywane wegzZXami
sieci. Sposob polaczenia wezldw sieci jest dowolny, dostosowany do roz-
mieszczenia i funkcji poszczegélnych wezidw sieci. Umozliwia to budowe
sieci o strukturze hierarchicznej, piers$cieniowej, gwiazdzistej, nie-
regularnej ito., ktdrych wezly pracujg na zasadzie "zapamigtaj i wyslij
(store-and-forward). Rys. 1 przedstawia wymienione topologie jednorocd-
nych sieci komputerowych SM-=NET. W poszczegélnych wezlach sieci mogg

"

dziatal rézne systemy operacyjne.

Dla realizacji poiaczen miedzy wezlami sieci wykorzystuje sig sprzet
sieciowy podsystemu TELE-SM opisany w punkcie-3.2.

Oprogramowanie sieciowe opisane w punkcie 3.3 ma strukiurg modular-
nz. Oddzielne moduly sa jednostkami funkcjonalnymi, ktére wspdidziala-
ja z innymi modulami na zasadzie okresélonych interfejséﬁ wewnatrasyste-
mowych, Umozliwia to tatwg zmiang jednego moduiu bez zmian w pozosta-
tych modutach i dolaczanie modu}déw z nowymi funkcjami.



100

wezet sieci

linia komuﬁikacyjna

Rys. 1. Rézne topologie jednorodnych sieci komputerowych SM-NET
a. hierarchiczna, b. pierscieniowa, c. gwiazdzista,
d. nieregularna
Flg. 1. Different topologies of homogeneous computer networks SM-NET
a. hierarchicsl, b. ring, c. star, d. irregular

2.2, Funkcje przetwarzania sieciowego

W jednorodnych sieciach komputerowych SM=NET sa realizowane naste-

pujace gtdéwne funkcje przetwarzania sieciowego:

- komunikacja migdzy terminalami, ’

- podziat urzadzer, zbioréw i oprogramowania,

- komunikacja miedzy zadaniami,

- zarzadzanie siecia,

- testowanie sieci,

- peilne polaczenie wezléw,

- funkcja zdalnego terminala,

- ladowanie systemu z komputera nadrzednego,

- przestanie obrazu pamieci do komputera nadrzednego.

@ Komunikacja miedzy terminalami umozliwia uzytkownikowi jednego termi-
nala przesylanie i przyjmowanie komunikatéw do/z innegc terminala do-
wolnego wezla sieci,
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@ Funkcia podzialu urzadzen umozliwia. wykorzystanie dowolnego urzgdze-
nia peryferyjnego sieci jako wspélhego zasobu sieci.

@ Funkcja podzialu zbioréw umozliwia prace ze zbiorami, ktére znajduja
sig w dowolnym wezle sieci, Zbiory te moge by¢ otwierane, zamykane,
usuwane; moga tez byé wykonywane funkcje odczytu i zapisu, zaleznie
od regut dostepu do zbioru. .

@ Funkcja podzialu oprogramowania umozliwia przesltanie programu do in-
nego wezla sieci i wykonadie go w tym wezle. Mozliwe jest réwniez

- zdalne zainicjowanie wykonania programu znajdujgacego sie w oddalonym
wezle,

@ Komunikacja miedzy zadaniami umozliwia dwém zadaniom znajdujacym sie
w tym samym wezle lub w réznych weztach sieci utworzenie miedzy nimi
kanalu przesylania danych.

e Funkcja zarzadzania siecig umozliwia generowanie, okredlanie i ste-
rowanie wezidw i kanaidéw sieci.

@ Funkcja testowanie sieci s}uzy do sprawdzania poprawnos$ci sprzetu
i'oprogramowania sieci, réwniez w trakcie ich eksploatacji.

e Funkcja peinego polaczenia wezléw umozliwia utworzenie polaczenia
miedzy dwoma wezlami sieci, ktére nie sg bezposrednio potaczone ka=-
natem fizycznym, Oprogramowanie sieciowe zapewnia wybdr drogi dla
przestania danych. t

@ Funkcja zdalnego terminala pozwala na polaczenie logiczne terminala
z systemem operacyjnym, znajdujacym sie¢ w oddalonym wegzle. Oddalony
system cperacyjny oddalonego wezla obstuguje terminal tak, jak termi-
nal lokalny.

@ tadowanie systemu z komputera nadrzednego polega na przestaniu syste-
mu operacyjrego z komputera nadrzednego do komputera podlegiego.
VWezly te musza byd wéziami sagsiednimi (polaczonymi kanalem fizycznym) .

@ Przestanie obrazu pamieci do komputera nadrzednego z komputera pod-
legtego jest mozliwe, jezeli oba komputery sa polaczone kanatem fi-

zycznym,

2.3. Model warstwowy jednorodnych sieci komputerowych SM=-NET

Model warstwowy sieci SM-NET (odpowiednik modelu DNA firmy Digital
dla sieci DECnet, faza III [i]) przedstawia rys. 2, Kazda warstwa re-
alizuje pewna grupe funkcji przetwarzania sieciowego wymienionych
w punkcies 2,2.

Architektura sieci okredla interfejsv miedzy modutami funkcjonalny-
mi réznych warstw danego wezta, tzn. zacady wspbéidzialsnia moduléw.

Z wyjetkiem warstwy £, kazda inna warstwa mozZe sieg kontaktowac tylko

z warstwami sgasiednimi.
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- Warstwa uzytkownika

o | N
]

Warstwa zarzgdzania siecig

Warstwa zastosowan

(&4
1

»
1

Warstwa obstugi sieci

- Warstwa transportowa

Warstwe kanalowa

-
Lol B I R A
H

- Warstwa fizyczna

Warstwy 1 i 2 realizuja funkcje komunikacyjne, warstwy 3 i 4 realizuja
funkcje sieciowe, a warstwy 5, 6 i 7 sa zorientowane na uzytkownika.
Rys. 2. Model warstwowy sieci SM=-NET
Fig. 2. Layered model of the SM=NET networks
W kazdym wezle dana warstwa zawiers tylko te moduly, ktore sa nie-
zbgdne do obstugi moduléw wstzej'warstwy. Niektdre warstwy zawieraja.
wiecej niz jeden modut, Ckredlone sa rdézniez protokoly migdzymodulowe

- zasady wspdidziaiania identycznych funkcjonazlnie moduléw tych samych

warstw, ale znajdujacych sig w réiznych wezlach.

®liarstwa uzytkownika jest najwyZsza w hierarchii, Zawiera programy
vzytkowe i podprogramy usiugowe wspdipracujace z sieciag. Uzytkownik
moze napisac program, ktdry utworzy polaczenis z programem uzytkowe
nika znajdujescym sie w innym weZle, Przez utworzony W ten sposdb
kanal przesylania danych moge by¢ wymieniane informacje. Jest to je-
dynz jawna i dostepna dla uzytéownika warstwa.

@ Yarstwa zarzadzania siecig, w odrdznieniu od pozostatych szesciu
warstw, ma okreslone interfejsy nie tylko z sasiednimi warstwami
(uzytkownika i zastosowan), ale takze ze wszystkimi pozostalymi war-
stwami, celem sterowania i zbierania informacji o sieci. Poszczegdl-~
ne modulty tej.warstwy reslizuja:

-~ funkcje nadzorcze (zmiany parametréw weziédw sieci),
- dostarczanie informacji o stanie sieci,

- funkcje testujace,

- Yadowanie systemu do oddalonego wezta,

- przesyltanie obrazu pamieci oddalonego wezta.

o Warstwa zastosowan zapewnia dostep do odlegtego zbioru, znajdujacego
sig¢ w sieci komputerowej, niezaleznie od struktury wejscia-wyjécia
systemu operacyjnego odleglego wezla. Gidédwne funkeje tej warstwy to:
- odszukanie i przyjecie zbioru z urzadzenia wejsécia,

- przestanie zbioru do urzadzenia wyjécia,
~ przekazanie zbioréw miedzy weztami,
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~ przekazanie i wykonanie zbioru koﬁend (ang. command-file),
- zZmiana nazw zbioréw. ’

@ Warstwa obslugi sieci zapewnia mechanizm, ktéry umozliwia programowi
w jednym wezle na utworzenie polgczenia z programem w innym wezle,
niezaleznie od fizycznego rozmieszczenia tych weziéw, Wszystkie hie-
rarchicznie wyzsze warstwy (uzytkownika, zarzadzania siecia, zasto-
sowan ) wykorzystuja te mozliwodé nazywana "linia logiczna". Kazda
linia logiczra jest chwilowym kanalem przesylania danych, aczacym
oba programy. _

@ Warstiwa transportowa okresla wybér drogivdo przesylania pakietdw
danych od wgzls poczatkowego do karicowego, znajdujgcego sig w dowol-
nym miejscu sieci, Droga moze byé utworzona migdzy weztami, ktére
nie sa potaczone bezpoérednio tak, ze pakiety przechodza przez inne
wezty, zanim dojde do wezta koncowego. Z punktu widzenia warstwy
transportowej wyrdznia sie dwa rodzaje wezidw:

-.wezly przelotowe, zapewniajace przekazanie pakietédw .tranzytowych

do innych wezldw sieci,

- wezly kohcowe, ktédre moga wysylal swoje paskiety do dowolrego wezls
sieci, ale nie moga przekazywac pakietéw tranzytowych.

a Warsta kanalowa zapewnia bezbiedna transmisje¢ pakietéw miedzy sa-

siednimi wezXami. Nieuniknione pojawienie sig bled¢w w trakcie trans-

misji kanatami fizycznymi wymaga uzycia specjalnych $rodkéw zwigksze-
nia poprawnos$ci transmisji. W tym celu stosowany jest protokol komu-
nikacyjny DDCMP gwarantujscy poprawna kolejnoé$¢ i integralnoéé da-
nych, Zasadnicze funkcje tej warstwy to:

- realizacja protokotu komunikacyjnego,

- wspllpraca z rdéznymi urzadzeniami komunikacyjnymi,

- rejestrecja bledéw transmisji i wykrywanie niesprawnych linii
transmisyjnych.

Warstwa fizyczna obejmuje programy obstugi (drajwery) sterownikéw ko-

munikacyjnych, a takze sam sprzet komunikacyjny = sterowniki komuni-

kacyjne, modemy i linie komunikacyjne.

2.4. Protokoty komunikacyjne

e Protokol warstwy 2arzedzania siecia okredla sposoby wymiany informa-
cji o stanie sieci i pojedynczych weztéw oraz wykonania pewnych funk-
cji sterujacych,

Gtéwne funkcje protokolu to:
- dostarczenie informacji o stanie linii i wezléw oraz statystyk do-
tyczacych natezenia przesylanych pakietéw i liczby biledéw,
- adowanie systemu z komputera nadrzednego,

- przesylanie obrazu pamigci do komputera nadrzednego,
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~ testowanie linii i wezidéw W petli zwrotnej.

@ Protokd® warstwy zastosowan okresla sposoby dostepu do odlegiego
zbioru i przestania odlegiego zbioru.

Gidéwne funkcje protokoiu tos

-~ dostarczenie wspdtdziatajacym modutom niezbegednyeh informacji o ty=-
pie systemu cperacyjnego, rodzaju przesytanego zbioru, wielkodci
buforéw dla transmisji itp.,

- otwarcie zbioru i przestanie danych,

- dostarczenie informacji niezbednej do przestania i wykonania zbio-
ru komend,

- zamkniecie lub usuniecie zbioru,

- dostarczenie informacji o regutach dostepu do zbioru.

e Protokol warstwy obstugi sieci zapewnia }acznos$¢ z okredlonym weziem
w dowolnym miejscu sieci oraz umozliwia utworzenie kilku linii lo-
gicznych w jednej-fizycznej linii komunikacyjnej.

Gidéwne funkcje protokozu to:.

- utworzenie linii logicznej, koniecznej dla wspdidzialania dwéch
programéw w réznych weztach,

- wysvianie i przyjmowanie danych, ktére moga byé przekazane lacznie
lub rozbite na segmenty i przekazane oddzielnie. ¥ wezle odbiera-
jacym nastepuje polaczenie segmentdw i przekazanie danvch do odpo-
viiedniego programu,

- sterowanie transmisja danych - nadzorowana jest kolejno$<é i inte-
3ralnoéd przekazywanych danych,

- skasowanie linii logicznej.

@ Frotokol warstwy transbortowej okredla sposdb przestania pakietédw -
datagraméw do dowolnego wezla sieci optymalna mozliwa droga. Algorytm
wyboru drogi jest zdecentralizowany., Miedzy wezlami sa wymieniane in-
formacje o uszkodzeniach i przeciazeniach linii komunikacyjnych. Pro-
wadzona jest kontrola przecigzert w sieci -~ regulowany jest stosunek
liczbv pakietdw przekazywanych z warstwy obstugi sieci danego wezla
do liczby pakietédw tranzytowych, Nadzorowany jest takze czas przcby;
wania pakistu w sieci - kazdy pakiet zawiera licznik wezléw, przez
ktére przeszed?, a gdy liczba ta przewyzsza zadana wartos$c, nastepuje
usunigcie pakietu z sieci.

e Protokdi warstwy kanalowej. Stosowany jest znakowy protoko} DDCMP:
maksymalna diugos$¢ bloku danych - 16383 bajty, wielkoéé “okna™ -~ 255,
15-bitowa suma kontrolna. Zapewniona jest retransmisja po btedach,
orzezroczystos$c informacyjna, wiadciwe kolejnodé i integralnosé prze-
sytanych blokéw danych, nadzorowanie inicjacji pracy lub restartu sa-
siedniego wgzla. Sprawdzana jest poprawnod$¢ sterownikéw komunikacyj-
nych, modeméw i linii komunikacyjnych.

e Protokolem warstwy fizycznej jest V,24,



3. PODSYSTEM

TELE=-SM

. 3.1. Przeznaczenie podsystemu
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Podsystem TELE-SM jest przeznaczony dla kciputerdw rodziny SM EMC
z magistrala Wspdélna Szyna (np. SM2104, Elektronika 100/25, SM1300,
SM44) oraz z magistrala Q-BUS (SM1633, MERA-GGO). Podsystem TELE-SM

stuzy do:

- dolaczania do komputeréw SM terminali uzytkownikéw lokalnych lub

zdalnych,

- budowy jednorodnych sieci kompuferéwych

SM-NET,

- laczenia komputerdw SM z innymi komputerami, np. rodziny JS EMC,.

Podsystem TELE-SM sklada sie ze'sprzetu sieciowego (sterownikéw komu-

nikacyjnych, blokéw sieciowych, $rodkéw transmisji danych, terminali)

oraz z oprogramowania sieciowego,

Podsystem TELE-SM iest opracowywany wspdlnie przez nastepujace in-
stytucje: IMM, ERA, ISS, MERA-STER, MERA-BLONIE, ELZAB. Pelne opracowa-
nie podsystemu jest przewidziane na 1987 rok,

3.2. Sprzet sieciowy

@ Sterowniki komunikacyjne i bloki sieciowe

W podsystemie TELE-SM stosowane sa nastepujace:sterowniki komuni-

kacyjne:

- sterowniki synchroniczné jedncliniowe: ADS-S, AMD, MTS-60M, MAS-GO,

- multipleksery (sterowniki wieloliniowe) asynchroniczne: MPD-A,

MPD=M,

SM8514, MMT-60, MMA-60,

- pomocniczy procesor komunikacyjny KMC,
Gidéwne dane techniczne sterownikéw sa podane w tablicach 1 i 2.

Tablica 1

STEROUNIKI KOMUNIKACYJINE DLA MAGISTRALI \/SPOLNA SZYNA:

Nazwa ADS~-S AMD MPD-A/MPD=-M SMB8E14 iKMC
Odpowiednik DEC{pDUP11 DMC11 DZ11-C/DZ11-A | DH1i1 Kic11
Dostep do pam. |bez DMA z DMA bez DMA z DMA z DMA
Interfejs v24 sprzez.z |20mA/V24 V24 ,20mA -
kab.konc,
Liczba kanaidw |1 1 . 8 i6 -
Szybkoéé (b/s) |do 9600 | 1000000 |50-9600 dc 9600 -
Transmisja synchr, synchr, asynchr. asynchr, -
Protokoty DDCMP DDCMP - = DOCHMP
transmisji B8sSC,X.25 35C,X.28
sbLC .| sbua
HDLC HDILL.C
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Sterowniki ADS-S, AMD, MPO-A, MPD-M i KMC sa umieszczane w obudo-
wach - szufladach, zZwanych blokami sieciowymi. Konfiguracja sterowni-
kéw w blokach sieciowych zalezy od konkretnych zastosowan i potrzeb

uzytkownikdw.
Tablica 2

STEROWNIKI KOMUNIKACYIJNE DLA MAGISTRALI 0Q-BUS:

Nazwa MAS-60 MTS-60M MMA.--60 MMT=-60
Odpowiednik DEC | DUV11 - DZv1i OLv1ii-3
Dostep do pam. bez DMA bez DMA bez DMA bez DMA
Interfejs va4 V24 | vea v24
Liczba kanaidéw 1 1 4 4
Szybkosé (b/s) do 19200 | do 19200| do 9600 | do 139200
Transmisja synchr./ | synchr./| asynchr,.! asynchr,
‘ asynchr. | asynchr. =
Protokoky znakowy |.znakowy - -
transmis ji ‘

e Srodki transmisji danych
W podsystemie TELE-SM sa stosowane nastepujace urzadzenia trans-
misji danych:
- modemy EC8002 (300 bk), EC8006 (600/1200 b/s) , EC8013 (1200/2400 bu/s),
EC8015 (2400/4800 b/s) ,
- konwertery AKP 4800 (4800 b/s), SKP 9600 (9500 b/s).
Podsystem TELE-SM korzysta ze statych laczy transmisyjnych telc-
graficznych, telefonicznych i specjalnych toréw kablowych.
e Terminale
Y podsystemie TELE-SM sa stosowane terminale drukujgce i termi-

130
e s

nale ekranowe. Podstawowym terminalem drukujacym jest SM7103 (DZn
XSR). Opraccwywane sa nowe terminale TD-102 i TD-103, bedace odnuuvied-
nikami urzadzen LA34AA i LA34AA XL/XM rodziny DECwriter IV firmy JEC.
Podstawowym terminalem ekranowym jest SM7209 (MERA 7953VGD), Opraco-
wywane sa nowe terminale TE-100 i TE-125, bedace odpowiednikami urza-

dzen VT-100 i VT-125 firmy DEC.

3.3. Oprogramowanie sieciowe

® Oprogramowanie sieci terminalowych
Oprogramowanie sieci terminalowych stanowia programy obstugi,
pracujace pod systemem operacyjnym AMKO (odpowiednik RT11) dla kompu=-
teréw SM z magistralami Wspélna Szyna lub Q-BUS oraz pod systemen
operacyjnym DOS-RW2 (odpowiednik RSX=-11M v.3.2) dla komputerdw 3i
z magistrala ¥spdlna Szyna. )
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e Oprogramowanie jednorodnych sieci komputerowych SM=NET
Oprogramowanie sieci SM=NET jest realizowane w pustaci Pakietoéw
Oprogramowania Sieciowego SM-NET (odpowiednik DECnet, faza III),
stosowanych do systeméw operacyjnych AMKO i DOS-RW2, Pakiety Oprogra-
mowania Sieciowego SM-NET/AMKO i SM-NET/DOS-RW2 realizuja cpisane
w punkcie 2,2 funkcje przetwarzania sieciowego i sa elementami posre-
dniczacymi miedzy sprzetem sieciowym oraz systemami operacyjnymi,
e Oprogramowanie komputerédw SM, wchodzacych w sktad sieci hierarchicz=-
nej z komputerem giéwnym z rodziny 3S EMC
Komputery SM, dolgczone poprzez sterowniki transmisji synchronicz-
nej z protokolem BSC do komputera giéwnego z rodziny IS EMC (np. R-32),
moga tworzy¢ dolny poziom sieci hierarchicznej. Oprogramowanie kompu=-
teréw SM stanowia, zaleznie od potrzeb uzytkownikéw i przeznaczenia
sieci hierarchicznej, emulator terminali konwersacyjnych IBM 3270
lub emulator terminali wsadowych IBM 2780/3780. Emulatory te moga
pracowac pod systemami operacyjnymi AMKO lub DOS-RW2,

3.4, Przyktady zastosowan podsystemu TELE=SM

Rys. 3 przedstawia przyklad realizacji jednorodnej sieci komputero-
wej SM=NET, przeznaczonej do zarzadzania przedsiebiorstwem, znajdujacyn

sig¢ na duzym obszarze.

1 BS nr 2
I
L

Tamnl Manc_cal [anc_cl
AT ADS=S) ADS-S)

(T4 - [T4]
*  [mMTs-eoM [MMT-60]. [ BS nr 3

fmPb-A] [ADS-S] [aADs-sH

- -

Sprzet: SM nr 1,2,3,4 - komputery SM4
BS nr 1,2,3,4 - bloki sieciowe 8S nr 4
SM nr 5 - komputer SM1E633 _
M - modemy ECE006 HADS-5| [ADS-5 {tPD-M]
T - terminale,
np, SM7209 h
. Sl nr 4
Oprogramowanie: SV |-\ET/DO:, Ri/2 dla O O
komputeréw SM4, _
SM-RET/AMKO dla o O
komputera 3SM1B33 [T -[Tg)

Rys. 3. Przyk}ad realizagji sieci SM=NET
Fig. 3. An example of SM=NET network implementation



108

Rys. 4 przedstawia przykfad uzycia komputerdéw SM w sieci hierar-
chicznej z komputerem gidéwnym z rodziny JS EMC. Typowe zastosowania
takiej sieci to systemy bankowe; rezerwacji miejsc, wyszukiwania in-
formacji.

R-32

PTD
EC8371.01

BS-A
1
[aDs-g] [MPD-A]

Sprzet: komputer R-32 z procesorem teleprzetwarzania danych EC8371.01
komputer GM4 z blokiem sieciowym w wersji podstawowej BS-A
komputer SM1633 ze sterownikami komunikacyjnymi
M - modemy EC8013 '

T - terminale, np. SM7209

Oprogramowanie: 05/3S-P w,5.0. dla R-32,

NCP/3S dla EC8371.0%1,
DOS-RW2/PE3270 dla SsM4,
AMKO/PE3270 dla SM1633

Rys. 4, Przyklad realizacji sieci hierarchicznej
Fig. 4. An example of the hierarchical network implementation
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PROBLEMY ZARZADZARIA W SIECI EOMPUTERCWEJ

Rozwéj ustug éwiadczonych preez sieci komputerowe wymaga okreflenia

wspélnego sposobu zarzgdgania zardwno poszczegélnymi usugami, jak 1
caty siecia. Zagadniernie powyzsze jest tym bardziej istotne, e nie
istnieje dotychczas jasno sprecyzowany poglad na gargadzanie w sro-
dowisku rozproszonym, jakie tworzy sied komputerowa. W pracy.przed-
stawiono wybrane przez autoréw zagadnienia zwigzane z tego rodzaju
garzgdzaniem nawigzujgc do powszechnie znanme}) architektury systeméw
otwartych. Podajgc zakres wymaganych funkcji zarzsdzajgacych uwzgle-
dniono trzy aspekty zarzadzania, a mianowicie: garzgdzanie systemem
otwartym, warstwami oraz aplikacjami.

1. WSTEP

Bwolucja, jakie] podlega poglad na eposdéb wykorzystania usiug swiad-
czonych przez systemy komputerowe, wskazuje na coraz wieksze saintere-
sowanie mozliwosciami systeméw wielcprccesorowych‘i sieci komputerowych.
Umozliwiajg one uiytkownikom niedostepny dotychezas sposéb przetwarzania, _
polegajacy na mozliwodci jednoczesnej realizacji niegalegnych bgdZ zale=-
zZnych fragmentdéw tego samegc zadania w réznych cgesciach systemu,
Powyzszy sposéb przetwarzania okreslany jest mianem przetwarzania roz-
proszonego. Nalezy jednak wyraznie zaznaczyé, 2e brak jest dotychczas
ogélnie uznanej definicji przetwarzania rogproszonego. Spotykane w lite-
raturze préby definicji bazuja na -okredleniu specyficznych sposobdw
komunikowania sig proceséw. Jednakze wydaje sié, 2e niezwykle istotrnym
elementem jest Srodowlsko, wewnatrz ktérego wspétpracujs komunikujace
gig procesy. s tej podstawie nalezy stwierdzié, ze sieé komputerowe
daje peine mozliwodci przetwarzania rozproszonego, Umozliwla ona zasto-
sowanie dobrze ugrursowanych metod komunikowanie sig procesdw, jednak
wazniejszym problemem jest mo3zliwosé identyfikacji drodowiska rozproszo-
nego, w jakim te procesy wspéipracuja. Srodowisko to nie jest dotychczas
dobrze rozpozmane,a tym bardziej nie jest znany eposéb jego zarzadzania,

Watson zaproponowak [1} tréjwymiarowy model architektury systeméw Troz-
proszonych. W modelu itym wyréinione s3 trzy podstawowe warstwy: aplikacji,

* Centrum Obliczeniowe Politechniki Wrocrawskiej
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rozproaszonego sgystemn eperacyjnegd 1 warstwa sprzgtowa, ktdére sg zgodne
z pogladami Miedzynarodowe] Organizacji ds.  Standardéw (ang. ISO) [2].

Do zagadnien, ktdére nalezy rozstrzygnaé w warstwie aplikacji nalezg:
dobér struktury aplikacji (Jak rozproszyé przetwarzanie? Jak TOZproszyé
dane? Jak zorganizowaé procesy do celdéw zarzadzania i komunikowania sig)
oraz rozwigzania Jezykowe (Jakie wtasnodci powinien vposiadaé jezyk
umozliwiajgcy usytkownikom przetwarzanie rozproszone?),

Projektowanie i konstruowanie rozproszonege gystemu operacyjnego
wymaga ustalenia: modelu zasobdw, modelu usiugodawcy i wepdipracy z
uzgtkownikiem ‘oraz postaci jadra systemu (komunikacja miedzy procesami,
interfejsy, protokory sieciowe).

W warstwie sprzgtowej nalezy rozwigzadé zagadnienia zapewniajgce
efektywng wymiane informacji, ich reprezentacje, kodowanie i dekodowanie
oraz umiejscowié mechanizmy zabezpieczajace i sterujace dostgpem.

Podsumown jagc, wymlar pierwszy zawiera zbidr abetrakcyjnych warstw,
przy czym kazda warstwa zawiera wiasne reguly realizacyjne. Wymiar drugi.

_wprowadza problemy wspélne dle wszystkich istniejacych warsiw (sposoby
adresowania, synchronizacja, ochrona, reprezentacja obiektéw, zarzgdzanie
zasobami oraz podejmowanie decyzji w sytuacjach awaryjnych), natomiast
trzeci dotyczy efektywnej wspélpracy sk¥adowych systemu rozproszonego.

Nalesy mieé\éwiadomoéé, ze powyzszy model nie daje odpowiedzi na
liczne pytania, pp.:

1. Czy przyjety podziar na warstwy Jjest satysfakecjonujacy dla syste-

mu jako catosci?

2. Jak i kiedy nalesy przesytaé informacje (obiekty) z jednego sys-

temu do drugiego?

3. Jak zapewnié konserwacje plikéw, w przypadku wystapienia wielu

kopii?

4, Jaki zwigzek istnieje miedzy lokalnym zarzadzaniem obiektami a

zachowaniem si¢ caxego systemu?

Punkc je realizowane przez komputer obliczeniowy jest wygodnie po-
dzielié na dwie grupy: funkcje ustugowe i funkcje zarzadzajgce. Funkcje
ustugowe to te, ktére realizujg dostrzegalne bezposrednio przez uszytko-
wnika lud aplikacje usiugi, zas funkcje zarzadzajace wigzg si¢ z utrzy=-
maniem i kierowaniem praca $rodowiska realizujacego funkcje usiugowe.
Ckredlenie to nie jest ostre 1 dotychczasowe prace z tego zzakresu wska=
zuja na istotne trudnosdci w sformuzowanin precjzyjnej definicji. Zwykle
funkcje zarzadzajace okresla sig przez liste problemdw, ktérych dotycza.
Podawana lista, np. w dckumencie[a], jest wyczerpujgca, ale btudzi
watpliwosci sposdb uporzadkowania i wgajemne] relacji przedstawionych
protleméw.
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Realizacja tych funke]ji wymaga posiadania przez system zarzadzajacy
informacji okreslajgcych stan érodowiska, niezbgdnychi do pode jmowania
efektywnych decyzji. Powyisze wymaga istunienia bazy informacji zarzg-
dzajacych (ang. Management Information Base, MIB) [8,9,16]. Oddzielnym
zagadnieniem Jjest problem aktualizacjli informacji zawartych w bazie oraz
ich kompletnosé wynikajgcg z awaryjnosci zarzgdzanego Srodowiska. Nie
bez znaczenia s w tym przypadku ustalenia dotyczgce rodzaju i postaci
wymaganych informacji. Podotnie nalezy oddzielié od siebie funkcje
zarzadzajace zwigzane bezposrednio z zarzadzaniem drodowiska (systemu
otwartego) od zarzadzania aplikacjamil7].

Powyzsze zagadnienia sg przedmiotem prac standaryzacyjnych prowa-
dzonych na forum grupy roboczej WG4 w Podkomitecie SC16 Migdzynarodowej
Organizacji ds. Standardéw.

W pracy podjeto wdbe przedstawienia wyze] wymienionych gagadniend i
prodleméw w kontekscie zarzgdzania pracg systemu otwartego. Z punktu
widzenia pragmatycznego zagadnienia te sg bardzo wazne i wydaje sie
celowym uporzadkowanie rdéznych tendencji zarysowujgcych sie w poszcze=-
gbélnych krajach. Autorzy swiadomi sa, ze praca nie wyczerpuje wymienio-
nych zagadnien, '

2. ZAKRSES FUNKCJI ZARZADZAJACYCH

Wyjsciowym stwierdzeniem jest oczywisty fakt, ze sieé komputerowa ma
s¥uiyé realizacji zleced uzytkownikdéw sieci, Realizacja gzlecerd (zadan)
uzytkownikdw wymaga przydziatu (dostqpu) do odpowiednich zasobdéw sieci
na pewien okres czasu. Problemami, jakie sie stgd wyzaniajg sg szatem
problemy decyzyJjne polegajgace na odpowiédnim harmonogramowaniu (szere-
gowaniu )} zlecend uzytkownikéw i takim przydziale do ich realizacji odpo-
wiednich zasobdéw, aby - nie naruszajac pewnych ograniczen - maksymali-
zowadé przyjete kryterium jakosci sterowania., Powyzsze ograniczenia sg
zwigzane zasadniczo z dwoma kwestiami: ochrons praw dostgpu do zasobdw
oraz rozliczaniem za wykonanie zlecei. Podobnie ze wzgledu na mozliwosé
zmian $rodowiska istotne sg informacje odnoszgce sig¢ do aktualnej jego
postaci oraz informowanie uzytkownikéw o zdarzeniach w nim zachodzgcych.

A zatem przy takim sformuXowaniu, wyjsSciowymi funkcjami zarzgdzania
sg: )

a) szeregowanie zlecen 1 przydzial zasobdw,

b) autoryzacja usytkownika i badanie praw dostepu [3,7],

¢) rozliczanie za uszugi siecif6,10)},

d) sarzadzanie baza danych informujacych o obiektach skzadowych

sieci i ich atrybutach (informacje statyczne) [4,15],
e) zarzadzanie komunikatami o zdarzeniach w sieci (informacje dyna-

miczne) 4,9 .
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Wymienione grupy funkeji zdrzgdsalgcych nalezy uznaé za podstawowe,
bez ich realisacji nle mozpa uwazaé sieci za sieé o peXnych walorach
uzytkowych, Ustalenie takie jest arbitralne, wypiywa ono bowiem g
pewnego'stanowiska pragmatycznego. Nie mozna takze jednoznacsnie okre-
811é 1listy probleméw, ktére kryja sig w obrgbie poszczegélnych grup
funkcji zarzadzajgcych. Podstawows przyczyna niejednoznacznosdci jest
poziom wirtualizacji sieci, czyli stopieh przestaniania uzytkownikom
przez sieciowy systeﬁ operacy jny wewnetrznych szczegdtoéw dotyczacych
sieci. Ogdlnie, wyzszy poziom wirtualiszacji sieci narzuca koniecznodé
rozbudowy poszczegdlnych funkejl zarzadzalacych, a nawet warto wyodre-
bnié nowe grupy. Przykladowo w przypadku catkowitego przejecia przez
sied postepowania w przypadkach awarii komputerdéw sieci, powstaje
kompleks zagadniend zwigzanych 2z prowadzeniem odnowy informacyjnej obej- -
'mnjqcy testowanie i diagnostyke sieei, sktadowanle podrednich standw
sieci, ocdtwarzanie stanu sprzed awarii i restartowanie sieci.

W dalszym ciggu ograniczono sie tylko do blizszego oméwienia podsta-
wowych funkcji szarzadzajqcyche.

2.1, Szeregowanie zlecen 1 rogdgiax zasobodw

Zagadnienie to ma dwa aspekty: aspekt podejmowania odpowiednich
decyzji oraz aspekt realisacji ustalonych juz decyzji. Nalezy zwxrdcié
uwage, ze o ile mechanizmy realizacji takich decyzji zawsze muszg
istnieé w sieci, to podejmcwanie takich decyzji zwykle jest pode jmowane
przez uiytkownika,a tylko czgsSciowc przez sieé komputerows. Pojgcie
zlecenia uzytkownika nie jest Jednoznaczne, Mozna przyjiaé nastgpujacy
Jege interpretacjg. Zlecenie sktada sie ge zbioru operacji. FPrzesg
c¢neracje rozumie sig taks csynnosé obliczeniows, ktéra na czas realiza-
cJji angazuje niezmienny zestaw zasobdw sieci (pamigei, urzadzei
zewngtrznych, procesoréw, plikéw itp.). Operacje sg wezgledem siebie
uporzadkowane (jest to ogdlmnie porzadek czesciowy, co oznacza istnienie
operacji realizowanych jJednoczesnie, o ile nie wykorzystuje ona
wspélnych zasobdw). Nalesy od razu zwrécié uwage, ze uzytkownik definiu-
Jac swoje zlecenie moze nie okreslad permego zbioru operacji i wsajemne-
g0 ich uporzadkowania. Informacje te s3g najczgécie] uzyskiwane dopiero
w trakcie realizacji glecenia. Stwierdzenie to jJest waszne 2z tego wzgledw,
ze, zak¥adajgc istnienie pewnego obiéktu planujacege sposéb realizacji,
nalezy sie liczyé =z sytuacjami braku peXnyech informacji o zasobach
wymaganych przez zlecexnie.

Tode jmowanie decyzJji zwigzanych z szeregowaniem zasobdéw i ich przy-
dziazem odbywa sie zwykle w poJedynczym komputerze obliczeniowym;
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wynika to z lokalne] autonomii (ﬁechniéznej i administrzevinej) kazdego
% komputeréw. Aby podejmowaé decyzje lokalnle o zlecen:uch, ktére moga
wykonywaé sie w siecl nalezy posiadaé odpowiednie informacje o stanie
innych komputerdéw obliczeniowych. % tego wzgledu zsrzgdzanie gasobami
jest écidle zwigzane sz zarzgdzaniem informacjami o stanie sieci,

Ogdinie oceniajac stan wiedey w zakresie zarzgdzenia gzleceniami i
zasobami, naleszy stwierdzié, se wasciwe i peXne zrozumienie tych
zagadnien pozostaje jeszcze odlegly perspektyws. Rogwiggywanie tych
zagadniehd bedzie skojarzone z zagadnleniem globalne] optymalizacji pracy

siecit komputerowe}. W zakresie tym pojawia sie wiele szczegéXowych kwe=
etii, np.:

- w jaki sposéb przyjeta strategla zarzsdzanie zleceniami i zasobami
w pojedynczym komputerze obliczeniowym wpiynie ne efektywnosé caxe]
siecti,

- w jaki sposdéb nalezy rozmieszczaé v siecl zasoby relokowalne,

- jak zachowywaé integralmosé zasobdw w przypadku istnienia wieln
jego kopii, ‘ .

- w jaki sposéb mechanizmy i usiugl poszczegélnych warstw oddzialuja
na siebie i jak wpiywajg na efektywnosé pracy cakej sieci,

Nie sg nawet dotychczas sformuXowane jasno kryteria jakosci funkcjo-
nowania sieci. Mozna tu tylko wymienié Jako przeakanki‘dwa pode jécias
jedno represzeniujgce puckt widgenia uzytkownika sieci dgzace do mini-
malizacji czasu wykonania zlecel oraz drugie reprezentujgce punkt
widgenia administratora sieci daZgeego do makaymalizacji ?rzepustowoéci
slecd,

istniejacych realizacjach sieei nalezy gwrécié uwage na dwie cechy
zarzadzaxia zleceniami i zasobawi:

a) przyjmjac potrzebe prrzechowywania W komputerze obliczeniowyn
informacji o stanach pozostalrych komputerdéw, wprowadze eig mecha~
nizmy umozliwiajsce realizacje Jjednej ze strategii "zapytanicwej®,
tzn, przesytanie informacji na zgdanie lub "ofertowej", ti. ros~
sytanie przez komputer, w kiérym zasgly istotne =zmiany, lufommacii
do innysh komputerdw,

b) rodzaj informacji, jaki mégrby byé pomocny do rozstrzygnigeia czy
dane ziecenie lub jego fragment przekazaé do realizacii w danmm
komputerze obliczeniowym ogranicza sig tylko do tezo; ze dany
komputer jest lud nie jest w stanie zlecenie preyiats Jest to
zatem informacja jakosciowa.
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2.2, Zarzadzanie prawami dostepu i ochrona danych

0d systemu ochrony zasobéw w sieci komputerowej wymaga sig speinienia
‘takich samych postulatdéw, jak w przypadku pojedynczego systemu komputero-
wego, a w szczegdlnosdci:

- tylko upowazniony uzytkownik ma prawo do odeczytu, medyfikacji Ilub

manipulacji na zasobach,

- nieupowazniony usytkownik nie moze wstrzymywad lub uniemozliwiaé
dziaXai podejmowanych przegz uzytkownikdéw uprawnionych,

- tylko sutoryzowani uzytkownicy moga prowadzié komunikacjg.

W kazdym z systeméw komputerowych daje sig wyrdznié dwa sposcby
usytkowznia Jego zasobéw, Jeden 2z nich to zuzywanie pewnych zasobow
odnawialnych i moZze byé w zasadzle dozwolony bez cgraniczerd. Nalezy
jedynie zapewnié rogpoznanie uzytkownika, ktéry musi zapXacié za usiuge.
vczynnoéci drugiej kategorii zuzywajg zasoby nieodnawialne komputera
(np. kasowanie pliku nie posiadajgcego kopii). Wymagane Jjest wéwczas
dodatkowe zezwolenie pa ich wykonanie, Tak wigc ogélnie potrzetme jest
poprawne uwierzytelnienie usytkownika zlecajgcego wykonanie pewnego
zadania w celu:

- obcigzenia go kosztami wykorzystywanych zasobdw,

- wydania upowaznienia do uzycia zasobéw nieodnawialnych lub dostgpn

do danych zastrzezonych, :

Uwierzytelnienia i autoryzacji uzytkownika mozne dokonaé w rézny
sposéb, przykradowo:

- poprzez sprawdzenie pewnego zapamietanego wzorca (nasza),

- poprzez poreczenie zaufanego systemu,

- poprzez rozpoznanie, Ze tylko pewien okreflony uzytkownlk moze
domagaé sie okreslonego sposobu dostepu (np. informacje z konsoli
operatorskiej rozpoznawane sa jako pochodzace od operatora systemu).

W przypadku sieci komputerowej wymagane sg podobne mechanizny,
Jednakze ze wzgledu na rozproszenie 1 wielodé jednostek kontrolmjgeych
prawa dostepu, zarzadzanie ochrong danych Jjest znacznie bardziej zXozone.
W szczegdélnosci niemozliwym Jest istnienie tylko drugiej z wymienionych
powyzej metod identyfikacji i przynajmmiej jedna z pozostaxych dwdch
musi wystepowaé. Podobmie stosowanie tylko pierwszej metody (poprzez
kontrole hasta) jest kXopotliwe. Wynika to z rozproszonmego charakteru
.przetwarzania sieciowego, gdzie uszytkownik moze uruchomié wiele nie=
zaletnychvlub zaleznych od siebie zadan rozrzuconych w wielu systemach,
'z ktérych kazdy niezalesnie dokonuje identyfikacji, Problemem w tym przy-

. padku Jest zmiana tego hasta we wszystkich wprowadzonych zadaniach. :
Stosowanie te]j metody jest uzasadnione w przypadku, gdy identyfikacja
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uzytkownike dokonywana jest tylko jednokrotnie przy poczitkowym wejéciu
do sieci komputerowej. Wystgruje jednakie w tym przypacku dodatkowo,
jako zasadniczy, problem wzajemnego zaufania systemdéw do siebie, & w
gzczegblnosci do systemdw zarzgdwejgcych oraz obsimgi lieéi. Mozliwe
sg dwie sytuacje: jedna,gdy procesy wzajemnie sobie ufajs oras drugs,gdy
procesy maja dostgp do zasobdw wyZacsmie za podrednictwem mechanizm
ochronnege. Stad wymagane jest dodatkowo sprawdzenie ory otrzymywanz
informacja pochodzi istotnie od systemm (podsystemu, procesm), ktéry
dokona? identyfikacji. Dodstkowo w tym prezypedisu wymagane jest roswig-
zanie sytuacji, w ktdérej jeden z systeméw, np. 4 nie jest znany syste=-
mowl B, natomiast znany jest systemowi C, do ktdérego system B ma zaufe~
nie., Ogélnie system nie rmsi uznawaé identyfikacji desujgcej na porg~
czeniu strony trzeciej, ale musi wysiad takie porgcszenie do systemdw Je
akceptujgeych. - ' ‘

2,3, Rozliczanie za uslugi éwisdcgone w sieci komputerowe]

System rozliczen istniejgcy w sieci komputerowej powinien obejmowaé
rozliczanie za ustugi lokalnie swimdczone w ramach indywidualnego syste-
mu komputerowego oraz ga& usiugi sieciowe (-trunsfery). W sgczegdlnoéed
powinien on obejmowaé rogliczanie ga: .

- zuzycie zasobdw systemowych takich jak: pamigé, czas procesora,

- zuzycie zasobéw komunilmjgcych sie - liczbe przeslanyeh pakietdw

danych, czas pozaczenisa,

~ zugycie zasobdw warstwy aplikacji.

Stosowany algorytm jest analogiczny jak w przypadku systemu rozli-
czed w indywidualnym systemie komputerowym, tzn. zugycie dowolnego
zasobu podlegajgcego rogzliczaniun powoduje przestanie informacji o tym
fakcie do systemu rogliczef, ktéry nie musi znajdowaé sie w tym samym
systemie. Po jego otrzymaniu wyliczana jest naleZnofé za zuzycie zasobu
oraz dodawana jest ona do korcowego bilansu, Jeéli przekroczona zostala
przydzielona pula pieniedzy, uzytkownik systemu jest o tym powiadamiany.
Rozproszony charakier przetwarzania w sieci komputerowej powoduje jednak,
e stosowanie przedstawionego powyzej scenarimsza nie jest takie proste.
Obok problemu, jaki wystepuje w przypadku lokalnych systeméw rozliczen,
tzn, naliczenie nalesnosci po zakonczeniu przetwarzania zadanis impli-
kuje mozliwoéé przekroczenia maksymalnej puli budzetu oraz réwno-
czedrie wystepuiza dodatkowo problemy takie jak:

- okreglenie sposobu przesylania informacji o zuzyeim zasobow,

- okreslenie sposobu przerywania uruchomionych zadad w przypadku,

gdy budzet zostat przekroczony w wyniku zuzycia innego zasobu,

- okredlenie sposobu rozdziatu catego budzetu na czgsci w przypadku



116

uaktywnienia kilku zadad w ré2nych systemach.

Niezaleznie od konieczno$ci rozwigzania powyiZszych probleméw, mozna
stosowaé w systemie rozliczerl rézne systemy opXat oraz sposoby nalicza-
nia. Mozliwe 8§ dwa sposoby naliczania - naliczanie biezace, gdy opaty
pobierane sg w trakcie wykonywania usiugi orag naliczanie kredytowe,
gdy zakrada sig moZliwoéé przekroczenia przydzielonego dbudzetu. Z kolei,
Jedli rozwazymy system opzat, to mozliwe sg trzy rozwigzamia:

- gystem stopniowany, progresywny (przy wzroécie rozmiaru zadania

cena jednostkowa rosnie),

- system premiowy (przy duzym stopniu wykorzystania zasobéw cena

Jednostkowa maleje w wyniku zmniejszenia jej o ustalong wartoéé),

- system naturalny (obowigzuje stata cena).

Przy tym, wybér konkretnego rozwigzania powinno uwzgledniaé nie
tylko zaktadany 2zysk, ale réwniez charakterystyke uzytkowania sieci.
Oznacza to, %e system rozliczen powinien takie wymuszaé na usytkowniku
odpowiednig dekompozycje zlecer, tak aby moziiwym byto efektywne zarzg-~
dzanie catym systemen.

2.4, Zarzgdzanie informacjami statycznymi

Zarzgdzanie informacjami statycznymi dotyczy przede wszystkim
zarzgdzania identyfikatorami (nazwami). Nalezy zauwazyé, Ze sposéb
identyfikacji obiektéw wystgpujgcych w sieci jest podstawg dziarania
systemu zarzadzania. Identyfikatordéw uzywa sig¢ do réznych celdw, takich
Jak: autoryzacja, okreslenie praw dostepu, zarzgdzanie zasobami, sytua-
cjami awaryjnymi oraz identyfikacji obiektbébw zZozonych. Z tego tez
wzgledu identyfikatory obiektdéw systemu otwartego mozna podzielié na
trzy grupy:

- podlegajgce zarzadzaniu przez system, aplikacje czy warstwe,

- zarzgdzane przez specyficzne aplikacje takie jak:stacja itransferu

 zbioréw, zadad czy wirtualnego terminala oraz

- definiowane przez system lokalny.

Nie ulega watpliwosci, ze grupa trzecia nie podlege standaryzacji z
punktu widzenia systemu otwartego. Zarzadzanie obiektami grupy pierwsze]
z oczywistych wzglgddw musi podlegaé¢ standaryzacji. Watpliwosel dudziéd
moze grupa druga. Mozna wyobrazié sobie, Ze zarzadzanie obiektami pozo-
stawia sig¢ wymienionym aplikacjom. Wynika stad, ze tak szerokc rozumia-
ne zarzadzanie informacjami statycznymi jest Scidle zwigzane z rdznymi
grupami funkcji zarzadzajgcych i trudno bytroby je precyzyjnie wyodrgbnid,
Wyodregbnia sie natomiast pewien fragment okreslany jako zarzadzanie
Kartoteki Systemu (ang. Directory Services ), Potrzeba stworzenia usiug
Kartoteki Systemu (KS) powstaXa w wyniku:
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- gtaxych zmian systemm otwartego jako caXodci oraz
- potrzeby odizolowania uiytkownika, na ile to mozliwe, od zmian
w systemie otwartym.
Dlatego zasadniczym celem zarzadzania informacjami statycznymi jest
spe*nienie trzeck postulatéw pozwalajacych uzytkownikowi na;
= postugiwanie sig¢ dogodnymi dla niego nazwami,
- dynamicznego wigzania uzywanych przez niego nagw g nazwami grup
obiektéw bads ich wlasnodéciami oraz
- uniezaleznié¢ sie¢ od smian w konfiguracji sieci (dotaczanie, od-
Ygczanie aplikacji i zasobdéw) .
KS pozwala uzytkownikowi otrzymaé wymagane informacje o sieci.
Obecnie prowadzone sg prace nad modelem bagy dla ES.
Skomentowania wymaga fakt uzycia termiru = zérzqdzanie informac jami
statycznymi wobec rdéwnoczesnego stwierdzenia o zmianach. Wymienione
. wyzej zmiany s3 relatywnie statyczne, tzn. procesy aplikacyjne beda
wspdtdziaXaé ze sobg o wiele czesSciej anizeli zmieniad swoje atrybuty
(np. adresy, tryby dostepu itp.).

2.5. Zarzadzanie informacjami dynamicznymi

W sieci istnieje potrzeba rozpoznawania Sytuacji powstajgcych przy
inicjalizacji, konczeniu, monitorowaniu uzycia zasobdéw oraz dostarcza-
nia informacji o sytuacjach nienormalnych. Informacje takie wpiywajg na
decyzje podejmowane w trakcie normalnej pracy procesdéw aplikacyjnych
oraz decyduja o wymaganych interwencjach.

Dostep do tych informacji maja:

- ugzytkownicy (poprzez 2adania kierowane do systemu zarzadzania),

- administratorzy systeméw,

Mozliwe sq‘trzy nastepujgce strategie uzyskiwania informacji:

a) zapytaniowa (aystem #z3da podania okreslonegc rodzaju informacji),

b) ofertowa (informacje naptywaja w eposéb ciag¥y po uprzednim

wynegoc jowaniu ich rodzaju ) »

¢) retrospektywna (otrzymyware informacje dotycza "historii" zmiar

w systemie).

Charakter informaecji uszyskiwanych wg powyzszych strategil pozwalsa
nazwaé je informacjami dynamicznymi.

Nalezy podkredlié, se powyzsze strategie nie definiujg zakreru usiuvg.
jakie system powinien oferowaé w tym zakresie. Zagadnienie to wymaga
dalszych studidw.

Zarzgdzanie informacjami dynamicznymi opiera sig o systemowe stacje
zerzadzania aplikacjami (ang. System Menagement Application Entity,SMAL .
Stacje te wykorzystujac wspélme usiugi aplikacyjne zapewniajg dynamiceny
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przeptyw informac3i o zdarzeniach, pomigdzy systemami otwartymi.
Dlatego zarzadzanie informacjami dynamicznymi jest czedcia warstwy
aplikacji.

Informacje o gdarseniach moga byé zcentralizowane lub rozproszone
w kilku systemach. Rekordy-gdarzenla mogg by¢é udostgpniane na Zadanie
lub w momencie zaistpnienia, w zaleznodcl od tego, jakie "Sredki" dostar-

czyliémy SMAE,

3. DEKOMPOZYCJA FUNKCJI ZARZADZAJ4CYCH

3.1. Podstawowe zasady dekompogycii-

Plerwotny podszisX funkc)i sarzadzajacych wynike z faktu, ze - jak
zaznaczono we wstepie - dsziaXanie sieci komputerowej nalesy trakiowaé
jako wspditdziaianie rosprosgonego érodowiska przetwarszania rozproszonego
z aplikacjaml uzytkowymi. Zatem wynika stgd, Ze mozna wyrdznié zarzadza-
nie érodowiskiem oraz zarzadsanie aplikacjami uzytkowymi.

Przez zarzgdszanie drodowlskiem rozumie sig zbiér ustug (mechanizméw)
niezbednych do jego wladciwej crganizacji i dziarania,

Przez zarzgdzanie aplikacjami usytkowymi rogumie sig 2zbidér usiug
(mechanizméw) niezbgdnych do zachowania sirukitury i organizacji kompo-
nentéw aplikac)i, ktére wspdtdziaXajac ze sobg majg realizowaé wspdlme
przedsicwzlecie. N
Z uwagi na ogdlnie akceptowalny,warstwowy model sieci kcmputerowej, za-
rzadzanie srodowiskiem mozna poddaé dalszej dekompozycjl. Wyrdznia sie
zarzadzanie warstwa funkejonalng, rozumiansg Jjako podzbiér tych ustug
zarzadzania srodowiskiem, ktére 83 niezbedne do wiadciwej organizacji i
éwiadczenia ustug przez dana warstwe [8,10]. Traktujac pojgcie warstwy
zgodnie z modelem ISO/0SI, zarzadzanie warstwg nalezy odnosié do
wszystkich warstw, za wyjatkiem warstwy aplikacji. Zarzadzanie w warsiwie
aplikac]ji wymaga dodatkowego komentarza, Przyjete zaXozenie sugeruje, ze
$§rodowisko wykonawcze okredla zespor usiug dostarczanych przez warstwe
prezentacji. Tak jednak nie jest, Zespoem nstug dostarcszenych aplika- -
cjom uzytkowym (a nie aplikacjom w sensie modelu odniesienia) sg zwykle
ustugi warstwy pregentacji oraz usiugli dostarczane przez podwarstwg
uslug "standardowych® w warstwie aplikacji. Zakres ustug "standardowych®
jest obecnie pynny, réinie rozumiany w rdinych sieciach. Za %takie
usugi moina uwasaé transfer zbiordw, komunikatdéw lub zadayi, obsiugs
asocjacji (uogélnienie pojgcia potaczenia) itp. Zatem zarzadzanie pod-
warstwg usiug "starndardowych® takize mozna traktowadé jak zarzadzaenie
warstvwg.

Zarzadzanie w obrebie poszezegdlnych warstw nie odbywa sig caZkowi=-
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cie niezaleznis, lecz jest poddane pewnej koordynacji wykonywanej przez
tzw. zarzadzanie systemowe. Realizacja takiej koordynacji wymaga prze-
ptywu informacji pomiedzy zarzgdzaniem systemowym & zarzadzaniem w
warstwach. Stad wprowadza sig kolejne pojecie, bazy informacji zarzgdza-
jacych. W bazie te] sg gromadzone informacje dostarczane przez poszcze=
gélne rodzaje zarzadzania, a takze odpowiednio przez nie wykorzystywane.

Wykonywanie funkcji zarzgdzajgeych jest prowadzone przez wyspecjali=-
zowane obiekity. Zarzadzanie dang warstwg jest-realizowane przez zespdt
obiektéw pazywanych obiektami zarzgdzeania warstwg (0ZW). Kazdy s tych
obiektéw jest zlokalizowany w oddzielnym sysfemie sieci komputerowe},

w tel warstwie, ktérs zarszgdza. Zatem, potencjalnie, mogag one korzystaé
2z ustug warsiwy nizszej, a takze prowadzié wzajemng wymiane informacji,
zgodnie z istniejgcym protokotem warstwy, do ktérej naleza 1lub g proto-
' kotem innym, specjalnie przegnaczonym do marzadzania,

Podobnie obiekty zarzadzania systemowego (02Z3) sa rozlokowane po
jednym w kazdym skadowym systemie sieci komputerowej. Sposédb prowadzenie
viymiany informacji pomiedzy rdéznymi 0ZS, a takze miejsce ich lokalizacji
w modelu sieci, sg w zasadzie otwarte (nie 83 obecnie przedmiotem stan-
daryzacji)e

Obiekty zarzadzania aplikacjg uzytkowsa (0ZA) sz ulokowane w warstwie
aplikacji. 0ZA odnoszgce si¢ do konkretmej aplikacji mobgg byé rozlokowa=-
re w wielu systemach sieci. Oczywiscie, w pojedynczym systemie mcze
istnieé wiele 0ZA odnoszgeych sie do rdéznych aplikacji.

3.2. Zarzadzanie warstwg

Rola pojedynczego OZW, unlokowanego w danym systemie sieci komputero-
wej, jest potrdjmalsl:

a) koordynuje on praca obiektéw komunikacyjmnych nalezgcych do danej

warstwy,

b) wspéipracuje z innymi 0ZW w innych systemach,

¢) wspbkpracuje z 025,

W zakresie koordynacji w obrgbie wkasne] warstwy OZW dokonuje, na
skutek kierowanych do niego zgdard usug, dynamicznego wykreowania
obiektdw komunikacyjnych i powigzania ich z punktami dostepa do usiug
(FDU) oraz z kofcowymi punktami pokgczen (XPP), DziaYania te OZW dokonuje
na pedstawie informacji zgromadzonej w bazie informacji zarzadzajacych,
gdzie miedzy innymi powinny byé zawarte informacje o potencjalnych
mozliwoéciach tworzenia odpowiednich kreacji i powigzad oraz informacje
podajace aktualng strukture powiazah komunikacyjnych w warstwie. Ponadto
0ZW jest odpowiedzialny za udzielanie informacji o aktualnych mozli-
wogciach swiadczenia usiug sasiednim warstwom, w tym podawania:infOrmacii
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o aktualnych powiazaniach komunikacy jnych.

Wspéipraca pomigdzy réznymi OZW w obrgbile danej warstwy moZe wyko-
rzystywad jeden z trzech sposobéw potrzebmej w tym przypadku wymiany
informacji: : ’ '

a) bezposrednia wymiana informacji pomigdzy 0Z¥ 2z wykorzystaniem
usug warsiwy nizsze} i z wykorzystaniem typowego lub specjalnie
ustalonego pretoko®n zarzgdzajgcego dane] warstwy,
wymiana poérednia informacji poprzez wykorzystywanie informacji
gromadzonych przez 0ZS i udostepnianych poprzez baze informacji
zarggdzajacych, . i

¢) wykorgystywanie informacji przekazywanych pomiedzy zwykiymi

obicktami komunikacyjnymi danej wyrstwy w trakcie normalnej pracy.

Wspdétpraca z 0ZS umozliwia OZW uzyskiwanie informacji o innych
warstwach, o innych 0ZS w cbrevie tej samej warstwy, uzyskiwanie infor-
macji o danej warstwie, ktdére 83 znane czy zadawane z zewngtrz - np.
przez operatora sieci k¢mputerowej; Ze swej strony OZW moze dostarczal,
poza informacjami aktualnymi dotyczacymi warstwy, raportéw i statystyk
ustalonych zdarzed w trakcie pracy warstwy.

o
~

3.3. Zarzgdzanie systemowe

Rola pojedyncgego 0ZS jest potréjna[8]:

a) koordynuje on zarzadzauniem w warstwach,

b) wspdéipracuje ze swymi odpcwiednikami w innych éystemach,

¢) wspéipracuje z otoczeniem systemu.

Koordynacja obiektédw OZW polega gdwrie na umozliwianiu dostgpu OZW
do odpowiednich fragmentdédw bazy informacji zarzadzajgcych (jak opisano w
punkcie 3.2).

Yozliwa jest takze organizacja wsvéipracy taka, ze 03S bezposrednic
oddziakuje na poszczegdlne 0ZW (odrosi sig to przewaznie do rdznych
sytuac ji awaryjnych ludb potrzeby natychmiastowego zatrzymania pracy
warstwy).

Wspétpraca z innymi systemami moze byé prowadgona w réinyam zakresie,
w szczegdlnodci dopuszeza sig sytuacje braku jakiejkolwiek wymiany
informacji sterujgcych. Sposdéd prowadzenia wspdépracy moze polegad mna
wyrsorzystywaniu usiug sieci, 2 takze na wykorsystywaniu us¥ug niesiecio-
wych {nie mieszczacych sie w modelu sieci). Obiektu 0Z5 nie umieszcza
8iz a2 priori w Konkretne]j warstwie, Wydaje sic jednak, ze zarzgdzanie
systemowe warto podzielié na garzadzanie systemowe podsiecig transmisji
danych oraz zarzgdzanie systemowe komputerami obliczeniowymi, ¥ tym
przypadku zarzadzanie podsieci mozna lokowaé w warstwie éieciowej, zad
zarzadzanie komputerdw obliczeniowych wydaje sie najrozsadniejsze
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umiescié w warstwie aplikacji, ewentualnie -~ zwlaszcr. w przypadku
sieci jednorodnych - w warstwie sesjJi. Prowadzona wy :.ana informacji
moze dotycazyc:
- udostepniania informacji potrzebnych do zarzadzania w poszczegdl-
nych warstwach: jest to opcja, gdy} wyniany takiej moze nie byé,
Iub moze byé prowadzona w inny sposéb autonomicznie w obrebie
poszczegdélnych warstw ludb z uzyciem mechanizmdéw spoza sieci
- udostepnianie ogélnych informacji o aktywnosci danego systemu
(doXzczanie, odtaczanie, aktywacja/deaktywacja systemu, monitorowa-
nie stanéw, zawieszanie aktywnosdci itp), czyli ogdlnie] aktualiza-
cja kartoteki systemu lubd bazy informacji zarzgdzajacych,
- prowadzenie rozliczeid za wykonane usiugi, autoryzacje uzytkownikow,
odtwarzanie sytuacji sprzed stanéw awaryjnych itp.
Wspdipraca z otoczeniem systemm to wspéXpraca z operatorem ludb
administratorem sieci, speiniajacymi w stosunku do 0ZS role nadrzedng.

3.4, Zzarzadzanie aplikacja

Warstwa aplikacji ma zXozong, mieustalong jeszcze strukiurg. Mozna
w niej wyrdznié co najmniej dwa rodzaje aplikacji: aplikacje uzytkowe i
aplikacje standardowe, ktdre w istocie swiadcza ustugi dla aplikacji
uzytkowych, Ogdélnie zarzadzanie caXoscig aplikacji standardowych,
wyznaczajgcych pewng podwarstwg, mozna potraktowaé tak jak zarzadzanie
w warstwie. Stwierdzenie takie nie jest catkowicie satysfakcjonujgce,
giyz kazdy 2z rodzajbéw aplikacji siandardowych ma swoje specyficzne
problemy (np. transfer i manipulacja zadai), probiemy te jedrak ze
wzgledu na swa obszernosé nie s3 tu omawiane. Nieco wieced uwagi
poswigca sig natomiast zarzqdzaniu aplikacjami uzytkowymi.

Model aplikacji uszytkowe]j, czy ogilniej - uzywajac terminologii
model grupy procesdw aplikecyjnych przedstawia sig¢ nasiepujaco[i7.1

3].

iplikacja skfada sie¢ z tzw. domen, kitdre sa grupami procesdw aplika~

cyjnych dziaXajacych w pojedynczym systemie (system moze posizdul wiens]
niz jedng domeng danej aplikacji). W obrgbie domeny wyriznia sir Tzw.
procesy gwykie oraz jeder proces zarzgdzajgcy. Proces; zarzgdzajjce w
réznych domerach komunikujg sie ze sobg w celu:
- ustalenia $rodowiska komunikacyjonego dia zwykiych procesiw,
ktérymi zarzzdzaja,
~ wspomagania zwykXych procesdéw aplikacyjnych w fazie nawigzywania
pokaczesd lub asocjacii.
Funkc je, jakie wykonujg procesy zarzadzajace sa nastirunjgces
" a) Dokonujs doXaczenia lub odaczenia zwykiych proceséw aplikacyj-
nych od ddmeny, za kidérg sg odpowiedzialne, O fakcie dokonania
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takich zmian powiadamiajg procesy zarzgdzajace innych domen.

b) Dokonujg aktywacji domeny, Hzn. inicjujg wykonywanie funkecji
zwykX¥ych proceséw aplikacyjnych. Przewiduje =iz mozliwosé
zapamietywania stanu procesdéw w momencie inicjalizacji po to,
aby w przypadku awarii byZzo mozliwe odtworzenie sytuacji poczatko-
wej. . )

c) Dokonujs deaktywacji domeny, tzn. korczenia pracy zwykiych procesdw
aplikacyjnych. Dopuszcza sig rézne formy deaktywacji,np. deakty-
wacja wymuszona, deaktywacja naturalns (zakolXczenie pracy procesu
po zakorcgeniu obsiugi wszystkich aktualnie zaXozonych poXaczen z
innymi procesami) czy deaktywacja potaczona z uprzednim powiado-
mieniem innych proceséw - partnerdw aktualnie istniejgcych
pozaczen,

d) Inicjuja nawigzenie potaczern komunikascyjnych pomiedzy zwykIymi
procesami. Potgczenia takie zostaja ustanowione na skutek Zgdania
odpowiedniego poigczenia przeg proces zwykiy w danej domenie i po
wynegoc jonowanin 2zgody z procesem zarzadzajgcym w inne} domouie,

- do ktére] nalezy zwykiy proces = partner zadanego poigczenia.

e) Rejestruja fakty rozXaczenia poxaczen przez zwykke procesy
aplikacyjne.

f) Przeprowadzaja wzajemne monitorowania w celu przedstawienia
aktualnie aktywnych procesdéw zwykXych w swych domenach oras
aktualnie obsZugiwanych przez nie poXgczeri.

Przedstawione funkeje 83 réwniez interesujgce z tego wzgledun, iz
ukazujsa pewien sposdéb wigczenia sie aplikacji uzytkowych do pracy w
sieci., Wynikajgcy stad schemat wtaczenia i wyXaczenia sig aplikacji
uzytkowych do pracy w sieci stanowi podstawe dalszej dekompozycjl funkcji
zarzadzanych aplikacji i prdéb lokalizacji standarddw wycinkowych funkcji
zarzadzajacych (np. autoryzacja, rozliczanie, dostgp do informacji dyna-
micznych i kartoteki systemu itp.) w odniesieniu do omawianych
dotychczas kategorii zarzadzania [14].

4. UWAGT EONCOWE

Przedstawiony zarys funkecji zarszadzajgacych w sicci komputercwej
wskazu je na to, ze okreslenie ich zakresu jest Jeszcze ki
petrego zrogzumienia, Z obserwacji materiazdw robdoczvch grTupy robocze}
WG4 [8-16] , w ramach ISO/TC97/SC16, odpowiedzialnej za problemy zarzgdza-~
nia w sieci komputerowej, wynika, ze przed przystapiernliem do s d
c¢ji tych zagadnierl nalezy rozpatrzyé ustugl i wrasnosci sieci kemputero-
wej jako srodowiska dla rozproszonego przetwarzania informacji. Takie
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ujecie problemu wykracza poza ramy modelu odniesienia 1S0/0SI, ktéry
ogranicza sig do okresleria zasad wspdéipracy (komunikacji) systemdw
otwartych.
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COMPUTER NETWORK MANAGEMENT PROBLEMS

Development of the computer network services require definition of
the common method of management, both for the particular services

and the whole of the network. The above problem is important because
an existing opinion on distributed management of comnuter network hzs
not stated precisely to date. In the paper, the management probtlems
selected by the authors are presented on the ground of ithe referencs
model of the open system architecture. Announcing range of management
function required, three cides 4o the question are taken into account
- open system, level and application maragement.
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