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Abstract: The notion of cooperative, service-based processes is a crucial one for achieving high 
flexibility in designing and deploying inter-organizational business applications. However, inter-organ-
izational business processes are known to be prone to a number of security risks. Research on secure 
distributed computing has traditionally focused on attacks delivered by outsiders; but a major source of 
risk for business processes is hostile or dysfunctional behaviour of insiders. �n particular, the sharing 
of knowledge that inevitably takes place in cooperative business processes is a major source of risk, as 
selfish or malicious actors can extract knowledge from the process’ information flows they have access 
to and use it for their own advantage. This disclosure risk depends on the specific business process and 
on the value of disclosed information, which changes over time. �n this work, we outline the definition 
of a framework supporting process-driven assessment of information value and value-based definition 
of a disclosure risk: this framework enables process designers to dynamically compute orchestrations 
that minimize the risk of knowledge disclosure while minimizing the orchestration’s own cost, in the 
presence of changing information value and both rational and malicious actors.

1. Introduction

�n the context of business process design, risk has been considered mainly from 
a project-management perspective; however, risk is an inherent property of every 
business process. Furthermore, while security research has traditionally focused on 
outsider attacks, it is now recognized that a major source of business risk in coopera-
tive business processes is due to dysfunctional behaviour of insiders, i.e. individuals 
or organizations taking part in the process. From a purely rational standpoint, dys-
functional behaviour on the part of insiders takes place when cooperating delivers 
a lower payoff than defecting or adopting any other type of non-cooperative be- 
haviour.

�n turn, this payoff depends on the specific business process economics and on the 
value of disclosed information, which changes over time. �n the past, much research 
work has been done on analyzing the risk of running business processes either in the 
presence of purely rational (selfish) participating entities (actors) or in the presence of 
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irrational, malicious actors: the first case requires a game-theoretical approach where 
one needs to provide incentives for the rational nodes to prevent them from disclosing 
information (as they act upon their self-interest); the second case has been studied by 
the distributed computing research community, which has proposed robust protocols 
to alleviate the effect of malicious behaviour. Those models fit the behaviours of 
both individuals and organizations: typically organizations will mostly act rationally, 
i.e. they may disclose information learned of a process’ task due to their economic 
self-interest (they may obtain more benefit from not collaborating); individuals (who 
act on behalf of organizations) will, instead, sometimes act rationally, but some other 
times can decide to attack without apparent reason (e.g., disgruntled employees who 
just want to harm the outcome of the process).

�n this paper, we argue that it is possible for business process designers to dyna-
mically compute business orchestrations that minimize the risk of knowledge dis-
closure while minimizing the orchestration’s own cost, in the presence of (i) chang-
ing information value, and (ii) both rational and malicious actors. A methodological 
advantage of disclosure risk analysis is that one can derive the value of disclosed 
information from the business process model, without any additional modelling of 
security solutions.

�n this paper we outline the foundational elements of a theoretical framework � 
called NAD�R (kNowledge Assets and DIsclosure-Risk aware re-design) � supporting 
the process-driven assessment of information value, the value-based definition of 
a knowledge disclosure risk and the design of an information disclosure risk aware 
re-orchestration. 

NAD�R includes a hybrid analysis based on process economics as well as the 
users’ subjective perceptions in order to compute the business process dynamic risk 
landscape. Based on the latter it is possible to compute sets of access rules to the 
knowledge items exchanged during a business process. These rule sets are then used 
to compute secure business process orchestrations able to guarantee (under certain 
conditions) that rational (selfish) actors have incentives to stay with the process and 
at the same time, alleviate the negative impact of actions by malicious nodes.

Business processes are normally secured by applying operational security solu-
tions (such as encryption and access control rules) to existing orchestrations. NA-
D�R provides a novel approach to securing business processes using risk estimates 
to suggest how to re-orchestrate business processes, providing the business process 
designer with valuable alternatives.

The paper is organized as follows: first we recall some foundational elements 
of the economics of knowledge and information and point to other contributions 
from the areas of distributed system engineering, �CT security and risk management 
where the NAD�R methodology is grounded (Section 2); then we outline our metho-
dology (Section 3) and point out its innovative aspects with respect to the state of 
the art (Section 4).
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2. Related work

2.1. Knowledge and information economics

Knowledge can be considered as a resource that a business can use in production, 
alongside physical capital, labour/human capital, and other inputs. Originating from 
the strategic management literature, this perspective extends the resource-based 
view of the firm [Penrose 1959;Wernerfelt 1984; Barney et al. 2001; Conner 1991]. 
�ndeed, knowledge is no ordinary product: unlike tangible goods, it is embedded and 
carried through multiple entities including organizational culture and identity, poli-
cies, routines, documents, systems, and employees. Knowledge is non-rival (con-
suming some information does not exclude someone else from also consuming the 
same information). Furthermore, unlike ordinary products and services, knowledge 
does not have the basic property of exclusion: if something is known, it is difficult 
and costly to exclude others from its use. Due to its special status, knowledge can-
not be dealt with by standard economic theories. Nevertheless, in the context of the 
manufacturing and service industries knowledge has a business value, determined by 
several factors. One factor is related to the market value of the goods and services 
produced by the organization holding the knowledge; another factor is the number 
of actors that share it. 

Those two factors are in turn controlled by two opposing mechanisms: on the 
one hand, knowledge sharing can help leveraging the collaborative creation of 
higher quality goods and services (some scholars stress the capability of hierarchical 
organizations in facilitating knowledge transfer [Arrow 1974; Kogut, Zander 1992, 
1996; Nahapiet, Ghoshal 1998], emphasizing the firms’ capacity to support the 
formation of a shared language and environment for collaboration); on the other 
hand, exclusion from knowledge can safeguard individuals’ and organizations’ 
knowledge assets. 

�ndeed, due to the relative easiness by which knowledge objects can be repro-
duced and communicated the value of the knowledge can significantly change over 
time in correspondence of acts of knowledge communication and transfer. Oppor-
tunistic behaviour (and its preventions) is recognized as one of the determinants 
of the structure of organizations [Foss 1996; Heiman, Nickerson 2002; Williamson 
1999]. Opportunistic behaviours can include appropriation of knowledge; indeed 
some scholars emphasize the role of organizations, specifically of hierarchical or-
ganizations, in avoiding knowledge transfer [Demsetz 1988; Conner 1991, Conner, 
Prahalad 1996]. �n both points of view, however, the value of the knowledge owned 
by an actor or by an organization is time-dependent.

2.2. ICT security

Knowledge intensive business processes involve normally the execution of 
coordination protocols on an �CT infrastructure, which can be represented by a 
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network of nodes. �n an ideal situation the nodes taking part to the protocol may try 
to maximize the overall common good of the community, i.e. their objectives may 
be aligned. �n practice, however, nodes may rather behave selfishly, looking out 
for their own interest. �n this case the objectives of the different players will not be 
aligned, and it will be possible to analyze the probable strategies in view of conflicting 
interests from a rational standpoint by using the theory of non-cooperative games. 

When rationality cannot always be assumed, e.g. in Collaborative Peer-to-Peer 
Computing (CP2PC), alternative approaches have been proposed relying on reputa-
tion and trust feedback mechanisms [Damiani et al. 2003]. CP2PC has been studied 
from two different points of view: a “classical” distributed computing view [Fer-
nandez et al. 2006; Konwar et al. 2006] and a game-theoretic one [Fernandez et al. 
2008; Yurkewych et al. 2005]. From the first point of view, the actors are classified 
as either malicious or correct, based on a predefined behaviour: the malicious actors 
show a “dysfunctional” behaviour due to a software error or when the actor inten-
tionally behaves maliciously. From the game-theoretic point of view, actors act in 
their own self-interest, that is, they are assumed to be rational [Shneidman, Parkes 
2003]: in other words, actors decide on whether to be honest or to cheat depending 
on which strategy increases their benefit (utility). From this point of view, strate-
gic games are used to quantify the necessary incentives so that the actors’ intere-
sts are best served by acting “correctly”. The design objective is forcing a desired 
Nash equilibrium [Nash 1950], i.e., a strategy choice by each actor such that none 
of them has incentive to change it unilaterally. At the Nash equilibrium point, one 
achieves the minimum level of risk while minimizing cost or satisfying a certain 
budget. However, the literature in this area focuses on collaborative aspects rather 
than on dysfunctional behaviour and its results concerning the understanding on how 
one can lessen the impact of malicious nodes in collaborative games are still preli-
minary [Mailath, Samuelson 2006]. A few recent works [Aiyer et al. 2005; Gairing 
2008; Moscibroda et al. 2006] have considered both rational (selfish) and malicious 
nodes, but for very different problems and with very different goals.

2.3. Risk management

Generally speaking, a risk management framework is composed of three main 
action phases: identification, analysis and control. A way to frame risks in a precise 
fashion is to characterize them, using properties such as impact, probability, time 
frame and coupling with other risks [Gemmer 1997]. Four risk-handling strategies 
are suggested in the literature: mitigation, avoidance, transfer and acceptance/as-
sumption. Risk transfer consists in shifting risk from one party to another (e.g. by 
insurance); risk avoidance consists in eliminating the probability of a specific risk 
before its occurrence (e.g. by a suitable process redesign); risk mitigation consists in 
reducing the probability of a risk and/or the impact that an occurrence of the risk may 
bear (e.g. by a suitable re-orchestration); risk acceptance/assumption refers to the act 
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of adapting to the risk when it becomes a problem (enactment of a risk contingency 
plan is required in this strategy). While risk avoidance and mitigation typically aim 
at reducing the probability of a given error, risk transfer and assumption consider 
more the magnitude of the error consequences. Our approach is aimed at risk avoid-
ance and mitigation.

Techniques for securing business processes have so far focused on incorporating 
security technology, such as network cryptography [Backes et al. 2003] or separa-
tion-of-duty [Wolter, Schaad 2007], into existing business process modelling tech-
nology. The business process models are then refined in order to translate them into 
executable business processes. At this stage, one can specify additional assumptions 
regarding security, e.g. trust assumptions, similar to our information value. These 
modelling tools reduce the burden on the business process designer, since they al-
low automatic validation of the business process to the specification. The goal of 
our research is very different in respect to the category of threats targeted by our 
framework: information disclosure. Up to now, only a few works (see for instance 
[Damiani 2009]) have investigated the problem of taking into account the risk of 
dysfunctional behaviour when designing business processes. This risk however is 
even more relevant to business processes than the one of outsider’s attacks. For 
cross-organizational business processes the threat of information disclosure signifi-
cantly outweighs threats from attackers on the network, while for internal business 
processes the main menace is often represented by hostile behaviour by insiders. For 
instance, in the key application areas of new product development and supply chain 
management these disclosure risks are particularly important, since the information 
is of very high value to the competition. 

3. The methodology

3.1. Outline of the NADIR approach

The approach of NAD�R is grounded on the economics of knowledge, but is 
aimed at using economic analysis (together with security-inspired models of non-ra-
tional, dysfunctional behaviour) to carry out focused risk analysis at the level of indi-
vidual business processes, leading to process-specific risk monitoring and, if needed, 
to risk-aware business process (re)design. NAD�R analyzes business process design 
with the tools of game theory, identifying critical points in the process orchestration, 
related to the possible defection of individual actors. This analysis is based on the 
notion of security invariants, i.e., relations that link shared information value and 
disclosure payoff. A typical NAD�R invariant is the one stating that “At each step of 
the process and for each actor A, the decrease in value of the knowledge items held 
by A must not be greater than A’s expected payoff from correct process execution”. 
The violation of a security invariant, like the one above, during process execution 
could trigger the defection of an actor (individual of organization). 
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Rational causes for dysfunctional behaviour can be integrated with indicators of 
the onset of non-rational dysfunctional behaviour, taking into account the difference 
between prevalently rational, corporate actors (e.g., modelling business partner orga-
nizations) and mostly irrational individual players, (e.g., modelling insider attackers 
like disgruntled employees). Once the evolving risk landscape of a business process 
has been identified followed along the process enactment, it is possible to use it to 
redesign the process economics introducing a suitable incentives system, or to rede-
sign the process itself by acting over its orchestration, so as to control the spread of 
knowledge and its progressive change in value, thus making the process more robust 
to the possible dysfunctional behaviour of some actors. �ndeed research has shown 
that, given a business process orchestration, one can derive a set of access control 
policies, which is minimal and necessary [Kerschbaum, Robinson 2009]: from this 
follows that a minimum risk orchestration can be stated as an access control policy 
on the knowledge items exchanged during the process. �n turn � should the operatio-
nal context require it � such access control policy can be stated either as a business 
process re-orchestration or in terms of a suitable encryption key distribution scheme 
[Kerschbaum, Robinson 2009].

This methodological approach can help business process designers in applying 
risk-aware process engineering techniques to specific knowledge intensive business 
processes. The lifecycle of the NAD�R methodology is shown in Figure 1.

2.1. Game 
representation 
2.2. Subjective 
polling 

5. Process 
re-engineering  

suggestions 

1. Process 
specification  

4. Minimum 
risk  

access rules 
definition 

3. Risk 
evaluation 

Methodology  
Lifecycle 

Figure 1. Schematic view of NAD�R methodology lifecycle

Source: own elaboration.
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Schematically the lifecycle consists in the following iterative processes.
1. The initial specification of the process under investigation is mapped into a re-

presentation suitable to game theoretical and distributed system analysis, which are 
at the basis of the economics-based risk analysis.

2. The economics-based risk analysis is then performed, based on the notion of 
security invariants, i.e., relations that link shared information value and disclosure 
payoff. �n turn, the behaviour of malicious individuals (modelled as non-rational 
actors) is represented by super-imposing uncertainty (a probability) on rational be-
haviour. The superposition uses the value of information as perceived by the com-
munity (estimated by direct questions and probes) to modulate the probability of 
deviating from rational behaviour to non-rational malicious behaviour, typical of in-
dividuals. The output of the analysis is the probability of adverse events like insider 
attacks (defections, disclosures, etc.). An illustrative example of assessment of the 
probability dysfunctional behaviour based only on rational elements is given below.

3. Then computing the impact of the different adverse events allows dynamic 
quantification of the risk (computed as probability times impact), providing a dyna-
mic risk landscape showing risk per-actor and per-knowledge item.

4. Based on the risk landscape, a set of security requirements can be defined. �n 
the simplest case this can be a set of access rules minimizing the risk. Specifically 
NAD�R derives a set of minimally necessary access rules that both, fulfil the purpose 
of the business process, and are acceptable by the risk assessment. The Minimum 
Risk Access Rule Definition step derives these rules from (parts of) the business 
process description and the risk evaluation. �t is a well-known fact that there is a cor-
respondence between access rules and business processes, namely that access rules 
can be derived from a business process description. These rules are minimal and 
necessary, i.e. removing an access right prevents the business process from running 
and adding an access right only increases the disclosure risk. �t seems rather obvious 
that this transformation from business process to access rules loses information, i.e. 
there are multiple business processes that map to the same set of access rules. Many 
different algorithms have been developed for this conversion, including ones incor-
porating time [Kerschbaum, Robinson 2009].

5. The Process Re-engineering Suggestions step of NAD�R enhances these me-
thods with a well-designed reverse process that suggests a re-engineered business 
process for a given set of access rules. Namely, the NAD�R methodology can sug-
gest a business process alternative in case the risk evaluation concludes that the 
information disclosure risk of the current orchestration is unacceptable. Of course, 
security technology does not only offer access control as a means to control infor-
mation disclosure. �n some cases it may be acceptable from a risk perspective to 
disclose aggregate or derived information. NAD�R investigates alternative, novel 
methods, such as usage policies or privacy-preserving computation, in order to con-
trol information disclosure. This can open a new alternative in business processes 
to the simple and obvious choice of “to disclose or not to disclose”. An illustrative 
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example of re-orchestration which improves over an existing process design is given 
hereafter. The computational and organizational cost of implementing these solu-
tions, such as trusted computing or secure computation, needs to be considered in 
relation to the gained benefit.

3.2. Value-based assessment of the probability of dysfunctional behaviour

�n order to illustrate NAD�R’s novel approach to risk assessment we introduce 
a toy example referring to two actors participating into a sequential production pro-
cess within an organization O. �t is important to remark again that the NAD�R risk 
assessment technique will put together rational and non-rational behaviour; but for 
the sake of simplicity in this example we shall outline rational, economics-based risk 
analysis only.

Let us assume that the organization O is a software producer and that it is out-
sourcing the execution of different tasks of the software production to actors which 
do not know each other and cannot communicate directly:

1) to actor A is assigned the role of performing task a, at time 1, say designing 
a software � on the basis of the requirements received in input � and producing the 
corresponding information item, a software detailed design blueprint,

2) to actor B is assigned the role of performing task b, at time 2, say implemen-
ting the software: he will produce the corresponding information item, the software 
code, in the form of a set of high-level programming language files and the corre-
sponding executable binary code.

Subsequently the software will undergo other phases and eventually be com-
mercialized and distributed in the form of binaries. However this will happen only 
at time 4, due to the latency of the overall procedure in the organization O. The two 
actors will obtain for the added value, contributed to the product, a market share 
equal to 10 thousand euro each. The process is repeated every time the organization 
O decides to produce a new software unit. Let us assume now that on the market 
there is a competitor organization N, and that the commercialized binary code of 
O’s product cannot be reverse-engineered effectively: the total value of the infor-
mation items that A and B handle is greater than what they are going to receive for 
their added value. The competitor organization N, which is more efficient and has a 
shorter time-to-market than O, could secretly offer to each actor A and B, at time 2, 
a conspicuous amount of money for buying their information items, with the aim of 
commercializing the same product at time 3. �n this way N would lock the market 
and leave no gain for organization O, which in turn would not have any market share 
to pay to actors A and B. The organization N has only a limited budget of 50 thousand 
to devote to this operation of intelligence. Furthermore it will have to formulate the 
deal to A and B through different undercover intermediaries in parallel, hence the 
amount will have to be split into two parts if both the actors accept the proposal and 
defect from O.
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This leads to a situation where the two actors A and B � which we assume to be 
aware of the fact that N has contacted both, but not to be able to communicate to 
one another � to a strategic situation (the payoff for what a player chooses to do will 
depend also on what the other players do, and this holds for all players) depicted in 
the following table.

Collaborate with O Defect from O

Collaborate with O 10.10 0.50

Defect from O 50.0 20.30

One can readily recognize here an instance of the well-known Prisoner Dilemma 
(PD) game. Each player has two strategies available: Collaborate and Defect, each 
cell contains the payoffs for the two players corresponding to the combination of 
strategies (the first number represents the payoff for A the second the payoff for B). 
At first glance it might seem that the higher payoff to B in case of joint defection 
would make him more prone to defection; however if we consider fully rational ac-
tors this consideration does not apply, since if both are rational they will both Defect 
with certainty. Hereafter we will discuss how NAD�R risk assessment will provide 
a different result, first with rational agents in a one round PD then for finitely iterated 
PD, and we will show how one gets a higher risk for B.

We considered actors as purely rational and pursuing the maximization of their 
own payoff then for each player the best strategy is the one specified by the Nash 
equilibrium of the game: the situation where no player would obtain a higher payoff 
by deviating unilaterally from it. �n a single round Prisoner Dilemma, the Nash equi-
librium is at the cell (Defect, Defect), because a player leaving unilaterally this point 
would lower his payoff. Notice that each player has here a payoff for joint collabo-
ration P = 10, a reward for joint defection R = 20 or R = 30, a reward for unilateral 
defection T = 50, and a payoff for unilateral collaboration S = 0; however, the fact 
that the best strategy is “Defect” holds in general, provided that in the payoff matrix 
M for each player one has T > P and R > S.

However the single round (one-shot) game is not realistic, as in a real organiza-
tion the process of producing some product from scratch would normally be repeated 
several times; let us assume that the game will continue with further rounds even if 
one of the players has defected in previous ones. �f the rational players know that the 
game will last exactly n rounds, then at round (n � 1) the players face an ordinary 
one-shot PD, and they will defect: by induction the rational players deduce that they 
should defect at every step since the beginning. This phenomenon is called some-
times backward induction “paradox”, because it contrasts with substantial evidence 
from experimental economics showing that human players tend to cooperate faith-
fully in repeated interactions, especially in early periods when the end of the game is 
still far away [Szabo, Fáth 2007]. 
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A common explanation is that players are not fully rational or that their rationa-
lity is not common knowledge: each player knows that he is rational, but perceives 
a chance that the co-players are not. This information asymmetry makes the game 
a different game � namely a finitely repeated game based on a stage game with 
incomplete information � and assures cooperation, provided that the game is long 
enough and the stage game payoffs satisfy some simple inequalities: the reason is 
that there is an incentive for rational players to mimic non-rational players and thus 
create a reputation (of being non-rational, i.e., cooperative) for which the other’s best 
reply is cooperation, at least sufficiently far from the last stage.

NAD�R game-theoretical approach focuses exactly on this point. Notice that 
each player can infer the other’s move in the previous round from his own payoff at 
the end of that round: in these �terated Prisoner Dilemmas (hence forth �PDs) players 
who defect in one round can be “punished” by defections in subsequent rounds and 
those who cooperate can be rewarded by cooperation. Of course, the number of pos-
sible strategies for deciding at each move whether to Collaborate or to Defect on the 
basis of the other player’s moves in the previous rounds increases exponentially with 
the memory depth m kept by the player, but it is possible to formulate effective stra-
tegies which make use of limited resources, such as the Tit-For-Tat strategy (coope-
ration on the first round and imitation of the opponent’s previous move thereafter). 
Kreps et al. [1982] provide a bound L on the number of rounds at which Defect may 
be played when at least one player is committed to a TFT strategy.

�n the NAD�R approach, the value of L depends on the expected payoffs from 
attack and cooperation. Extending the simple example above, these payoffs (i) vary 
at each step of the business process and (ii) include the value of information held by 
each actor at each step of the process execution.

At the light of point (ii), i.e. considering the fact that at each process step some 
knowledge is acquired and/or released, coming up with mathematically well-defined 
functions of time for these payoffs can be very difficult.

�n general, however, we can safely assume that in most cases the knowledge 
value in a business process can be approximated by a stepwise descent, associated to 
knowledge communication/transfer events. 

Note that knowledge transfer can be intentional � functional to the normal ope-
ration of one of the business process activities, like parameter passing to a remote 
service � or an unintentional event, due to information leakage, malicious inference 
or to the reverse engineering of the final product.

NAD�R provides an empirical assessment of knowledge value as follows: at each 
step of the business process, each actor will see the value of her overall knowledge 
assets change due to (i) the “do-nothing” change to the value of the knowledge she 
already holds (typically a downward step change), and (ii) new knowledge acquired 
from other actors. 

�n NAD�R, these rational arguments allow assessing from a rational standpoint 
the risk that at a given round of the game an actor will have already defected. This 

Księga1.indb   60 2010-03-23   11:08:46



 Value-based control of knowledge sharing in networked services design 61

assessment is made through the quantity L: the shorter L is, the sooner an actor is 
expected to defect. 

�n our toy example, the higher is defection payoff R, the shorter will be L; gene-
rally speaking, however, we can state that when the evolution of an actor’s payoff 
for legitimate behaviour, minus the decrease in the value of her knowledge, brings it 
below the expected outcome of dysfunctional behaviour, the actor will be at high risk 
of defection with respect to correct business process execution.

�n other words, at step i, the length of the cooperative streak will be estimated as

Li = f(Pi – Ri – ΔKVi),

where Pi is the expected payoff of cooperation at time i, Ri is the expected payoff of 
defection at time i and ΔKVi is the decrease due to step i of the value of the knowl-
edge held by the actor, e.g. because the process step requires sending some informa-
tion to other actors. 

All other conditions being fixed, we consider that the higher is the reward in joint 
defection Ri for an actor, the more risky is the actor. 

�n our toy example, the NAD�R-style risk ranking would indicate actor B as the 
most risky, and actor A as a less risky one, and for the sake of preventing disclosure 
attacks O’s software development process should be enacted having this risk ranking 
in mind.

3.3. Risk-aware choice between competing orchestrations

We will provide now an illustrative example of risk-aware re-orchestration; for 
sake of simplicity we will consider a simple process admitting a small number of 
alterative orchestrations. Let us consider a business process where some informa-
tion item, e.g. a document, held by an actor A, needs � in order to proceed in its 
processing � to be signed both by an actor B and by an actor C: both B and C can 
get hold of the information contained in the document. Suppose furthermore that, 
due to some process external to the one under focus, the value of information is 
progressively decreasing with time. Suppose each actor has an associated threshold 
value and that when the value of the item they handle exceeds that threshold they 
can adopt a dysfunctional behaviour (e.g. selling the information to outsiders) with 
some probability. 

�n a disclosure-risk unaware orchestration (white board orchestration), illustrated 
in Figure 3, actor A could send the document in parallel to both B and C and wait for 
both approvals to come back. However while A waits for the signature there would 
be three actors at risk of dysfunctional behaviour: although the value of the informa-
tion item has decreased, at step 2 it is still above the three individual thresholds. �n 
a disclosure-risk aware orchestration, on the other hand, one could play in a mitiga-
tion approach illustrated in Figure 4: A sends the document first to B and waits for
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Figure 2. �llustration of a disclosure-risk unaware orchestration. On the left the activity diagram 
of the business process, on the right the parallel evolution of the information assets for the three 
actors: the value of information is progressively decreasing with time, due to external factors.  

The shaded area represents the amount by which, at each step, the information asset of an actor 
exceeds her individual threshold, making the actor at risk of dysfunctional behaviour. 

Notice that at step 2, according to this orchestration there are three actors at risk

Figure 3. �llustration of a disclosure risk-aware orchestration. 
Notice that at step 2, according to this orchestration there are only two actors at risk
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approval, then A sends the document to C for final approval: in this way, at step 2 of 
the process only two actors are above the threshold of risk. In this second orchestra-
tion there are never more than two actors at risk of dysfunctional behaviour.

3.4. Modelling irrational behaviour

The above examples used an entirely rational standpoint for analysis. �ndeed, the 
computer security approach � which models actors as functional units which may 
randomly adopt a dysfunctional behaviour � and the game theoretic approach used 
in economics studies � which models organizations as networks of interdependent 
rational (selfish) agents � have been used independently from each other. 

NAD�R integrates the two approaches via a probabilistic superposition: all 
agents are considered fully rational agents as in the examples above, but each agent 
has some uncertainty superimposed to its rational behaviour. This superposition re-
sults in hybridizing rational behaviour, typical of organizations, with non-rational 
malicious behaviour, typical of individuals.  

�n the hybridization technique we aim to take into account the difference between 
prevalently rational, corporate actors (e.g., modelling business partner organizations) 
and mostly irrational individual players, (e.g., modelling insider attackers like dis-
gruntled employees): the probability of malicious attack by an actor will be subjective 
and depend on the community view of the value of the information she owns.

4. Conclusions

The economics of security is a hot and rapidly growing field of research: more 
and more researchers and practitioners are realizing that security failures are often 
due to security experts focusing on defences against hacking and intrusions without 
taking into account the economics behind malicious and dysfunctional behaviour of 
insiders and business partners. Some work has been done to use economics to drive 
security investments, as well as on using incentives as an alternative to conventional 
security techniques (a full-length survey paper is [Anderson, Moore 2006]). Ho-
wever, while economic analysis can provide some insight on mass phenomena that 
�T security researchers have found difficult to handle, it must still show that it can 
help to improve security solutions in company and, more importantly, in business-
process-specific scenarios. 

The NAD�R framework aims to bring economic analysis into the toolkit of the 
business process designer and of the �T security expert. NAD�R analysis builds on 
ongoing work on the role of information assets in organizations, and on the rela-
ted risks, involving aspects of information economics (including key areas of game 
theory such as asymmetric information games), and integrating them with business 
process risk modelling and advanced modelling of the social aspects of collaborative 
networks. 
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