From the Coordinator of the national Scientific Network MAG-EL-MAT

The scientific network “New Materials for Magnetoelectronics – MAG-EL-MAT”, which was founded at the beginning of 2003, currently gathers over 50 very active research groups, which means about 300 scientists from the Polish universities and other scientific institutions (mostly from the Polish Academy of Sciences). The general theoretical and experimental goal of the network is to investigate electronic and magnetic properties of new materials exhibiting properties useful for the creation of new magnetoelectronic devices.

The first MAG-EL-MAT Meeting, held in Będlewo between 26 and 28 October 2003, and the second Meeting held on 13–16 April 2004, ended without collecting papers summarising the presentations given by their participants.

After the third Meeting on 2–6 May 2005, the organizers and the MAG-EL-MAT Coordinating Committee decided to publish in a regular journal the papers presented at the meeting. Fifty papers, after a regular refereeing procedure, were published on 336 pages of a special issue of Materials Science-Poland, edited by Tadeusz Łuciński and Stanisław Lipiński.

The fourth Meeting took place on 3–6 May 2006, in the form of a series of small seminars (four special sessions) and a plenary session with lectures delivered by J. Kossut and J. Dubowik. The topics selected for the fourth MAG-EL-MAT Meeting were: biomagnetics and medical physics, strongly correlated electrons in spintronics, modern electronics and nanotechnology. There were 104 participants, who delivered 32 oral contributions and presented 58 posters.

I asked again S. Lipiński and T. Łuciński to act as Guest Editors of this special issue of Materials Science-Poland. I express my gratitude to both of them and to all participants and referees for the energy and effort they have put into making these proceedings successful.

Bogdan Idzikowski

---

Participants of the Meeting of the Members of Scientific Network New Materials for Magnetoelectronics, MAG-EL-MAT, Będlewo, 3–6 May 2006
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Magnetic properties of Dy$_5$Pd$_2$ single crystal

M. Klimczak$^1$, E. Talik$^{1*}$, J. Kusz$^1$, W. Hofmeister$^3$, A. Winiarski$^1$, R. Troć$^2$

$^1$Institute of Physics, University of Silesia, Uniwersytecka 4, 40-007 Katowice, Poland

$^2$Institute of Low Temperature and Structure Research, Polish Academy of Sciences, Okólna 2, 50-422 Wrocław, Poland

$^3$Institut für Geowissenschaften, Universität Mainz, 55099 Mainz, Germany

Thermal variation of the lattice parameters, magnetic susceptibility and magnetization of a Dy$_5$Pd$_2$ single crystal has been measured. The single crystal obtained by the Czochralski method crystallized in the cubic Dy$_5$Pd$_2$ type structure. The compound exhibits two characteristic temperatures. The former equals about 40 K, and the latter about 20 K, being connected with the complex ordering of the rare earth sublattice and the reorientation process of the magnetic moments, respectively.
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1. Introduction

The R$_3$Pd$_2$ intermetallic compounds were investigated by Berkowitz et al. [1]. They reported the existence of four new R$_3$Pd$_2$-type (R = Gd, Tb, Dy, Ho) compounds. All these compounds crystallize in the cubic Dy$_5$Pd$_2$-type crystal structure belonging to the space group $Fd\bar{3}m$ [2]. Recently, magnetic properties of R$_3$Pd$_2$ (R = Tb, Dy, Ho, Er) intermetallic compounds were examined [3]. The samples were obtained in a polycrystalline form by induction melting. The electrical resistivity as well as ac and dc magnetic susceptibility measurements show a complex transport and magnetic behaviour of these compounds. The aim of this work was to grow a good quality single crystal of Dy$_5$Pd$_2$ and to examine the thermal variations of its lattice parameter as well as its magnetic properties.

*Corresponding author, e-mail: talik@us.edu.pl
2. Experimental

The single crystal was obtained by the Czochralski method from a levitated melt using high purity starting materials. The structure of the “as-grown” crystal was examined by the X-ray Berg–Barrett topography using FeK\(_\alpha\) radiation. The lattice parameter of the Dy\(_5\)Pd\(_2\) single crystal was studied in the temperature range from 10 K up to 300 K using a multilayer OSMIC monochromator with CuK\(_\alpha\) radiation from a Schneider rotating anode and four-circle Huber diffractometer with χ-circle [4]. The diffractometer was controlled by a STADI4 program system and equipped with a two-stage closed-cycle helium-cooling device (CTI-Cryogenics). The temperature was controlled within the accuracy of 0.1 K.

DC magnetic susceptibility and magnetization were measured parallel to the [111] direction in the temperature range 1.9-400 K and in applied magnetic fields up to 5 T using a Quantum Design MPMS (Magnetic Property Measurement System) SQUID magnetometer.

3. Results and discussion

The Berg–Barrett X-ray topography of Dy\(_5\)Pd\(_2\) shows that the investigated crystal grew without mosaic structure (Fig. 1). The room temperature lattice constant \(a\) is 13.53 Å being in good agreement with the value reported in Ref. [2].

Precise measurements of thermal variation of the lattice parameter were carried out for the produced single crystal. The temperature dependence of the unit cell volume \(V\) is presented in Fig. 2. The unit cell volume \(V\) decreases in agreement with the Grüneisen–Debye theory on decreasing temperature from 300 down to 50 K. Below the latter temperature, which is close to the magnetic ordering temperature, the contraction of the unit cell volume was observed. The obtained thermal dependence of the unit cell volume was fitted according to the Grüneisen–Debye theory assuming the Debye temperature \(\Theta_D = 180\) K (Fig. 2). The linear thermal and volume expansion coefficients \(\alpha_a\) and \(\alpha_V\) in the temperature range from 150 K to 300 K equal 3.99(14)×10\(^{-5}\) K\(^{-1}\) and 1.34(4)×10\(^{-5}\) K\(^{-1}\), respectively.
The temperature dependence of the magnetization susceptibility, measured at the magnetic field of 0.5 T parallel to the [111] direction in the temperature range 1.9–400 K, is shown in Fig. 3. The characteristic feature of this dependence is a wide peak with two contributions: the first one at 40 K is connected with complex ordering of the rare earth sublattice and the second one occurring at 24 K may be attributed to the reorientation process to the magnetic structure with antiferromagnetic contribution. Earlier, similar effects were observed for a polycrystalline sample [3]. Below 14 K a strong increase of the magnetization due to a ferromagnetic arrangement is observed.
Figure 4 shows the magnetization curve measured at 1.9 K in the magnetic fields up to 5 T. The values of the magnetic moment at 5 T are far from saturation and reach $5.8 \mu_B$ for the [100] direction and $3.3 \mu_B$ for the [111] direction. The widest hysteresis loops are observed for [111] direction and the value of magnetic remanence is $9 \mu_B$/f.u. For [100] direction we observed narrower hysteresis loops with the value of magnetic remanence of $5 \mu_B$/f.u. (Fig. 4). The hysteresis measured for [100] direction shows the metamagnetic transition at the critical field $H_c = 2.5$ kOe, while for the [111] direction such a transition has not been observed.
4. Conclusions

A single crystal of Dy$_5$Pd$_2$, obtained by the Czochralski method, crystallizes in a cubic crystal structure. This structure is characterized by the large unit cell volume and three non-equivalent dysprosium sites. The dysprosium ions are arranged into triangle configurations. This might lead to frustration effects that may be modified by the palladium contribution to the conduction band.
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Electronic structure of CeRh$_2$Sn$_4$

M. GAMŻA$^1$, W. SCHNELLE$^1$, A. ŚLEBARSKI$^1$, H. ROSNER$^1$
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We performed a study of the compound CeRh$_2$Sn$_4$, not investigated so far. Our samples were carefully characterized by X-ray powder diffraction analysis and by locally resolved, energy dispersive X-ray spectroscopy (EDXS). We present a combined experimental and theoretical study based on X-ray photoelectron spectroscopy (XPS) data together with ab initio band structure calculations. The Ce 3d XPS spectrum indicates a small mixed valence of Ce. Analysis of the 3d$^9$4f$^2$ weight using the Gunnarsson–Schönhammer theory suggests a hybridization between Ce 4f states and the conduction band of about 85 meV. The valence band spectrum, dominated by Rh 4d states, is in a very good agreement with the calculated one.

Key words: electronic structure; XPS; FPLO

1. Introduction

Many cerium based ternary compounds of Ce-T-X-type, where T is a transition metal and X is a p-element, exhibit unusual physical phenomena such as heavy-Fermi (HF) liquid or non-Fermi-liquid types of behaviour in a metallic state or a Kondo-lattice/valence-fluctuation type of state. The stability of paramagnetic or magnetically ordered ground state in such compounds strongly depends on the on-site hybridization energy among conduction and f electrons, the bare f-level position in the conduction band, the magnitude of intrasite Coulomb interaction and the number of electrons occupying the f-shell.

CeRhSn has attracted great interest during the last years due to its non-Fermi liquid character of low-temperature physical properties [1–6], having been explained in terms of the Griffiths phase. Moreover, in this system, Ce is in a mixed valence state and the Ce 4f states strongly hybridize with the conduction band. It is interesting to examine in detail the effect of stoichiometry and crystal structure on the formation of different ground states of the compound in the system Ce–Rh–Sn. Here, we present a study of a new compound CeRh$_2$Sn$_4$ which has not been investigated so far.

$^*$Corresponding author, e-mail: monika@.xps2.zfcst.us.edu.pl
2. Experimental

A polycrystalline sample of CeRh$_2$Sn$_4$ was prepared by arc melting of the elemental metals (Ce 99.99%, Rh 99.95% and Sn 99.99% in purity) in stoichiometric amounts on a water cooled hearth in an ultra-high purity Ar atmosphere with an Al getter. Our sample was remelted several times to promote homogeneity and annealed at 800 °C for 7 days. The sample was characterized by X-ray powder diffraction (XRD) analysis performed on a Siemens D-5000 diffractometer using CuK$_\alpha$ radiation. The lattice parameters obtained from the XRD patterns analysis using the POWDER-CELL program are in agreement with those previously reported [7]. The composition of the sample was examined by energy dispersive X-ray spectroscopy (EDXS) microanalysis. The quantitative measurements were performed at many points on the polished surface.

The electronic structure was studied by the Full Potential Local Orbital (FPLO) Minimum Basis method [8] within the local density approximation (LDA) using the experimental lattice parameters. In the scalar-relativistic calculations, the exchange and correlation potential of Perdew and Wang [9] was used. As the basis set, Ce (4f, 5s, 5p, 5d, 6s, 6p), Rh (4s, 4p, 4d, 5s, 5p) and Sn (4s, 4p, 4d, 5s, 5p, 5d) states were employed. The lower-lying states were treated fully relativistically as core states. The Sn 5d states were taken into account as polarization states to increase the completeness of the basis set. The treatment of the Ce (4f, 5s, 5p), Rh (4s, 4p) and Sn (4s, 4p, 4d) semicorelike states as valence states was necessary to account for non-negligible core–core overlaps. The spatial extension of the basis orbitals, controlled by a confining potential ($r/r_0$)$^4$, was optimized to minimize the total energy. A $k$-mesh of 90 points in the irreducible part of the Brillouin zone (400 in the full zone) was used.

The X-ray photoelectron spectroscopy (XPS) data were obtained with monochromatized AlK$_\alpha$ radiation at room temperature using a PHI 5700 ESCA spectrometer. The spectra were recorded immediately after breaking the sample in a ultra-high vacuum of 10$^{-10}$ Torr. Calibration of the spectra was performed according to [10]. Binding energies were referenced to the Fermi level ($\varepsilon_F = 0$).

3. Results and discussion

Figure 1 shows a part of a polished surface of the sample. The composition of the main phase (phase 1) was examined at a few points and was found not to be in agreement with stoichiometric CeRh$_2$Sn$_4$. Rather, under the used conditions, the phase Ce$_{1.2}$Rh$_2$Sn$_{3.8}$ (see Table 1) forms with the content of ~85 %. There are pieces of an additional phase, marked as phase 2, between the larger grains of the main phase. We found also few grains of a third phase. Based on the combined EDXS and XRD analysis we obtained a fraction of ~9% of RhSn$_2$ (phase 3) and ~6% of Ce$_3$Rh$_4$Sn$_{13}$ (phase 2) in the bulk CeRh$_2$Sn$_4$ sample.
Table 1. Average atomic concentrations of Ce, Rh and Sn in phases detected in the sample, estimated on the basis of the EDX patterns analysis

<table>
<thead>
<tr>
<th>Phase</th>
<th>Ce</th>
<th>Rh</th>
<th>Sn</th>
</tr>
</thead>
<tbody>
<tr>
<td>at. %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>17.34</td>
<td>28.61</td>
<td>54.06</td>
</tr>
<tr>
<td>2</td>
<td>16.84</td>
<td>20.14</td>
<td>63.02</td>
</tr>
<tr>
<td>3</td>
<td>1.96</td>
<td>32.82</td>
<td>65.21</td>
</tr>
</tbody>
</table>

Figure 2 shows the results of the numerical calculations of the total and partial densities of states (DOS) for paramagnetic CeRh$_2$Sn$_4$ within LDA. The partial l-resolved DOSs were multiplied by the corresponding cross sections [10]. The results were convoluted by a Fermi function for 300 K and by pseudoVoigt function with a full-width-half-maximum (FWHM) of 0.4 eV and 0.4 eV for Lorentzian and Gaussian, respectively, to take into account the live-time broadening of the hole states, the
instrumental resolution and phonon broadening. A background, calculated by means of the Tougaard algorithm [12], was subtracted from the XPS data.

Fig. 3. Measured XPS valence band spectrum and the spectrum calculated by the FPLO method within LDA approximation for paramagnetic CeRh$_2$Sn$_4$.

Fig. 4. The Ce 3d XPS spectrum deconvoluted based on the Gunnarsson–Schönhammer theory [15, 16].

The agreement between the calculated and measured XPS valence band spectra is good (Fig. 3). The spectrum reveals that the valence band of CeRh$_2$Sn$_4$ has a major peak mainly due to the d states of Rh located at about 2.5 eV and Sn 5p states. The second peak centered at about 8 eV is mainly due to the Sn 5s states. The Ce 4f states...
give only a negligible contribution to the total XPS spectra of CeRh$_2$Sn$_4$. The Ce 3d core-level XPS spectrum for CeRh$_2$Sn$_4$ is presented in Fig. 4.

Three final-state contributions $f^0$, $f^1$ and $f^2$ are clearly observed, which exhibit a spin-orbit splitting $\Delta_{\text{SO}} \approx 18.8$ eV. This value is in agreement with the one calculated by the FPLO method (18.83 eV). There is also an overlap of the Ce 3d photoemission lines with the Sn 3s peak at the binding energy of 885 eV. The separation of the overlapping peaks in the Ce 3d XPS spectrum was done on the basis of the Doniach-Šunjić theory [13]. The appearance of the $f^0$ components suggests a mixed valence behaviour of Ce, while the $f^2$ peaks located at the low-binding energy side of the $f^1$ components appear when the core hole becomes screened by an extra 4f electron. Such a situation may occur due to a hybridization of the 4f shell with the conduction band. Consequently, the intensity of the $f^2$ peak with respect to the sum of the intensities of the $f^1$ and $f^2$ peaks could reflect the degree of the hybridization. The hybridization energy $\Delta$, which describes the hybridization part of the Anderson impurity Hamiltonian [14], is defined as

$$\Delta = \pi V^2_{\text{FS}} N(E)_{\text{max}}$$

where $V$ is the hybridization matrix element and $N(E)_{\text{max}}$ is the maximum value of DOS. We estimated $\Delta$ from the ratio $r = I(f^2)/[I(f^1) + I(f^2)]$, in accordance with the procedure given by Gunnarsson and Schönhammer [15, 16]. For CeRh$_2$Sn$_4$, we obtained $\Delta \approx 85$ meV, which is significantly smaller than that for CeRhSn (~120 meV) suggesting that the Ce 4f states of CeRh$_2$Sn$_4$ are more localized than those of CeRhSn.

![Fig. 5. The Ce 4d XPS spectrum for CeRh$_2$Sn$_4$](image)

Based on the Gunnarsson-Schönhammer theory we also estimated the Ce 4f occupation number $n_f$ from the intensity ratio: $I(f^0)/[I(f^0) + I(f^1) + I(f^2)]$. We obtained $n_f \approx 0.92$ which
suggests that the valence of Ce in CeRh₂Sn₄ is close to 3+. This is consistent with the Ce 4d XPS spectrum (Fig. 5) where one can observe a multiplet structure between the binding energies 104 eV and 119 eV. These lines have been assigned to the 3d⁹f¹ final state. There is no evidence for additional peaks which could be attributed to the Ce 3d⁹f⁰ states.

4. Conclusion

A sample of nominal composition CeRh₂Sn₄ was characterized by the XRD analysis and by EDXS. It was found that the main phase corresponds to the composition Ce₁.₂RhSn₃.₈. The core-level XPS spectra exhibited that Ce in Ce₁.₂RhSn₃.₈ is nearly trivalent and the hybridization between Ce 4f states and conduction band is of about 85 meV which suggests that in Ce₁.₂RhSn₃.₈ Ce 4f states are rather well localized. The valence band spectrum calculated on the basis of FPLO results within the LDA is dominated by Rh 4d states and is in a very good agreement with the measured one. Specific heat, magnetic susceptibility and resistivity measurements are in progress.
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Layered alloys for effective magnetic flux concentration in induction heating
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Fundamental requirements for an efficient transformer core material are that it should have a high saturation magnetic polarization and high magnetic permeability as well as low coercivity to minimize hysteresis losses, preferably in combination with high electrical resistivity, so as to minimize eddy current losses. We report on the magnetic and electrical properties of new soft magnetic materials with respect to their application in the induction heating process. The investigation focuses on a composite layered material. The offered materials properties such as saturation of magnetization, remanence, coercive field and coefficients of efficiency of transformation in the flux controllers were defined. These materials are anticipated as magnetic flux concentration materials for very severe induction heating processes because they possess high permeability and saturation flux density, and stable mechanical properties at elevated temperatures.

Key words: soft magnetic material; composite layered material; saturation magnetic polarization; high magnetic permeability

1. Introduction

Future power conversion technologies will require high frequency operation of electrical and magnetic components for specialized applications operating at elevated temperatures such as application of magnetic flux field intensifiers (concentrators) in induction heating systems. Magnetic components are widely used in electrical power conversion and management systems, both as energy-storage and energy-transfer elements. The continuing development of better materials for magnetic flux controllers provides the user with benefits such as improvements in heat treatment quality, production rate increase, cost reduction due to energy saving, etc. [1]. Magnetic flux intensifi-
er enable effective concentration of magnetic field at the work piece, creating consistently reproducible heating patterns. Magnetic flux intensifier materials are characterized by high stability to magnetic shock, low magnetic loss, wide frequency range (50–100 kHz), magnetically non-saturating high heat resistance (up to 500–600 °C), high power loadings (greater than 40–80 kW), easy machining, etc.

Soft magnetic materials such as laminations, composites based on amorphous or nanocrystalline ribbons as well as metal powder and polymer binder (insulator) are applied for magnetic flux field intensifiers. The amorphous and nanocrystalline ribbons were the objects of extensive research in the last three decades of the last century [2]. The reason for broad studies of these materials are their very good soft magnetic properties, to which, first of all, belong high magnetic saturation $B_S$, low coercion value $H_C$, high magnetic permeability $\mu$, very low, close to zero magnetostriction $\lambda_S$, and finally, low remagnetising losses. Some of these alloys are characterized by relatively high resistivity [2].

Due to melt spinning manufacturing method, these materials are available only in the form of very thin ribbons, and their commercial use is limited. The composite with the polymer matrix reinforced with the amorphous or nanocrystalline particles obtained in the process of the high-energy milling of the amorphous ribbons or mechanical synthesis constitutes an alternative for those materials. Investigation of composite materials obtained by solidification of the metallic powder using various methods has been carried out in many research centres [1, 2].

The best soft magnetic properties are still found around the originally proposed compositions, i.e. Fe$_4$Cu$_1$Nb$_3$Si$_{14-16}$B$_{6-9}$ [3]. They are comparable with the excellent properties possessed by established materials such as Permalloys or Co-based amorphous alloys. The advantages, however, are a higher saturation induction of 1.2–1.3 T and a significantly better thermal stability of the soft magnetic properties. The combination of high saturation magnetization and high permeability together with good high frequency behaviour, low losses and the good thermal stability allows reductions in the size and weight of magnetic components used in, e.g., switched mode power supplies or telecommunication [3]. Apart from its technical performance, the material is based on inexpensive iron and silicon raw materials. Furthermore, the amorphous precursor material for the Fe–Cu–Nb–Si–B alloys, is easily accessible by rapid solidification from the melt spinning technique for large-scale production of amorphous metals.

The combination of the above factors has rendered the nanocrystalline solution competitive, not only with amorphous Co-based alloys, but also with classical crystalline alloys and ferrites.

Inhomogeneous layered magnetic materials that may be used in devices operating in medium- and high-frequency range are largely diffused and composed of grains with variable size bounded by a layer whose electrical and magnetic characteristics are sensibly different. Cross-sections of such materials can be approximated by succession of identical elementary cells. This structure influences the macroscopic eddy current circulation, affecting the Joule losses, under an imposed magnetic flux [4].
The schematic cross-section of such structures is shown in Fig. 1. Two parameters of layered structure have to be controlled: thickness of grain and its resistivity. An inherent feature of layered structures is that they work well only in plane-parallel fields, when magnetic field passes along the sheets [1]. This feature has to be taken into account when designing the flux concentrators.

However, little work has been done yet in the direction of development of two-phase layered composites. The aim of this work is to examine the magnetic properties of new ferrous-based, two-phase layered composites as candidate materials for flux concentrators.

### 2. Experimental procedure

A ferrous alloy was melted in alumina crucible at 1700 °C for 10 min (in resistance furnace with heating of coal resistor), and then was cast and rolled into plates 5 mm thick. The samples were cut and subsequently annealed at 800 °C for 3 h. The resistivity of the samples amounted to 83 μΩ·cm. Static hysteresis loops were recorded at room temperature with various magnetic fields using an ADE model 4HF vibrating-sample magnetometer with short samples, 5–8 mm long. The samples were oriented with the long axis in the direction of the applied magnetic field. A Walker AHM-401 automatic hysteresigraph was used to measure the core losses of the samples between 0.1 and 1000 kHz. All measurements were in accordance with AST Standard [5]. The evaluation of the magnetic flux concentrator effectiveness was made for rod (diameter of 30 mm) heated by two wind coils with frequency of 3 kHz. The heating pattern was evaluated visually.

### 3. Results and discussion

A typical static hysteresis loop of layered alloy is shown in Fig. 2. Its main parameters are following: coercivity $H_C = 1.6$ Oe, remanence $B_r 0.015$ T and magnetiza-
tion of saturation \( B_S = 2 \) T. The data reveal that the selected technology parameters allow us to achieve the advantageous soft magnetic properties because of getting grain lamellas with the thickness of about 5–10 \( \mu \text{m} \) and separation of grains by high resistivity phase, as shown in Fig. 1c.

Fig. 2. Static hysteresis loop of two phase ferrous alloy after rolling and heat treatment

![Static hysteresis loop](image1)

Fig. 3. Static hysteresis loops: 1 – layered two-phase alloy, 2 – polymer composite reinforced with Co\(_{68}\)Fe\(_4\)Mo\(_2\)Si\(_{12.5}\)B\(_{13.5}\) ribbons [2]

A comparison of static hysteresis loops for the studied layered alloy and a composite with the polymer matrix reinforced with an amorphous or nanocrystalline particles [2] (Fig. 3), clearly demonstrates that the alloy possess lower both the coercivity and remanence. A segment of a static hysteresis loop in low magnetic fields for the studied alloy is presented in Fig. 4 pointing to low losses in the material.

![Static hysteresis loop](image2)
Core loss analysis is of great importance for materials for magnetic flux intensifiers in processes of heat induction. Magnetic material core losses are a direct consequence of Joule heating from electric currents induced in the material by fluctuating magnetization.

Fig. 4. A segment of a static hysteresis loop in low magnetic fields for the studied alloy

Fig. 5. Core losses of soft magnetic materials: 1 – layered two-phase alloy, 2 – classical laminated steel [7], 3 – soft magnetic powder material [7]

Usually, total core losses are divided into three components: static hysteretic losses, classical eddy current losses, and excess eddy current losses (referred to as anomalous or dynamic losses) [6]. Static hysteretic losses are determined by quasi-static loop measurements. Classical eddy current losses are calculated from measurements in a sinusoidal applied field. Excess eddy current losses have contribution from
magnetic domain-wall dynamics with scales on the order of microstructure features [6]. The results of eddy current loss measurement compared with the results obtained for classical laminated steels and soft magnetic powder materials are shown in Fig. 5 as dependences of core losses on frequency.

![Graph showing core losses vs. frequency](image)

**Fig. 6.** The efficiency coefficient of transforming for toroidal transformer with core made of the layered two-phase alloy

The effect of decrease of core losses for layered two-phase alloy is greater for higher frequencies. The data demonstrate that core losses may be diminished by 2–10 times in the frequency range of 2–50 kHz. This effect has to be deeper studied in future.

![Diagram of induction heating test](image)

**Fig. 7.** A scheme of induction heating test:
1 – coil with laminated steel concentrator;
2 – coil with layered alloy concentrator;
3 – bar;
induction heating with layered alloy (a) and laminated steel (b) concentrators

The effectiveness of the layered alloy was estimated as a ratio of power in secondary circuit to power brought to primary circuit. The results (Fig. 6) reveal the optimum of frequency depending on the alloy structure parameters. The exploitation tests were performed by comparing of uniformity of induction heating bars by coil with
classical laminated steel concentrator (Fig. 7) and concentrator made of the alloy under study. The depth of heating zone for the former case was twice higher than for standard case (heating time – 7 s, \( T = 950 \) °C). The comparison of the main magnetic flux concentrator materials is given in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>FLUXTROL B</th>
<th>FERROTRON 559H</th>
<th>Layered alloy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, g/cm³</td>
<td>5.5–5.7</td>
<td>5.8–6.0</td>
<td>7.68–7.8</td>
</tr>
<tr>
<td>Maximum permeability</td>
<td>40</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Saturation, ( B_s ), T</td>
<td>1.4</td>
<td>1.2</td>
<td>1.8</td>
</tr>
<tr>
<td>Exploitation temperature, ( T ), °C</td>
<td>500</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>Major range of application frequency, kHz</td>
<td>10–100</td>
<td>15–50</td>
<td>50–500</td>
</tr>
</tbody>
</table>

4. Conclusion

The investigated layered two phase Fe-based alloy is characterized by good magnetically soft properties. Improvement of its magnetic properties may be attained by a strict control of structure parameters such as grain lamellas size and resistivity of both phases. The offered alloy may be effective as the material for magnetic flux concentrators for induction heating.
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Nanotechnology. Science or fiction?
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The paper can be treated as a short introduction to nanotechnology and nanoscience bearing in mind evolution of these terms over years. We will introduce basic ideas of nanotechnology like bottom-up versus top-down philosophy, assemblers and nanomachines. Finally, critics of nanotechnology from physical and chemical points of view will be presented leading to hardcore and pragmatic definitions of nanotechnology and nanoscience. The second part of the paper stands on the pragmatic definition of nanotechnology. The basic obstacles to a further miniaturization of conventional semiconductor devices and application of 0D, 1D and 2D semiconductor quantum devices in electronics will be addressed. Basic principles of operation of molecular electronic devices based on self-assembled molecules will be addressed. The author’s scanning tunnelling microscopy and spectroscopy results on self-assembled molecules and derivative adducts to C₆₀ molecules will be presented and discussed.
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1. Brief introduction to nanotechnology

The term “nanotechnology” was for the first time used in 1974 by Prof. Norio Taniguchi in his paper: On the Basic Concept of Nanotechnology [1]. Nanotechnology was defined as follows: “Nanotechnology mainly consists of the processing of, separation, consolidation, and deformation of materials by one atom or one molecule” [1]. However, it is commonly recognized that the origins of nanotechnology date from 1959 when at an American Physical Society meeting Prof. Richard Feynman gave his special lecture entitled: There is plenty of room at the bottom [2]. In this lecture, he noted that the fundamental principles of physics do not speak against possibility of building things “from the bottom up” using atoms as the building blocks. This revolutionary idea (bottom-up) was treated by majority of physicists as a “next Feynman’s joke” and it has been forgotten until eighties last century when Dr. Eric Drexler wrote his book Engines of Creation – The Coming Era of Nanotechnology [3]. In this, and
especially in his next book [4] he described his own understanding of nanotechnology
that is the way of building small and large structures atom by atom or molecule by
molecule using nanorobots (nanobot’s), particularly assemblers and replicators.

The Drexler’s way building of things was (and still is) in contradiction to the traditional
building paradigm in which we take away material until what is left is the prod-
uct. In the new bottom-up philosophy (Feynman, Taniguchi, Drexler – FTD) we add
atoms or molecules until the product is created. This philosophy seems very simple
and obvious, however it could not appear before quantum mechanics had been de-
veloped and understood. It is worth to note that the bottom-up philosophy has been dis-
covered by Nature millions and millions years ago, and is commonly utilized in bio-
logical systems.

Fig. 1. Visions for the future: a) molecular gear [5], b) microscopic machine
travelling through the bloodstream, injecting or taking samples for tests [6]

The essential part of the Drexler idea was to build molecular counterparts of
a classical devices like gears, pumps, pipes, gear-wheels, bearings, clamps and so on
(see Fig.1a, for example [5]). Using these molecular components creation of nano-
machines like: nano-spy, nano-doctor (see Fig. 1b [6]) or, for instance, mechanical
nanocomputers would be possible. What is more, these nanometer scale technologies
can probably enable mechanical, electronic, chemical and quantum mechanical inte-
gration between silicon and carbon systems leading to creation of cybernetics organ-
isms (Cyborgs) [7]. It is commonly believed that the appearance of the nanotechnol-
yogy/nanotechnologies ideas can directly lead to the next revolution in our human life,
just after information technology (IT) and biotechnology (Biotech) revolutions [8]:

1800–1900: First industrial revolution (automation age);
1900–1950: Quantum revolution (atomic age);
1950–2000: IT revolution (electronic age);
2000–2050: Biotech revolution (genomic age);

Since the beginning, Drexler’s idea has attracted much criticism coming mainly
from physicist and chemist communities [9]. It has been argued that Drexler’s mo-
lecular counterparts of classical devices are unstable form the chemical point of view
or should be even explosive. Furthermore, organic and quantum chemists claimed that chemical synthesis of such huge and big molecules is not possible at all. Physicists pointed out the problems with communication and energy supply to nanomachines. The problems with molecular fluctuations and scalability were also considered. Of particular importance is the latter problem because physical properties of condensed matter dramatically change below 100 nm. It was also proved that the tip of scanning tunnelling microscope (STM) could not be easily used as a manufacturing device due to extremely small speed and low reliability [7]. In particular, it is difficult to imagine that STM can be applied to build three-dimensional structures from isolated atoms [7, 10].

These obstacles and problems related to nanotechnology led to much more pragmatic definition of nanotechnology which can be acceptable for physicists and chemists:

The hardcore definition: Atom or molecular scale assembling or self-organization.

The Pragmatic definition: Novel effects due to controlled structuring in the size range from 1 nm to few 100 nm.

The appearance of the pragmatic definition of nanotechnology stimulated lots of theoretical and experimental studies related to phenomena and processes, which take place in nanoscale. A new scientific discipline called nanoscience has been established. However it should be remembered that the all current technologies containing magic term ‘nano’ are little related to ambitious nanotechnology program/philosophy predicted by FTD. What is more, the term “nano” opens lots of “doors” and is commonly abused by scientists who are not interesting in ambitious nanotechnology goals – it seems that they are interested in funding only [7].

In conclusion, it seems that nanotechnology considered in terms of their hardcore definition should be still treated as a fiction rather than science. However, it is worth to remember that the fundamental principles of physics do not speak against the bottom-up philosophy as Feynman said about 45 years ago.

2. The pragmatic definition of nanotechnology.

The case of molecular electronic devices

2.1. Introduction

As we noted, the pragmatic definition of nanotechnology stimulated lots of theoretical and experimental studies related to phenomena and processes which take place in nanoscale. These studies were mainly focused on designing and building new molecule-based electronic devices called molecular electronic devices (MEDs), applications of carbon nanotubes (CNs) and nanowires in electronics, stamping techniques for micro- and nanofabrication, microfluids and nanoelectromechanical systems [11].

Particularly, studies in MED/CN areas were stimulated by the fact that in IT we still need smaller transistors, because smaller transistors switch faster and allow a greater number of processors to be built within the same space. However, there were
some obstacles to further miniaturization of the conventional metal-oxide-semiconductor-field-effect-transistors (MOSFETs) like: appearance of high electric fields, problems with heat dissipation, shrinkage of the oxide layers caused by heat and electric fields, and vanishing of bulk properties ([12] and references therein). In order to overcome these problems, physicists focused on low-dimensional systems of electrons namely: two-dimensional systems of electrons (2D) called quantum wells (QWs), one-dimensional systems of electrons (1D) called quantum wires (QWRs) and zero-dimensional systems of electrons (0D) called quantum dots (QDs) [12–15]. Particularly, in the case of 0D system, the electron density of state function (DOS) consists of several peaks and this system can be directly used to build a quantum dot transistor (QDT) as presented in Fig. 2.

Fig. 2. Schematic drawing of a quantum dot transistor (a), potential profile of a quantum dot transistor without electric field applied to the gate (b), potential profile of a quantum dot transistor with electric field applied to the gate (c). Reproduced from [12, 16]

The central part of the QDT is QD containing discrete energy levels, and two electrodes called source (S) and drain (D). The principle of operation of the QDT is based on the fact that flow of electrons from the source to the quantum dot and after that from the quantum dot to the drain is completely controlled by the bias voltage applied to the gate – the resonant tunnelling. However, there were also some obstacles to manufacture quantum devices based on low-dimensional systems of electrons,
namely: cryogenic operation, extreme sensitivity of the tunnelling current to width of the potential barriers, and extreme difficulty of making islands and tunnelling barriers precisely and uniformly [12].

As a result at the beginning of nineties of the last century, the attention has been turned towards marriage of electronics with chemistry – a new paradigm called molecular electronic devices (MEDs) has been established [11, 12]. This new paradigm was based on the fact that there exist a variety of molecules conducting electric current via resonant tunnelling process or the Coulomb blockade effect occurring in structures with small molecular feature sizes. Briefly, the goal of molecular electronics is to find individual molecules (or carbon nanotubes) to perform functions in electronic circuits commonly performed by semiconductor devices [11].

![Schematic drawing of a molecular quantum dot](image)

The simplest possible molecular QD is presented in Fig. 3a ([12] and references therein). In this system two –CH₂– groups play a role of tunnelling barriers, while the isolated phenyl group is treated as a molecular quantum dot with discrete energy levels (molecular island). The whole molecular QD structure is connected to the gold electrodes by polyphenylene chains and sulphur atoms. The presented potential profile (Fig. 3b) of molecular QD system shows that we could expect appearance of resonant tunnelling process when we apply bias voltage between gold electrodes. As a result, it is possible to build a molecular resonant tunnelling diode and then molecular resonant tunnelling transistor ([12] and references therein).

There are two types of molecules that have been proposed as the potential basis for molecular electronic devices: polyphenylene based chains and carbon nanotubes [11, 12, 16]. However, the question was open whether a molecule taken individually had appreciable conductance, and whether a molecule taken individually could act as
an electrical switch. Most of the experiments related to measurements of electrical conductance of a molecules and carbon nanotubes have been done using scanning tunnelling microscopy and spectroscopy (STM/STS) techniques [13, 16, 17]. This is because STM/STS configuration can be treated as a natural double barrier system with a molecule located between the surface and the tunnelling tip.

The next part of this paper is devoted to presentation of some results related to studies of electrical conductance of a molecules using STM/STS techniques.

2.2. Resonant tunnelling effects on molecules

Recently, we studied processes leading to formation of one-dimensional (1D), two-dimensional (2D), and three-dimensional (3D) molecular crystals on surfaces by STM technique [18,19]. Furthermore, we were interested in a detailed understanding of the tunnelling spectra recorded by STS, which can be used to determine whether the resonant tunnelling effect via molecular energy levels takes place. In this case, the adsorbed molecule is treated as a quantum well with electronic states between tunnelling barriers. The first barrier is formed between the tunnelling tip and molecule, the second one is formed between a molecule and surface. The surface modulates the molecule states into resonances, which spread throughout the molecule gap. When the voltage bias is sufficient to adjust the quantum state inside the well to be within the range of energies for the tip conduction band, the well is in resonance and the current can flow onto the molecule and out to the substrate. Otherwise, the current is blocked indicating that the system is out of resonance. As a result, current–voltage characteristic with nearly flat regions (NFR) or negative differential resistance regions (NDR) can be observed. The operation effectiveness of molecular devices strongly depends on the peak to valley ratio on tunnelling current characteristic. To enhance this ratio, low temperature or eventually very small quantum well (molecule) are required.

Fig. 4. The STM images of the 8OCB liquid crystal molecules deposited on graphite. Field of view: 23 nm×23 nm

In Figure 4, we present self-assembled monolayer (SAM) of n-octyloxy-4-cyanobiphenyl (8OCB liquid crystal) molecules deposited on the (0001) basal plane of highly oriented pyrolicite graphite (HOPG).

The tunnelling $I–V$ curve recorded over pure graphite is presented in Fig. 5a and is typical of this material [18–20]. The $I–V$ curve recorded over 8OCB SAM structure
Nanotechnology. Science or fiction?

retains an asymmetric shape typical of pure graphite, however additional effects are
also visible, including nearly flat regions of the tunnelling current (Fig. 5b) and nega-
tive differential resistance on the $I$–$V$ characteristics (Fig. 6).

In our interpretation, at low bias voltages electrons are transported via non-
resonant tunnelling through the tails of the molecular levels (mainly HOMO and
LUMO) which are Lorentzian enlarged by the molecule-surface interactions. These
tails give rise to the LDOS near the Fermi level and lead to non-zero tunnelling cur-
rent for bias voltages within the HOMO-LUMO energy gap. More precisely, the non-
resonant tunnelling regime results in linear $I$–$V$ characteristic at low voltages.

Fig. 5. Typical current–voltage curve recorded over the pure graphite (a), current–voltage
curves recorded over the 8OCB SAM structure (b). Reproduced from [18, 19]

Fig. 6. Current–voltage curves where a distinct negative differential resistance occurs (a), and the
normalized first derivative of the $I$–$V$ curve presented in Fig. 6a (b). The NDR dip intersecting the zero
level of the normalized conductance. The NDR is marked by an arrow. Reproduced from [18, 19]
This is presented in Figs. 5b and 6a, especially for the occupied electronic states. However, when the voltage bias is sufficient to adjust the discrete energy levels inside the well (8OCB molecule) to be within the range of energies for the tip conduction band, as explained before, the well is in resonance and the current can flow onto the molecule and out to the substrate. Otherwise, the current is blocked, i.e. the system is out of resonance. As a result, $I-V$ characteristic with NFR or NDR regions can be observed (Figs. 5b and 6a). On the $dI/dV$ and $(dI/dV)/(I-V)$ curves the resonant states appear as a pronounced peak. When the system is out of resonance the pronounced dips on the $dI/dV$ and $(dI/dV)/(I-V)$ characteristics are observed (Fig. 6b).

The $I-V$ curves presented in Figs. 5b and 6 clearly show that we deal with resonant tunnelling which takes place on molecules.

### 2.3. Charging effects on molecules

One of the fundamental problems was the question whether a molecule can be treated as a Coulomb blockade structure or not. In order to answer this question, the STM configuration was used. In the STM configuration, the tunnelling tip is placed above a molecule deposited on an insulating layer. The latter is grown on a conductive material. The vacuum gap between a tip and a molecule and an insulating layer form a well-defined double junction system. Furthermore, a configuration without any insulating layer is also considered as a Coulomb blockade structure. In this system, one barrier is formed between an STM tip and a molecule and the other one is a space interval at a molecule/substrate interface. A double junction system can be described by the orthodox theory which considers the electron transport as a sequence of instantaneous tunnelling events and results in the suppression of the tunnelling current near zero bias voltage – the Coulomb gap ([21, 22] and references therein). The gap has the voltage width $\Delta E = e/2C_{\Sigma}$, where $C_{\Sigma} = C_1 + C_2$ is the total capacitance of the junction, $C_1$ is the capacitance of the tip/molecule junction and $C_2$ is the capacitance of the molecule/substrate interface. In addition to the Coulomb gap, a strongly asymmetric junction system ($R_1 \gg R_2, C_1 \gg C_2, R_2 = R_1, C_2 = C_1$, where $R_2 = R_1 + R_2$ denotes the total junction resistance, $R_1$ is the resistance of the tip/molecule junction and $R_2$ is the resistance of the molecule/substrate interface) exhibits a series of steps on the current–voltage characteristic – the Coulomb staircase. The steps have the voltage width $\Delta V = e/C_{\Sigma}$ and the current rise $\Delta I = e/R_{\Sigma}C_{\Sigma}$. The only exception is the first current step, where $\Delta I = e/2R_2C_2$. The steps are observed for the temperatures $kT < e^2/2C_{\Sigma}$.

In our experiments, we investigated the sodium dioctyldithiophosphate (NaDDP) molecules deposited from solution on the (0001) graphite substrate as presented in Fig. 7 [21, 22]. However, it is difficult to suggest a model which arranges molecules on the graphite substrate since the obtained topographical results are strongly affected by the electronic states of the molecule/graphite system.
In Figure 8a the $I-V$ curves recorded at the same tunnelling conditions over various points on the topography presented in Fig. 7 are shown. In Figure 8b, the theoretical $I-V$ curve calculated using the orthodox SET model with the fitting parameters $C_1 = 1.6 \times 10^{-19} \text{ F}$, $C_2 = 5 \times 10^{-20} \text{ F}$, $R_1 = 1.6 \times 10^9 \Omega$, $R_2 = 1 \times 10^5 \Omega$, $T = 300 \text{ K}$ is shown [22]. We found that a reasonable fit can be made at low bias voltages but at higher bias the tunnelling current is larger than the orthodox theory predicts. This is caused by non-linear conductance of the tunnel junction, i.e. suppression of the tunnel barrier at high bias voltages.

Another discrepancy to be observed easily is the asymmetry of current flow for negative and positive voltage bias. The gap and the steps are pronounced at the negative part of the spectra, i.e. for occupied states. The presence of the asymmetry of tunnelling current can be explained considering the effects of the discreteness of the energy spectrum in a molecule. The $I-V$ curves presented in Fig. 8a clearly shows that we deal with the Coulomb blockade which takes place on molecules.
2.4. Changes of conformation of a molecule caused by the tunnelling tip

Nano-fabrications of materials realized by scanning tunnelling microscopy tip seems to be very important in creation of electronic devices in a nanometre scale. Particularly, external electric field generated by the tunnelling tip can be used to change molecule conformation, i.e., it is possible to rotate an active part of the molecule (Fig. 9a) [23, 24]. The STM experiments presented here were performed on the C$_{60}$ONCF$n$ complexes consisting of the ferrocene (Fn, C$_{5}$H$_{5}$FeC$_{5}$H$_{5}$) bound to C$_{60}$ at the 6–6 bond by a heterocyclic ring [23, 24]. The cyclopentadienyl ring (cp, C$_{5}$H$_{5}$) and heterocyclic ring may be either parallel or perpendicular to each other.

Fig. 9. The snapshot of the C$_{60}$ONCF$n$ molecule during rotation caused by electric field generated by the tunnelling tip (a), the example showing that the tunnelling tip can be used to change position of the C$_{60}$ molecule in the C$_{60}$ molecular chain (b), 23 nm×23 nm STM image showing well separated four chains built of the C$_{60}$ONCF$n$ complexes (c), STM topography showing changes of conformations of the C$_{60}$ONCF$n$ molecules caused by electric field of the tunnelling tip (d)

In our experiments, it was possible to show that the C$_{60}$ONCF$n$ complexes form a well ordered, self-assembled monolayer (SAM) on the HOPG(0001) surface as presented in Fig. 9c. Because this molecular matrix was formed spontaneously on the graphite substrate we did not need to use the STM tip in order to form such a structure though the STM tip can be easily used as a nanofabrication device (Fig. 9b). Furthermore, we believe that it was possible to change conformation of molecules caused by the electric field of the tip as shown in Fig. 9d.
3. Conclusions

A brief introduction to nanotechnology/nanoscience and molecular electronic devices is presented. Our STM/STS experiments performed on molecules showed both occurrence of the resonant tunnelling and the Coulomb blockade effects. The results presented lead to the conclusion that the external electrode can control flow of the electric current across the molecule. The observed phenomena can be directly applied in construction of molecular transistors.

Studies performed on fullerene adducts were intended to find molecules whose structure may be changed by external electric field leading to storing information in molecular structure. These experiments can lead to future design and construction of molecular memory.
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Ferromagnetic transition in Ge_{1-x}Mn_xTe semiconductor layers
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Magnetic properties of thin layers of p-Ge_{1-x}Mn_xTe (x < 0.2) semimagnetic (diluted magnetic) semiconductor exhibiting carrier induced ferromagnetism were experimentally studied. The layers were grown on BaF_2 (111) substrates by molecular beam epitaxy technique. X-ray diffraction analysis performed at room temperature revealed monocrystalline (111)-oriented rhombohedral (exhibiting ferroelectric properties) crystal structure of Ge_{1-x}Mn_xTe layers in the entire range of Mn content studied. The examination of the magnetic properties of the layers carried out by superconducting SQUID magnetometry and ferromagnetic resonance technique showed the ferromagnetic transition with the Curie temperature in the range 10–100 K depending on the Mn content and the hole concentration. Contrary to polycrystalline GeMnTe layers, it was experimentally found that in monocrystalline layers of GeMnTe an easy magnetization axis is directed along a normal to the layer plane. This effect is discussed in terms of strain present in these layers due to thermal expansion coefficients mismatch between the substrate and the GeMnTe layer.

Key words: ferromagnetic transition; thin layer; semimagnetic semiconductor

1. Introduction

Ge_{1-x}Mn_xTe mixed crystals are substitutional solid solutions from the family of IV–VI semimagnetic (diluted magnetic) semiconductors [1, 2]. These materials exhibit ferromagnetic transition induced by a very high conducting hole concentration (p = 10^{19}–10^{21} cm^{-3}) [1–6]. Very high carrier concentration and the metallic type of electrical conductivity observed in GeMnTe crystals is related to non-stoichiometric crystal composition and high concentration of electrically active native defects (cation vacancies) [1, 2]. Ferromagnetism of GeMnTe is driven by the Ruderman–Kittel–Kasuya–Yosida (RKKY) indirect exchange interaction between well localized S = 5/2 magnetic moments of Mn^{2+} ions (electronic configuration 3d^{5}) and conducting carriers with the p–d exchange constant J_{pd} = 0.6–0.8 eV [4, 5]. In this material,
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a ferroelectric structural transition from the rock salt (high temperature) to the rhombohedral (low temperature, ferroelectric) phase takes place [2, 4]. Upon increasing the Mn content in Ge$_{1-x}$Mn$_x$Te crystals, the ferromagnetic transition temperature increases (up to 150 K for $x = 0.5$) while the ferroelectric transition temperature decreases (670 K for GeTe while 300 K for $x = 0.2$) [4]. It offers a unique possibility to realize various temperature scenarios for both transitions.

So far, Ge$_{1-x}$Mn$_x$Te alloys have been mostly studied in the form of quenched bulk polycrystals [3, 4] and thin layers grown by either sputtering [5] or ionized cluster beam deposition method [6] of crystal quality not sufficient for the experimental investigations of the interplay of structural (ferroelectric) and ferromagnetic transitions. In this work, we experimentally study the magnetic properties of thin monocrystalline layers of Ge$_{1-x}$Mn$_x$Te grown by molecular beam epitaxy (MBE) as well as analyze the relation between the structural and magnetic properties of the layers.

2. Growth, structural and electrical characterization of layers

Ge$_{1-x}$Mn$_x$Te layers were grown by home-built MBE facility on freshly cleaved (111) surface of BaF$_2$ single crystals using effusion cells for GeTe (material purity 5N), Mn (5N), and Te (5N). The growth of Ge$_{1-x}$Mn$_x$Te layers was performed under various technological conditions with substrate temperature of about 400–450 °C and pressure during deposition of about $10^{-5}$ mbar. The thickness of Ge$_{1-x}$Mn$_x$Te layers was typically about 0.25 μm. The maximum content of Mn in Ge$_{1-x}$Mn$_x$Te was 20 at. % as checked by energy dispersive X-ray fluorescence analysis, while the typical content of Mn in a set of about 30 samples grown for this study was approximately 5–10 at. %. The growth of the Ge$_{1-x}$Mn$_x$Te layers was monitored in situ by the reflection high energy electron diffraction (RHEED) technique revealing well defined, streaky pattern characteristic of two-dimensional mode of growth. Oscillations of the intensity of specular spot of RHEED diffraction pattern were not observed.

Post-growth, the layers were characterized by X-ray diffraction (XRD) analysis at room temperature revealing the monocristalline (111)-oriented rhombohedral (ferroelectric) crystal structure of Ge$_{1-x}$Mn$_x$Te in the entire range of Mn content studied. The relatively small width of the X-ray rocking curve (100–600 arcsec) observed in Ge$_{1-x}$Mn$_x$Te layers proves their good crystalline quality. XRD measurements showed a linear decrease of GeMnTe lattice parameter with an increase of Mn content, in a good agreement with the Vegard law reported in literature for bulk polycrystals [4] and thin layers [5]. Chemical homogeneity of the alloy was examined by secondary ion mass spectroscopy (SIMS), while surface morphology analysis performed by AFM microscopy revealed RMS roughness parameter of 1–10 nm over 10×10 micron area. For electrical characterization of p-type Ge$_{1-x}$Mn$_x$Te, the standard four-probe dc Hall effect measurements were carried out at room temperature and liquid nitrogen temperature revealing, as expected, very high ($p = 10^{19–10^{21}}$ cm$^{-3}$) hole concentration in Ge$_{1-x}$Mn$_x$Te layers.
3. Magnetic properties

The examination of the magnetic properties of Ge$_{1-x}$Mn$_x$Te layers was carried out in a broad temperature range of $T = 1.9$–200 K by superconducting SQUID magnetometry and ferromagnetic resonance (FMR) measurements. Figure 1 shows the temperature dependence of magnetization of Ge$_{1-0.15}$Mn$_{0.15}$Te layer, exhibiting ferromagnetic transition with the Curie temperature of about 16 K. Magnetic hysteresis loops for the same layer are presented in Fig. 2 and are characterized by coercive field and saturation field (at $T = 5$ K) of about 100 Oe and 1 kOe, respectively. Both measurements clearly indicate that an easy magnetization axis in GeMnTe layers is directed along normal to the layer plane. This experimental finding is also confirmed by ferromagnetic resonance analysis of magnetic anisotropy in GeMnTe layers. The FMR spectra shown in Fig. 3 reveal that the resonance field is lower for external magnetic field applied along normal to the layer (as compared to the field in-plane case). For regular thin ferromagnetic layer with in-plane easy axis (determined by shape anisotropy), the opposite effect is typically observed (i.e., the FMR resonance field is higher for out-of-plane configuration of external magnetic field due to large demagnetization effects).

![Temperature dependence of magnetization of Ge$_{1-x}$Mn$_x$Te (x = 0.15) layer](image)

In a set of about 30 Ge$_{1-x}$Mn$_x$Te (x $<$ 0.2) layers studied so far, ferromagnetic transition was found in the temperature range of $T = 10$–100 K depending on Mn content and hole concentration. However, for the layers with the highest Curie temperatures a very broad transition region is observed with quasi-linear temperature dependence of magnetization below the transition point. This indicates an insufficient electrical or...
chemical homogeneity of these layers. This is also confirmed by a large (up to 1 kOe) line width of the FMR in GeMnTe layers. To solve this problem, additional technological steps (annealing in MBE vacuum chamber or post-growth isothermal annealing in Te atmosphere) can be applied.

**Fig. 2.** Magnetic hysteresis loops of Ge$_{1-x}$Mn$_x$Te ($x = 0.15$) layer at 5 K. External magnetic field applied perpendicular (full squares) and parallel (open circles) to the plane of the layer.

**Fig. 3.** X-band ferromagnetic resonance spectrum of Ge$_{1-x}$Mn$_x$Te ($x = 0.1$) layer for two configurations of the external magnetic field with respect to the layer plane (shown in the figure).
4. Discussion and conclusions

The experimentally observed larger magnetization for the out-of-plane configuration of external magnetic field (as compared to the in-plane case), as well as the results of the FMR anisotropy study, provide evidence that in GeMnTe epitaxial layers grown on BaF$_2$ substrates the shape (dipolar) contribution to magnetic anisotropy is dominated by other mechanism minimizing the total magnetic energy of the layer for the magnetization vector directed normally to the plane of the layer (i.e., along [111] crystal growth direction). Although in GeMnTe crystal lattice all four [111] crystal directions are equivalent, the effect of thermal strain is expected to remove this degeneracy in epitaxial layers grown on BaF$_2$ (111) and preferentially select [111] direction normal to the layer. The effect of thermal strain is well known in the studies of optical, magnetic and transport properties of IV–VI semiconductors grown on BaF$_2$ (111) substrate [1, 2]. It originates from the difference of thermal expansion coefficients of the substrate and the layer (the expansion in the layer is larger than that in the substrate) and is expected to generate tensile strain in the plane of the layer (accompanied by compressive strain normal to the layer as given by Poisson coefficient) [1, 2]. One may also expect that the rhombohedral ferroelectric distortion along [111] directions taking place in these layers above room temperature will result in a single [111] ferroelectric domain structure. The experimental identification of the actual mechanism of this effect as well as the development of the microscopic model of the coupling between local distortion of the crystal lattice and magnetic moment of Mn ions will be the subject of further research in this field.

In conclusion, the magnetic properties of monocrystalline layers of semimagnetic (diluted magnetic) Ge$_{1-x}$Mn$_x$Te ($x < 0.2$) semiconductors grown by molecular beam epitaxy on BaF$_2$ (111) substrates were studied by SQUID magnetometry and ferromagnetic resonance technique revealing ferromagnetic transition related to very high concentration of conducting holes. Magnetic hysteresis loops and ferromagnetic resonance analysis showed in these layers an easy magnetization axis directed along normal to the layer plane. This experimental finding was analyzed in relation to lattice distortions brought about in GeMnTe epitaxial layers by the strain induced by thermal expansion coefficients mismatch between the GeMnTe layer and the BaF$_2$ (111) substrate as well structural (ferroelectric) rhombohedral distortion of the rock salt lattice.
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Electronic band structure and X-ray photoemission studies of ternaries APdGe (A = Th,U) in the paramagnetic state
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Among uranium transition metal germanides, UPdGe reveals fascinating magnetic and electrical properties. We have recently performed electronic band-structure calculations of this compound and its non-5f electron counterpart ThPdGe in the paramagnetic state. The obtained theoretical electron densities of states (DOS) were compared with newly measured X-ray photoemission spectra (XPS). For UPdGe some disagreement was observed probably due to the predominant localized character of 5f electron states observed in the XPS spectra.
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1. Introduction

It has been known for some time that UPdGe, crystallizing in the orthorhombic TiNiSi-type crystal structure (Pnma), exhibits an interesting complex magnetic behavior and very specific electrical properties [1]. This system undergoes two magnetic transitions at 28 and 50 K, into ferro- and antiferromagnetic state, respectively. At the lowest temperatures, a simple canted ferromagnetic arrangement of the moments within the orthorhombic ac plane was first proposed [2] but based on magnetic space group analysis and neutron diffraction studies [1, 3] it has been recently suggested to form a collinear ordering of uranium moments along the orthorhombic b axis. It is worth underlining that the collinear ferromagnetic state exists rather at temperatures 20–30 K but below 20 K a conical structure with the net magnetic moment along the c axis was reported [4]. This finding agrees well with the recent study of thermopower

\(^*\)Corresponding author, e-mail: m.samsel@int.pan.wroc.pl
and magnetoresistivity. In the temperature range from 28 to 50 K, a sinusoidally modulated antiferromagnetic structure was proposed [2]. As concerns electrical properties of UPdGe, the most interesting fact is that it reveals a giant value (73%) of magnetoresistivity at the transition temperature from ferro- to antiferromagnetic state [1].

This paper is considered to be the first step in understanding the magnetic and electrical properties based on the electronic structure studies of UPdGe and its non-5f electron counterpart ThPdGe in the paramagnetic state. With this aim fully relativistic (4-component) band-structure calculations were performed, using the full-potential local-orbital (FPLO) minimum-basis code [5] with the local density approximation (LDA) of the exchange-correlation potential. The 5f electrons were assumed to be itinerant. We used experimental lattice parameters $a = 7.054 \, \text{Å}$, $b = 4.357 \, \text{Å}$, $c = 7.617 \, \text{Å}$ for UPdGe [6] and $a = 7.7006 \, \text{Å}$, $b = 4.3753$, $c = 7.5994 \, \text{Å}$ just found for ThPdGe. For both compounds the atom positions were taken as those published in Ref. [3] for UPdGe. We obtained theoretical band energies $E_n(\mathbf{k})$ and total DOS as well as for particular atomic sites and for all the atoms in the unit cell separately. To verify these computations, the partial DOSs for the constituent atoms in each system were multiplied by the respective weight factors proportional to atomic cross-sections on photon scattering [7]. The results were summed and convoluted with a Gaussian to simulate the energy resolution $\delta$ of the analyser used in the XPS experiment.

Theoretical XPS obtained in this way were compared with the experimental ones, collected with monochromatised AlK$_\alpha$ (1486.6 eV) radiation on the polycrystalline samples of UPdGe and ThPdGe at room temperature. The energy spectra of emitted electrons with an energy resolution of $\sim 0.3 \, \text{eV}$ were analysed theoretically assuming $\delta = 0.3 \, \text{eV}$. The XPS spectra in a broad range of binding energies (0–1300 eV) were recorded under ultrahigh vacuum of $10^{-10}$ Torr at room temperature using a PHI 5700/660 Physical Electronics photoelectron spectrometer. Each spectrum was recorded immediately after braking the sample in vacuum. The oxidation of the samples was checked by inspecting the O 1s spectra before and after each measurement. Except for a small contribution of uranium dioxide, in the measured samples also some contamination from carbon was found.

2. Results and discussion

The behaviour of calculated band energies $E_n(\mathbf{k})$ in UPdGe is strongly anisotropic. Narrow band gaps open along a number of main symmetry directions $\mathbf{k}$. For other $\mathbf{k}$ mostly semimetallic character of bands is predicted by the theory. The spin-orbit coupling of U 5f states is of the order of 1 eV. Although the Fermi level $E_F$ cuts the U 5f$_{5/2}$ peak yielding a relatively high value of DOS at $E_F$, a pseudogap opens in the vicinity of $E_F$. In the region of valence band the contributions from Pd and Ge to the total DOS are very similar to each other for UPdGe and ThPdGe. As we expected, the non-occupied Th 5f states in ThPdGe are shifted far above $E_F$. Nevertheless, a very
small part of these electronic states may exist also at $E_F$. For UPdGe, a distinct hybridisation of the U 5f states with the U 6d and Pd 4d as well as Ge 4sp states around $E_F$ is apparent. Analogously, a hybridisation between the Th 5f with Th 6d and Pd 4d and Ge 4sp states is highly probable.

In this paper, we limit our presentation to comparison of the theoretical and experimental XPS data for UPdGe and ThPdGe in the binding energy region of valence electrons. The obtained results are shown in Fig. 1. The analysis of the calculated XPSs for both compounds reveals that in this range of energy (for AlK$_\alpha$ radiation) we can observe mainly large and very similar contributions originating from the Pd 4d states having a wide peak centred at about 4 eV. This feature is well reproduced by the experimental XPS. Additionally, for UPdGe there is a pronounced contribution of the U 5f$_{5/2}$ states located just below $E_F$. However, in our experiment the maximum of this contribution is shifted from $E_F$ by about 1 eV towards lower energies. This distinct discrepancy is probably connected with a more localised character of U 5f states.

Fig. 1. The theoretical (solid line) and experimental (dashed line) XPS intensity determined for UPdGe and ThPdGe.
in UPdGe, which is well visible in the experimental XPS. Moreover, this contribution is spread in the energy region more than 3 eV, which supports the idea of distinct localisation of 5f electrons in UPdGe due to the formation of the final multiplet. This aspect will require more detailed studies with the UPS technique.

3. Conclusions

To understand the magnetic and electrical properties of UPdGe we studied its electronic structure as well as the structure of its non-magnetic counterpart ThPdGe in the paramagnetic state. We performed fully relativistic and full-potential band-structure calculations using modern FPLO code. The obtained theoretical band energies and electron DOSs were compared with the experimental XPS data. We believe that we achieved a satisfying agreement between the theoretical and experimental data as to the conduction bands, but an apparent disagreement was observed for the U 5f band in UPdGe probably due to its more localised character in this compound being well marked in the experimental XPS spectra.
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Conductance quantization in magnetic and nonmagnetic metallic nanowires
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Transport properties of ferromagnetic quantum wires at room temperature are not yet fully understood, and the role of electronic structure of magnetic atoms in the conductance quantization is still under discussion. We present experimental results on the conductance quantization in point contacts between ferromagnetic (Co) or nonmagnetic (Au) wires and semiconductor (Ge) samples. The main features of the conductance histograms for the nonmagnetic wires are consistent with the conductance quantization in the units of quantum conductance $G_0 = \frac{2e^2}{h}$. For the ferromagnetic Co nanowires, the conductance shows plateaus at $nG_0$, generally with non-integer $n$. Such behaviour is a consequence of the complex electronic structure of magnetic 3d transition-metal atoms. A description of the quantization phenomena is presented in terms of the Landauer formalism for the current flowing through a small nanoconstriction.

Key words: quantized conductance, magnetic nanowire, ballistic transport, quantum point contact

1. Introduction

Crystalline nanostructures, such as magnetic nanowires, offer unique access to low dimensional condensed-matter physics. Because of the low power consumption, nanowires are very attractive and promising candidates for the next generation electronic and photonic devices. Understanding electron conduction through magnetic (Co, Ni) and semiconductor nanowires connecting two macroscopic electrodes is particularly attractive from the point of view of the fundamental physical properties of such structures, as well as from the point of view of potential applications in spintronic devices.

*Corresponding author, e-mail: susla@phys.put.poznan.pl
Since 1988, when the conductance quantization was measured in a two-dimensional electron gas quantum point contact [1, 2], charge transport has been the object of revived scientific interest. In 1993, electrical conductance quantization was found in gold nanowires made with the scanning tunnelling microscope technique at room temperatures [3] as well as at low temperatures [4]. Further studies showed that nanowires could form also in less sophisticated setups; for instance between two vibrating wires [5], or between relay contacts [6]. However, fabrication of stable nanowires of the width comparable with the corresponding Fermi wavelength turned out to be a very difficult task [7–9].

In noble (Ag, Au) and alkali (Li, Na) metals, the last conductance step before wire breaking, most likely corresponding to a monoatomic nanocontact, corresponds to the conductance quantum (per double spin) \( G_0 = 2e^2/h \), which can be associated with free propagation of the valence s electrons in two quantum channels (one per each spin orientation). For magnetic transition metals such as Co and Ni, the experimental data are less consistent. Oshima et al. [10] found the conductance steps in Ni nanocontacts near \( G_0 \) and \( 2G_0 \) at room temperatures and zero magnetic field, near \( 2G_0 \) at 770K and zero field, and near \( 1.5G_0 \) (occasionally near \( 0.5G_0 \)) at room temperatures in a magnetic field. Ono et al. [11] reported again \( G_0 \) for Ni at zero field and \( 0.5G_0 \) for Ni in a field. Recently Rodrigues et al. [12] observed one conductance quantum in a Co atomic chain at room temperature and zero magnetic field. Apart from this, Untiedt et al. [13] obtained low temperature zero-field data for several magnetic (Fe, Co and Ni) and nonmagnetic (Pt) quantum wires, and reported a dominance of the conductance steps between \( G_0 \) and \( 1.5G_0 \) in Co and Ni.

Although the conductance quantization has been analyzed theoretically within more or less rigorous methods, some features of the electronic transport through point contacts are not well understood yet. For instance, the influence of electron–electron interactions, spin dependent electronic structure of the materials forming the nanocontacts, and magnetic domain walls at the constrictions is still unexplored and is of current interest [14–17].

In this paper, we report on the investigation of the conductance of atomic sized contacts in air and at room temperature which are formed between magnetic (Co) or nonmagnetic (Au) metals and a semiconductor (Ge) samples. We present a clear evidence of the conductance quantization in ferromagnetic Co nanowires.

2. Experimental

Figure 1 shows a schematic diagram of the experimental setup used for measurements of the conductance quantization. The nanowires are formed between the electrodes A and B of the studied material. Measured during the electrode separation, i.e., during the nanowire stretching, the electrical conductance \( G \) corresponds to the conductance of the nanowire under investigation. The digital storage oscilloscope, used for signal sampling and recording, must be triggered at a right moment for the meas-
urements to cover the process of stretching and breaking of the last remaining nanowire. The arbitrary waveform generator is used to control movement of the A electrode. The digital storage oscilloscope and arbitrary waveform generator is controlled by a PC through the IEEE-488 interface.

With an appropriate measurement software, a required number of the conductance curves can be obtained to provide the basis for building the conductance histograms. The nanowire current $I$ is converted into voltage by an operational amplifier in the current amplifier circuit.

3. Results and discussion

The conductance histograms were built up using all consecutive conductance curves at room temperature. In all cases, the individual conductance traces clearly showed more or less pronounced conductance plateaus. In the case of Au–Ge and Co–Ge brake junctions, the corresponding conductance histograms obtained at room temperature and in air showed clear peaks corresponding to the conductance steps. We found no clear peaks in the conductance histograms of Co–Co nanocontacts.

Figure 2 shows one of the individual conductance traces for Au, and clearly demonstrates the conductance quantization, $G = nG_0$ with $n$ roughly integer ($n = 1, 2, 3$). This behaviour corresponds to an almost ideal case of ballistic (scattering-free) electron transport through a nanowire with spin degenerate s-like transport channels. If, however, electron scattering occurs in the nanowire, the conductance steps may occur at lower positions (non-integer $n$). Therefore, the conductance histograms [1, 6] are built up from a large number of conductance traces. Our data have been statistically analyzed by plotting histograms for more than thousand measured conductance values. Such a histogram for Au nanowires is shown in Fig. 3. The positions of peaks (local maxima) in the histogram provide information on the quantization phenomena. In the case of Au, these maxima occur exactly at $nG_0$ with integer $n$. 

![Fig. 1. Schematic diagram of the experimental setup](image-url)
The situation in nanocontacts involving one or two magnetic transition metals becomes much more complex. The conductance then depends on the exact atomic and crystallographic structure of the apexes on both sides of a nanocontact, as well as on the exact electronic structure of the whole nanocontact. Moreover, even assuming the nanocontact is of single-atomic size, one still can have more transport channels as both 4s and 3d electrons can contribute to transport (2s and 7d electrons in Co). All this makes the available experimental data for Co nanowires inconsistent which additionally indicates that the Co nanocontacts in different experiments have different atomic as well as crystallographic structure. To get a qualitative interpretation of the experimental results one would need to investigate the exact atomic structures of the point contacts (including also the effects of contamination, oxidation, etc.) which is not an easy task. Then, a quantitative interpretation could be reached by ab-initio numerical calculations.
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Fig. 4. Room-temperature conductance of Co nanowires and a Ge sample: a) typical electronic transport curves showing the conductance plateaus, b) global histogram exhibiting the statistical conductance for Co. Note that the lowest plateau in (a) and the lowest conductance peak in (b) are located at $2.01G_0$, which corresponds to the thinnest Co wire.

In our case we found the conductance plateaus at $G = 2.01G_0$, $G = 2.66G_0$, and $G = 3.45G_0$ in the room-temperature conductance traces of the Co–Ge break-junctions. The corresponding experimental data are shown in Fig. 4a. The relevant conductance histogram also has pronounced peaks at these conductance values, as shown in Fig. 4b. We found no signature of the $0.5G_0$ conductance plateau, observed by others [10, 11]. The lowest plateau in our case occurs at $2.1G_0$ which may indicate that either the corresponding apex is not of one-atomic shape or the atomic structure of the apex is such that it allows contribution from both s and d electrons. One may expect that...
s electrons would contribute to plateaus at $nG_0$ with roughly integer $n$, whereas d electrons may give contributions differing from that corresponding to perfect transmission as the d electrons of Co atoms must couple to Ge atoms which have different electronic structure. In turn, the higher conductance plateaus, $G = 2.66G_0$ and $G = 3.45G_0$, may indicate the role of d electrons and the presence of spin polarized conductance channels. However, as we have already mentioned above, a detailed investigation of the apex structure and stability would be necessary for a unique interpretation of the quantization plateaus.

Fig. 5. Conductance traces for a cobalt nanowire during elongation at RT in air

Fig. 6. Conductance histogram for cobalt nanowires built with 5000 consecutive traces
Finally, we would like to mention that the obtained conductance curves in Co–Co nanojunctions at room temperature show conductance quantization plateaus, as presented in Fig. 5, but the corresponding conductance histogram (Fig. 6) does not show clear quantized peaks. In Figure 5, the first plateau occurs roughly at $G_0$, most likely originating from s-like (spin degenerate) channel. The next plateau occurs roughly at $1.5G_0$ and may originate from the above mentioned s channel and one (spin polarized) d channel. Stretching the wire may then break bounds via the d states and remove the contribution from the d channel. The origin of the absence of distinct peaks in the conductance histogram is not clear. A reason for this may be a strong variation of the apexes’ shape in consecutive runs. The difference in conductance traces and conductance histograms for Co–Ge and Co–Co point contacts also indicates that the apex shape strongly depends on the materials and atomic bonds in the nanocontacts.

4. Summary

We have investigated conductance quantization in Au–Ge, Co–Ge and Co–Co nanocontacts. The corresponding conductance traces clearly show the conductance quantization in all investigated nanocontacts. The data have been statistically analyzed by plotting histograms built from a large number of conductance curves. Our measurements show that the lowest conductance plateau in the room-temperature conductance of the Co–Ge break-junctions occurs at $2.1G_0$. We found no signature of the conductance plateau at $0.5G_0$. The higher conductance plateaus indicate the role of spin polarized d channels. However, to interpret properly the results, both qualitatively and quantitatively, a detailed information on the atomic structure of the nanocontacts and their electronic properties would be necessary. The results create new opportunities for a deeper understanding of the spin dependent electronic structure and electronic transport in ferromagnetic quantum wires.
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Magnetic phase transitions from the point of view of macroscopic and microscopic methods
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Magnetic phase transitions in some rare earth compounds are discussed from the point of view of different experimental methods. The discussion concentrates on the determination of phase transitions in magnetically ordered states. The data presented in this work suggest that the “classical” method, namely the specific heat method, does not yield information on phase transitions between commensurate and incommensurate magnetic structures.
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1. Introduction

One of the important problems of solid state physics are investigations of phase transitions in crystals. The methods used to investigate the magnetic phase transitions could be divided into macroscopic and microscopic ones. Temperature dependences of magnetization, magnetic susceptibility and specific heat measurements belong to the former group while neutron diffraction and the Mössbauer effect to the latter one.

Below characteristic temperatures of magnetic materials, i.e. the Curie temperature \( T_C \) for ferromagnets and the Néel temperature \( T_N \) for antiferromagnets, the magnetic moments of atoms order. The transition from the paramagnetic to the magnetically ordered phase is the second order phase transition and a characteristic maximum in the temperature dependence of specific heat is observed [1]. Neutron diffraction methods provide information on the symmetry of the magnetic structure from the intensities of the magnetic peaks. Thermal dependence of the intensities of magnetic peaks gives us information on the critical temperature of the magnetic ordering \( T_C \) or \( T_N \), as well as of the magnetic phase transitions (i.e., changes in the magnetic structure) [2]. Very quick development of these methods in recent years, in particular the

---
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neutron diffraction measurements with multidetectors, allows us to obtain new interesting information on phase transitions. However, information from different experimental data does not always give similar results.

In this work, results for some rare earth intermetallic compounds are discussed. The data presented concern the RT\(_2\)X\(_2\) compounds (R is a rare earth element, T is a transition nd-element and X is Si or Ge). These compounds crystallize in a simple tetragonal structure of ThCr\(_2\)Si\(_2\) type (space group I\(_4\)/mmm). R atoms with localized magnetic moment occupy only one sublattice (2\(a\) positions). The information on the magnetic phase transitions in the ternary rare earth compounds is summarized in two papers [3, 4]. The paper focuses on some examples chosen to illustrate the large variety of behaviours in magnetic phase transition regions but its aim is not to give a complete review of these phenomena.

2. Results

2.1. NdCo\(_2\)Ge\(_2\) compound

In Figure 1, the temperature dependences of magnetization, specific heat, electrical resistivity and plots of neutron diffraction data (the dependence of integrated intensities of some magnetic peaks and the \(k_z\)-component of the propagation vector) of NdCo\(_2\)Ge\(_2\) are presented. The magnetization shows a peak at about 10 K and a small maximum at about 26.5 K [5], while the specific heat and resistivity show only anomalies at 26.5 K [6]. Neutron diffraction data give the explanation of these differences. At 1.5 K two magnetic ordering modes coexist: a simple collinear antiferromagnetic AFI type, in which the Nd magnetic moment at the position (0, 0, 0) is antiparallel to the one at the position (1/2, 1/2, 1/2) and a sine-modulated magnetic structure with the propagation vector \(\mathbf{k} = (0, 0, 1 - k_z)\), where \(k_z = 0.261\) in the reduced unit cell. With increasing temperature, the intensities of the peaks corresponding to the simple collinear magnetic structure diminish and vanish at 12 K while the intensities of the peaks corresponding to the modulated structure increase up to 12 K and then decrease up to the Néel temperature equal to 26 K. The peak in the \(k_z\) value is connected with the transition at \(T_t\) (Fig. 1) [7].

2.2. PrFe\(_2\)Ge\(_2\) and NdFe\(_2\)Ge\(_2\) compounds

The results of the investigations concerning magnetic phase transitions in PrFe\(_2\)Ge\(_2\) are summarized in Fig. 2. The temperature dependences of the dc magnetization and ac magnetic susceptibility have the maxima at \(T_N = 13\) K and an additional maximum in the ac magnetic susceptibility at 8 K. The resistivity shows anomalies at 8.2 and 14.6 K [8] while the specific heat only at \(T_N = 14.2\) K [8, 9]. The neutron diffraction data show the phase transition from simple collinear antiferromagnetic struc-
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...ture described by the propagation vector \( k = (0, 0, 1/2) \) to the sinusoidally-modulated structure with the propagation vector \( k = (0, 0, 0.476) \) at 9 K [10].

Fig. 1. Thermal dependences for NdCo₂Ge₂: a) specific heat, b) magnetization at various fields [5], c) resistivity [6], d) integrated magnetic intensities of some magnetic peaks, e) \( k_z \)-component of the propagation vector [7]

Temperature dependence of the ac magnetic susceptibility \( \chi \) of NdFe₂Ge₂ exhibits a maximum at 16.7 K. Below the Néel temperature the maximum at \( T_J = 13.5 \) K in the temperature dependence of \( d\chi'/dT \) indicates an additional phase transition [11]. These anomalies are visible also in the specific heat and resistivity measurements [8]. Neutron diffraction data indicate the phase transition between the collinear antiferromagnetic structure with the \( k = (0, 0, 1/2) \) below \( T_J \) and \( k = (0, 0, 0.46(1)) \) above \( T_J \) [11].
Fig. 2. Thermal dependences of: dc magnetization at various magnetic fields (a), ac magnetic susceptibility (b), specific heat $C_p$ (c), resistivity $R$ and its temperature derivative $dR/dT$ (d) as well as integrated intensity of the magnetic 101, reflection (e) and 2$\theta$ position of the 110± reflection and propagation vector $k_z$ for PrFe$_2$Ge$_2$ [10] (f). The dashed and the dotted lines represent the specific heat curves calculated for a simple antiferromagnet and for a modulated magnetic structure below $T_N$, respectively.

2.3. NdRu$_2$X$_2$ ($X = $ Si, Ge)

The magnetic data indicate that both NdRu$_2$X$_2$ compounds are ferromagnets at low temperatures [12, 13]. With increasing temperature the change in the magnetic structure from the ferromagnetic ordering to the sinusoidally modulated one for both com-
pounds is observed at $T_l = 10$ K. Above $T_l$, sine-wave modulated structure develops with the propagation vector $k = (k_x, k_x, 0)$, where $k_x = 0.13$ for NdRu$_2$Si$_2$ [12] and 0.12 for NdRu$_2$Ge$_2$ [14].

For NdRu$_2$Si$_2$ both phase transitions (at $T_l$ and $T_N = 23$ K) are clearly visible in the thermal dependence of specific heat and electrical resistivity [15].

In Figure 3, the data concerning the phase transitions in NdRu$_2$Ge$_2$ are shown. The low temperature thermal variation of the dc susceptibility confirms the first order transition between the ferro- and antiferromagnetic phases at 10 K and the Néel temperature at 18 K. These transitions are confirmed by the ac data which exhibit the
maxima at 9.6 and 17.5 K [16]. At these temperatures, anomalies in the thermal dependences of specific heat and electric resistivity are observed. At $T_t = 10$ K, the neutron diffraction data show a decrease in the intensity of the 101 magnetic peak corresponding to the ferromagnetic phase and an increase in the intensity of the 000 reflection corresponding to the modulated phase.

3. Discussion

The results presented in this work clearly show that it is possible to obtain complete information on magnetic phase transitions in rare earth intermetallic compounds only from investigations carried out by means of complementary macro- and microscopic methods. The data presented here show that information obtained from various methods depicts these transitions in different ways. Especially interesting are the results concerning phase transitions in the ordered phase. Also, the results obtained for NdCo$_2$Ge$_2$ and PrFe$_2$Ge$_2$ are worth to notice. For these compounds, no anomaly connected with the change in the magnetic structure from a commensurate to an incommensurate one was observed in the temperature dependence of specific heat, while other macroscopic methods, as well as the neutron diffraction method, show an anomaly at $T_t$. A similar situation is observed in TbNi$_2$Si$_2$ where at $T_t = 8.5$ K the neutron diffraction experiment shows a change in the magnetic structure from a commensurate one with $\mathbf{k} = (1/2, 1/2, 0)$ to an incommensurate one with $\mathbf{k} = (0.604, 0.396, 0)$, while the thermal dependence of specific heat shows only a $\lambda$-type anomaly at $T_N = 13.7$ K [17]. The data on the magnetic phase transitions in some RT$_2$X$_2$ compounds with R = Pr and Nd [18–24] are summarized in Table 1.

Table 1. Magnetic phase transitions in RT$_2$X$_2$ (R = Pr, Nd; T – d-electron element; X = Si, Ge) determined from the specific heat measurements

<table>
<thead>
<tr>
<th>Compound</th>
<th>$T_N$ [K]</th>
<th>$T_t$ [K]</th>
<th>$\Delta C(T_N)$ [J/(mol·K)]</th>
<th>$\Delta C(T_t)$ [J/(mol·K)]</th>
<th>$S(T_N)$ [J/(mol·K)]</th>
<th>$S(T_t)$ [J/mol·K]</th>
<th>$\Delta S(50 K)$ /Rln2</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PrFe$_2$Si$_2$</td>
<td>7.7</td>
<td>–</td>
<td>0.1</td>
<td>0.6</td>
<td>0.085</td>
<td></td>
<td>[9]</td>
<td></td>
</tr>
<tr>
<td>PrFe$_2$Ge$_2$</td>
<td>14.2</td>
<td>5.7</td>
<td>4.7</td>
<td>12.2, 4.7</td>
<td>1.128</td>
<td></td>
<td>[9]</td>
<td></td>
</tr>
<tr>
<td>PrCo$_2$Si$_2$</td>
<td>29.7</td>
<td>16.4, 9.6</td>
<td>4.7</td>
<td></td>
<td></td>
<td></td>
<td>[18]</td>
<td></td>
</tr>
<tr>
<td>PrNi$_2$Si$_2$</td>
<td>20.0</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[19]</td>
<td></td>
</tr>
<tr>
<td>PrNi$_2$Ge$_2$</td>
<td>20.4</td>
<td>–</td>
<td>8.0</td>
<td>10.3</td>
<td>1.79</td>
<td></td>
<td>[20]</td>
<td></td>
</tr>
<tr>
<td>PrCu$_2$Ge$_2$</td>
<td>15</td>
<td>5.5</td>
<td>9.6</td>
<td>3.25</td>
<td></td>
<td></td>
<td>[21]</td>
<td></td>
</tr>
<tr>
<td>PrRu$_2$Si$_2$</td>
<td>16</td>
<td>14</td>
<td>–0.1</td>
<td>14.0</td>
<td>4.5</td>
<td>1.3</td>
<td>[22]</td>
<td></td>
</tr>
<tr>
<td>NdFe$_2$Ge$_2$</td>
<td>16.4</td>
<td>13.5</td>
<td>7.6</td>
<td>4.9</td>
<td>6.7</td>
<td>1.17</td>
<td>[8]</td>
<td></td>
</tr>
<tr>
<td>NdCo$_2$Ge$_2$</td>
<td>28</td>
<td>–</td>
<td>9.4</td>
<td>9.78</td>
<td>2.47</td>
<td></td>
<td>[7]</td>
<td></td>
</tr>
<tr>
<td>NdNi$_2$Ge$_2$</td>
<td>16.6</td>
<td>2.6</td>
<td>4.4</td>
<td>0.5</td>
<td>11.5</td>
<td>2.386</td>
<td>(this work)</td>
<td></td>
</tr>
<tr>
<td>NdRu$_2$Si$_2$</td>
<td>23.5</td>
<td>10</td>
<td>2.46</td>
<td>4.6</td>
<td>1.5</td>
<td>1.16</td>
<td>(this work)</td>
<td></td>
</tr>
<tr>
<td>NdRu$_2$Ge$_2$</td>
<td>17</td>
<td>10</td>
<td>2.62</td>
<td>6.3</td>
<td>1.84</td>
<td>0.8</td>
<td>0.55</td>
<td>[6]</td>
</tr>
<tr>
<td>18</td>
<td>10</td>
<td>12.0</td>
<td>0.5</td>
<td>2.8</td>
<td>0.47</td>
<td>0.694</td>
<td></td>
<td>[24]</td>
</tr>
</tbody>
</table>
In the mean field description of magnetic phase transitions at $T_N$, the dependence of the $\Delta C_{\text{mag}}(T_N)$ value on the momentum $J$ is described by the equation:

$$\Delta C_{\text{mag}}(T_N) = 2.5R \frac{(2J+1)^2 - 1}{(2J+1)^2 + 1}$$

with the related entropy given by $\Delta S_{m} = R \ln (2J + 1)$. For the reported Pr and Nd compounds $J$ is equal 4 and 9/2, respectively, and the respective values of $\Delta C_{\text{mag}}(T_N)$ are 20.28 J/(mol·K) for Pr and 20.37 J/(mol·K) for Nd, and $\Delta S(T_N)$ should be equal to 18.27 J/(mol·K) for Pr and 19.14 J/(mol·K) for Nd compounds. In all the discussed compounds, the discontinuity of the specific heat at $T_N$ is reduced. This is in good agreement with the experimental [25] and theoretical [26] results for the compounds with the phase transition from an amplitude modulated magnetic structure to the paramagnetic phase. For some compounds, the magnetic entropy near the Néel temperature is close to the value $R \ln 2 = 5.76$ J/(mol·K), the theoretical entropy of a two level system.
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Electronic properties of CeNi$_4$Si compound
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Temperature dependence of the specific heat for CeNi$_4$Si was analyzed. These studies were supported by magnetic susceptibility, electrical resistivity and X-ray photoemission spectroscopy measurements. CeNi$_4$Si is paramagnetic and follows the Curie–Weiss law with $\mu_{\text{eff}} = 0.52 \mu_B$/f.u. and $\theta_P = -2$ K. This effective paramagnetic moment is lower than that for the free Ce$^{3+}$. The $f$-occupancy $n_f$ and coupling $\Delta$ between the $f$ level and the conduction state are derived to be about 0.91 and 36 meV, respectively. Both the susceptibility data and the XPS spectra have shown that Ce ions are in intermediate valence state. The specific heat has been analyzed considering the electronic contribution, the Schottky anomaly, and the lattice contributions within the Debye model. The scheme of the energy levels created by the crystal electric field split is determined from the Schottky contribution to the specific heat.

Key words: XPS; specific heat of solids; mixed valence

1. Introduction

The cerium based ternary compounds demonstrate various phenomena depending on the valence of the Ce ion. It is believed that the hybridization between the conduction electrons and 4f Ce electrons should be responsible for the valence state of Ce. A strong hybridization will decrease the localization of the 4f Ce electrons and result in a non-magnetic intermediate valence state. On the other hand, under a weak hybridization, the Ce 4f electrons become more localized, the localization resulting in a deeper position of the 4f levels.

In this paper, investigations of the specific heat of CeNi$_4$Si are presented and supported by the magnetic susceptibility and X-ray photoemission spectroscopy (XPS).

$^*$Corresponding author, e-mail: falkowski@ifmpan.poznan.pl
2. Experimental

The sample preparation was described in details in Refs. [1, 2]. The room temperature powder X-ray diffraction pattern revealed CeNi₄Si to be a single phase [1]. Heat capacity measurements were performed by PPMS commercial device (Quantum Design) in the temperature range 2–300 K by relaxation method using the 2τ model.

3. Results and discussion

Our previous studies on CeNi₄Si have revealed its paramagnetic properties with θ = −2 K and µₑff = 0.52 μₜ/ф.u [1]. However, the derived magnetic effective moment is much lower in comparison with free Ce³⁺ ions value equal to 2.54 μₜ. Since magnetic moment of tetravalent cerium is zero, the observed reduction of magnetic moment can be explained in a natural way by a fractional occupation of 4f⁰ (Ce³⁺) and 4f¹ (Ce²⁺) configurations.

![Experimental XPS spectrum of the Ce(3d⁵/₂₃/₂) doublet for CeNi₄Si. A decomposition into main peaks and satellites is also displayed. The notation fⁿ corresponds to various XPS final states 3d⁹4fⁿ](image)

Fig. 1. Experimental XPS spectrum of the Ce(3d⁵/₂₃/₂) doublet for CeNi₄Si. A decomposition into main peaks and satellites is also displayed. The notation fⁿ corresponds to various XPS final states 3d⁹4fⁿ

Figure 1 shows the Ce 3d core-level photoemission spectrum of CeNi₄Si. The spectrum exhibits two strong peaks at the binding energies −884.5 and −903.1 eV. These peaks are assigned to 3d₉/₂ and 3d₉/₂ spin-orbit components of the 3d⁹4f¹ final states. It should be mentioned that numerous Ce-based intermetallics show three final states, f⁰, f¹ and f². Since the ground state of Ce³⁺ ions has electronic configuration 4f¹, the presence of both 4f¹ and 4f⁰ states can indicate an intermediate valence character of the Ce ions. The analysis of the Ce (3d) peaks in the framework of the Gunnarsson
Schönhammer model [3] provides information on the localization degree. The f occupancy $n_f$ and coupling $\Delta$ between the f level and the conduction states are derived to be about 0.91 and 36 meV, respectively [1]. Hence, both the susceptibility and XPS spectra show that Ce ions in CeNi$_4$Si are in an intermediate valence state.

Electrical resistivity of this compound is metallic [1]. Below 15 K, a shallow minimum in $\rho(T)$ is observed, typical of Kondo impurity systems. The increased $\rho_0$ (=300 $\mu\Omega$ cm) is mainly due to a random distribution of Ni(2) and Si on the 3g site. The total specific heat consists of electronic, phonon and magnetic contributions. The magnetic part includes both the contribution originating from the CEF excitations and the contributions due to the magnetic ordering.

Fig. 2. Temperature dependence of the specific heat of CeNi$_4$Si and YNi$_4$Si

Figure 2 shows the temperature dependence of the specific heat for YNi$_4$Si and CeNi$_4$Si compounds. YNi$_4$Si is nonmagnetic; therefore, $C_p(T)$ can be described by the standard formula:

$$C_p(T) = \gamma T + 9NR\left(\frac{T}{\Theta_D}\right)^3 \int_0^{\Theta_D/T} e^x dx \left(\frac{e^x - 1}{x}\right)$$

(1)

where the first and second term correspond to the electronic and the phonon contribution, respectively. $N = 6$ is the number of atoms in the formula unit and $x = \hbar \omega / k_B T$. From the fit to the experimental points (Fig. 2) we get the Debye temperature $\Theta_D = 365$ K and the electronic specific heat coefficient $\gamma = 13$ mJ·mol$^{-1}·K^{-2}$. A similar analysis has been carried out for CeNi$_4$Si yielding $\Theta_D = 335$ K, $\gamma = 16$ mJ·mol$^{-1}·K^{-2}$.

To analyze the magnetic part of the specific heat of CeNi$_4$Si we used the specific heat of the nonmagnetic isostructural analogue to get detailed information about the
electronic and phonon contributions. Figure 3 presents $C_p/T$ vs. $T$ for CeNi$_4$Si after subtracting the specific heat of the YNi$_4$Si. The formula for the Schottky contribution is as follows [4, 5]:

$$C_{Sch}(T) = \frac{R}{T^2} \left[ \sum_{i=0}^{\infty} \Delta_i^2 e^{-\Delta_i/T} - \left( \sum_{i=0}^{\infty} \frac{\Delta_i}{e^{\Delta_i/T}} \right)^2 \right]$$

where $n$ denotes the number of the energy levels and $\Delta_0 = 0$. For Ce$^{3+}$ ions, the 4f levels split into three doublets ($n = 3$).

The fit presented in Fig. 3 provides an estimate of the energy gaps: $\Delta_1 = 110$ K and $\Delta_2 = 215$ K.

The magnetic entropy

$$S_{mag} = \int_0^T \frac{C_M(T)}{T} dT$$

is related to the degrees of freedom using the expression $S_{mag} = R \ln(2J+1)$. For the Ce ion, the total angular momentum $J$ is equal to $5/2$ and consequently the expected value is $(2J + 1) = 6$. The entropy reaches the 100% value of $R \ln 2$ at $T = 62$ K. At room temperature, the entropy reaches 90% of $R \ln 6$. 

Fig. 3. Magnetic contribution to the specific heat obtained by subtracting the phonon and electronic contributions
The low temperature properties of many Ce- and Yb-based intermetallic compounds are well described within the Fermi liquid state. The specific heat $C$ and the electrical resistivity $\rho$ vary as a function of temperature as $C \propto T^\gamma$ and $\rho \propto A T^2$. The coefficient $\gamma$ and $A$ are related to the electron effective mass $m^*$ as $\gamma \propto m^*$ and $A \propto (m^*)^2$. Therefore, the ratio $A/\gamma^2$ does not depend on $m^*$. In fact, Kadowaki and Woods [6] showed that many Ce-based compounds (Fig. 4) show a universal relation $A/\gamma^2 = 1.0 \times 10^{-5} \, \mu \Omega \cdot \text{cm} \cdot \text{mol}^2 \cdot \text{K}^2 \cdot \text{mJ}^{-2}$. The value of the coefficient $A = 4 \times 10^{-3} \, \mu \Omega \cdot \text{cm} \cdot \text{K}^{-2}$ has been obtained for CeNi$_4$Si by fitting the resistivity data at low temperatures. The resulting $A/\gamma^2$ ratio for this compound is $1.5 \times 10^{-5} \, \mu \Omega \cdot \text{cm} \cdot \text{mol}^2 \cdot \text{K}^2 \cdot \text{mJ}^{-2}$.

For a comparison, we show in Fig. 4 the values of the Kadowaki-Woods ratio, which we obtained for CeNi$_4$Al ($A = 5 \times 10^{-3} \, \mu \Omega \cdot \text{cm} \cdot \text{K}^{-2}$, $\gamma = 29 \, \text{mJ} \cdot \text{mol}^{-1} \cdot \text{K}^{-1}$, and $A/\gamma^2 = 0.6 \times 10^{-5} \, \mu \Omega \cdot \text{cm} \cdot \text{mol}^2 \cdot \text{K}^2 \cdot \text{mJ}^{-2}$) and CeNi$_4$Ga ($A = 4 \times 10^{-3} \, \mu \Omega \cdot \text{cm} \cdot \text{K}^{-2}$, $\gamma = 28.7 \, \text{mJ} \cdot \text{mol}^{-1} \cdot \text{K}^{-1}$, and $A/\gamma^2 = 0.5 \times 10^{-5} \, \mu \Omega \cdot \text{cm} \cdot \text{mol}^2 \cdot \text{K}^2 \cdot \text{mJ}^{-2}$). For the latter compound, the value of $\gamma$ obtained from the ab initio TB LMTO calculations has been used [7]. It is visible from Fig. 4 that the values of $A$ and $\gamma$ do not classify the studied Ce-based compounds to the group of heavy fermions which occupy the upper part of the figure. Instead, they are located in the neighbourhood of the compounds known to show mixed valence behaviour (lower part of the figure).

4. Conclusions

CeNi$_4$Si is paramagnetic and follows the Curie–Weiss law with $\mu_{\text{eff}} = 0.52 \, \mu_B/f.u.$ and $\theta = -2 \, \text{K}$. This effective paramagnetic moment is lower than that for free Ce$^{3+}$. The f-occupation $n_f$ and coupling $\Delta$ between the f level and the conduction states are
derived to be about 0.91 and 36 meV, respectively. Both the susceptibility data and the XPS spectra have shown that Ce ions are in intermediate valence state. The analysis of the Schottky peak appearing in the magnetic part of the specific heat has provided the scheme of the energy levels being a result of the splitting by the crystal electric field. For Ce, three Kramers doublets with $\Delta_0 = 0$, $\Delta_1 = 110$ K and $\Delta_2 = 215$ K have been obtained. The paramagnetic CeNi$_4$Si was characterized by the $\gamma = 16$ mJ·mol$^{-1}$K$^{-2}$ and $\theta_D = 335$ K.
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Magnetism and electronic transport properties of Ce$_5$CuPb$_3$
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Polycrystalline sample of the ternary Ce-based compound Ce$_5$CuPb$_3$ was prepared and characterized using room temperature powder X-ray, EDX analysis as well as by magnetic susceptibility, electrical resistivity, and thermoelectric power measurements. The compound crystallizes in the Ti$_5$Ga$_4$-type structure (space group $P6_3/mcm$) with two different cerium sites: one at the 4d and the other at 6g position. The susceptibility shows two successive magnetic phase transitions at $T_{C1} = 46.0 \pm 0.5$ K and $T_{C2} = 5.0 \pm 0.5$ K. The double magnetic phase transition may be explained by two inequivalent magnetic sublattices of Ce$^{3+}$ ions. The analysis of the magnetic data suggests that the transition at $T_{C1}$ is of ferromagnetic origin and at $T_{C2}$ is of ferrimagnetic one. Both the magnetic susceptibility, and electrical resistivity data imply the localized character of the Ce 4f electron. Above 150 K the $\chi(T)$ data follow the Curie–Weiss law with the effective moment $\mu_{eff} = 2.69 \mu_B$/Ce and the paramagnetic Curie temperature $\theta_p$ equal to $-21.8$ K. The electrical resistivity exhibits a clear anomaly at $T_{C1}$, below which the resistivity sharply decreases due to the reduction in the spin–disorder scattering. The thermoelectric power (TEP, $S$) of Ce$_5$CuPb$_3$ is negative over the temperature range studied, reaching the value of $-14 \mu$V/K at room temperature, and weakly varying with decreasing temperature down to $T_{C1}$. A rapid change in TEP occurs below 25 K with the slope $S/T$ as large as $-0.27 \mu$V/K$^2$.

Key words: successive magnetic phase transitions; magnetic properties; electron transport properties; Ce$_5$CuPb$_3$

1. Introduction

Ternary rare earth (R) plumbites R$_5$CuPb$_3$ were reported to crystallize in a hexagonal Ti$_5$Ga$_4$-type structure (space group $P6_3/mcm$) [1]. These intermetallics, with the chemical 5:1:3 stoichiometry, are characterized by two different sites for the R ions located at 4d and 6g, respectively. Amongst these compounds, only Dy$_5$CuPb$_3$ has been studied so far with respect to its magnetic and electron transport properties [2]. It has been argued that in this alloy there are complex magnetic phase transitions, ferromagnetic below 45 K and ferrimagnetic below 6.5 K. The magnetism is believed

* Corresponding author, V.H.Tran@int.pan.wroc.pl
to result from the localized Dy$^{3+}$ ions. In this contribution, we report on the results of experimental investigation of another member of the $\text{RCuPb}_3$ family, namely Ce$_5$CuPb$_3$. From magnetic and electron transport measurements, we show that the behaviour of Ce$_5$CuPb$_3$ is similar to that of Dy$_5$CuPb$_3$, e.g., Ce ions behave as localized ones. Therefore, the character of the Ce 4f electrons in Ce$_5$CuPb$_3$ seems to be different from that in other previously studied 513 Ce-based compounds, Ce$_5$CuSn$_3$ [3], Ce$_5$CuSb$_3$ [4] and Ce$_5$CuBi$_3$ [5]. These latter compounds exhibit heavy fermion behaviour, reflected by a large Sommerfeld ratio $C_p/T$ at low temperatures. We also argue that the magnetic properties of the Ce$_5$CuM$_3$ (M = Sn, Bi and Pb) series of compounds depend both on the Ce–Ce exchange interaction and strength of the hybridization between the 4f and conduction electrons.

2. Experimental details

Several specimens of Ce$_5$CuPb$_3$ were prepared by arc-melting of stoichiometric amounts of high-purity elements (Ce 99.9 wt. %, Cu 99.999 wt. % and Pb 99.999 wt. %) in a Ti-gettered pure argon atmosphere. The specimens were remelted several times to ensure homogeneity. After annealing at 800 °C for one week, the specimens were examined by X-ray powder diffraction at room temperature. The observed Bragg peaks can be indexed to the hexagonal structure with the space group $P\bar{6}_3/mcm$. The refined lattice parameters are: $a = 9.551(2)$ Å and $c = 6.776(2)$ Å being comparable to those previously reported [1]. The composition of the obtained samples was established using an energy dispersive X-ray analysis. It turns out that in addition to the major 513 phase, there exists a small quantity of free Pb. The data reported in this work were done on the sample containing the Pb contamination lower than 2%.

Dc magnetization measurements were carried out with a Quantum Design SQUID magnetometer in fields up to 5.5 T and in the temperature range 2–400 K. The electrical resistivity was measured by the standard dc four-probe technique in the temperature range 2–300 K. The sample was rectangular with typical dimensions $0.5 \times 0.5 \times 5$ mm$^3$. The voltage and current leads were attached with a silver paste. Thermoelectric power was measured using a differential method in the temperature range 4–220 K. The temperature gradient of about 2 K was applied across the sample length, using an Au–Fe (7%) chromel thermocouple. The relative resolution of the experimental setup reached 10 nV and the absolute accuracy of the presented data was as low as 5% over the studied temperature range.

3. Experimental results and discussion

The temperature dependence of the magnetic susceptibility of Ce$_5$CuPb$_3$ measured at the field of 0.5 T and in the temperature range 150–400 K (not shown here) can be described by the Curie-Weiss law:
\[ \chi(T) = \chi(T) = \frac{N\mu_{\text{eff}}^2}{3k_B(T - \Theta_p)} \]

with an effective moment \( \mu_{\text{eff}} = 2.69 \mu_B/\text{Ce} \) and a paramagnetic Curie temperature \( \Theta_p \) equal to \(-21.8 \text{ K} \). The experimental value of \( \mu_{\text{eff}} \) is close to the Russell–Saunders value for a free Ce\(^{3+} \) ion (2.54 \( \mu_B \)), designating the localized character of the Ce 4f-electron. A negative value of \( \Theta_p \) may indicate the existence of antiferromagnetic exchange interaction in the studied compound. At low temperatures, the \( \chi(T) \) curve shows a step-like increase (Fig. 1a), giving clear evidence of the occurrence of magnetic phase transitions. In Figure 1b, we display the temperature derivative of the susceptibility, where we observe two anomalies at \( T_{C_1} = 46.0 \pm 0.5 \text{ K} \) and \( T_{C_2} = 5.0 \pm 0.5 \text{ K} \) (indicated by arrows). Tentatively, we attribute these anomalies to ferromagnetic-like transitions. In the same manner as in the case of Dy\(_3\)CuPb\(_3\) \[2\], the double magnetic phase transition may be explained by existence of two inequivalent magnetic sublattices of the magnetic ions.

![Fig. 1. Temperature dependence of the magnetic susceptibility of Ce\(_5\)CuPb\(_3\) (a), and the derivative \( d\chi/dT \) as a function of temperature (b). The arrows indicate the magnetic phase transitions](image)

In the upper panel of Fig. 2 we show the magnetization data collected at temperatures 2 K and 5 K, i.e., below \( T_{C_2} \). For a clarity of the presentation, the data are vertically shifted. One can see that the initial magnetization is linear and is fitted with the solid line. The linear dependence \( M \) vs. \( H \) is observed up to 0.5 T for \( T = 2 \text{ K} \) and 0.15 T or \( T = 5 \text{ K} \). Moreover, these low-temperature data distinguish themselves by a hysteresis, which appears below 1 T. These features imply a ferri- or antiferromagnetic character of the transition at \( T_{C_2} \).
The lower panel of Fig. 2 presents magnetization data taken between 10 K and 75 K. As can be seen, the data collected between $T_{C2}$ and $T_{C1}$ (at 10, 25 and 40 K) show spontaneous magnetization. Such a behaviour is consistent with the magnetic phase transition of the ferromagnetic origin at $T_{C1}$. However, it is noted that the magnetization does not saturate even at the highest applied magnetic field strength of 5 T. This observation hints that only a part of the Ce ions undergo a transition into the ferromagnetic state.

Fig. 2. Magnetization of Ce$_5$CuPb$_3$ measured below 75 K. For clarity of presentation, the data collected at 2, 10, 25, 40 and 50 K are shifted upwards by values given in the figure. The arrows indicate increasing or decreasing magnetic field strength.

The temperature dependence of the electrical resistivity of Ce$_5$CuPb$_3$ shown in Fig. 3a displays a sharp decrease around $T_{C1}$. Such a decrease is usually attributed to the reduction of spin-disorder scattering. However, it is hard to detect the anomaly associated with the transition at $T_{C2}$, since the resistivity measurements performed on several synthesized samples of Ce$_5$CuPb$_3$ have shown systematic presence of a severe drop in the resistivity at 6.5 K, due to the superconductivity of free lead in the samples. Further investigations, notably the measurements of the specific heat and Hall effect, should provide additional information on the anomalous resistivity behaviour of Ce$_5$CuPb$_3$. It should be added that the superconductivity appearing in our samples can be eliminated by measurements in a magnetic field of about 0.05 T. Because of micro-cracks and the oxidation problem, the geometric dimension cannot be exactly determined, thus the absolute values of the measured resistivity should be taken with great caution.

The thermoelectric power of Ce$_5$CuPb$_3$ (Fig. 3 b) is negative in the whole temperature range under investigation. As can be seen, the thermopower displays a minimum around $T_{C1}$ followed by a linear temperature dependence, representing the diffusion
thermopower. It is interesting to note that the slope $S/T$ in the temperature range 6–22 K reaches the value as large as $-0.27 \, \mu \text{V/K}^2$. From the close relationship between the ratio $S/T$ and $C_p/T$ observed for a number of intermetallics [10], one may expect an enhancement in the electronic specific heat of Ce$_5$CuPb$_3$. However, an alternative interpretation may be provided, related to a change in the electronic structure due to a magnetic phase transition below $T_{C1}$.

![Graphs showing temperature dependence of electrical resistivity and thermoelectric power](image)

**Fig. 3.** Temperature dependence of the electrical resistivity (a), and thermoelectric power (b) of Ce$_5$CuPb$_3$ as a function of temperature. The solid line (below 25 K) illustrates a high slope $S/T$

### 4. Concluding remarks

We measured magnetization, electrical resistivity and thermoelectric power of polycrystalline samples of the Ce-based intermetallic compound Ce$_5$CuPb$_3$. The experimental data indicate two successive magnetic phase transitions at $T_{C1} = 46.0 \pm 0.5$ K and $T_{C2} = 5.0 \pm 0.5$ K, caused by Ce–Ce exchange interactions in two different Ce sites. Combined with the previously reported data [3–5], the present results point to a clear influence of the ligands on the magnetic properties of investigated compounds. The fact that the compounds with $M = \text{Sn}$ and Bi are found to order at lower temperatures and with a lower effective moment compared to those of Ce$_5$CuPb$_3$, may indicate a more localized character of the Ce 4f electrons in the latter compound. This behaviour can be anticipated from the change in the unit cell volume, systematically increasing across the series with $M = \text{Sn}$, Bi and Pb. The increase of the distance between the magnetic central and nonmagnetic ligand ions certainly weakens the hybridization
between 4f and conduction electrons, and in consequence strengthens the localized electron magnetism.
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About negative magnetization in non-superconducting intermetallics
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The negative magnetization for ternary and pseudoternary compounds with the tetragonal ThMn$_{12}$ and rhombohedral Th$_2$Zn$_{17}$ type structure is presented considering various magnetic ordering types. This phenomenon has been observed in compounds of rare earth and uranium. Comparing peculiarities of the temperature dependence of the magnetization/magnetic susceptibility we try to find a common reason for this behaviour. The most attractive seems to be the difference in the anisotropy magnitude and direction of the individual magnetic sublattices as well as the crystallographic imperfections.
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1. Introduction

Recently, a few papers appeared describing the negative magnetization in YbFe$_4$Al$_8$ [1–3]. However, a similar behaviour has been presented for other compounds with the same ThMn$_{12}$ tetragonal type of structure with an $f$ electron element being heavy rare earth [4] as well as the uranium [5] atoms. Also, one representative of the Th$_2$Zn$_{17}$ rhombohedral type of structure, Tb$_{2.1}$Co$_{14.5}$Si$_3$, has been reported to exhibit a negative magnetization [6]. No convincing explanation of this behaviour has been proposed up to now. In the present paper, we review reported properties of the investigated compounds, establishing similarities and differences between them. We also provide preliminary results of magnetic investigations of imperfect single crystal of YbFe$_4$Al$_8$.

*E-mail: w.suski@int.pan.wroc.pl
2. Results and discussion

Let us inspect similarities between the discussed compounds. All of them are ternary or, more exactly, pseudoternary alloys. Moreover, it seems that at least in the compounds of the heavy rare earth one deals with two or more magnetic sublattices. Therefore, these compounds could be treated as ferrimagnetic ones. This statement is not so obvious in the case of alloys of U.

The earliest report concerns the alloys of magnetic heavy rare earths [4] and perhaps the authors were not very convinced about the physical reality of their observation because the results have never been published in regular journals. In Figure 1, magnetization versus temperature for SmFe$_5$Al$_7$ in a low field (30 Oe) is shown [4].

![Graph showing magnetization vs. temperature for SmFe$_5$Al$_7$](image)

**Fig. 1. Magnetization vs. temperature for SmFe$_5$Al$_7$ [4]**

Curve A was obtained on increasing the temperature after slowly cooling the sample, whereas curve B was obtained after cooling the sample to 4.1 K within a few seconds. This pronounced difference between these two curves indicates a strong thermal hysteresis, different anisotropy in various magnetic sublattices and time dependent magnetization. In turn, an unusual behaviour of TbFe$_5$Al$_7$ and its derivative is presented in Fig. 2. Curve A was obtained when the sample was cooled in zero field, curve B was obtained when the sample was cooled in 100 Oe and then the measurement was carried out upon increasing temperature. Finally, curve C presents the results obtained on decreasing temperature. The quaternary alloy TbFe$_5$Al$_7$Ge$_2$ demonstrates different temperature dependence of magnetization with minimum and negative values between ca. 70 K and 120 K. The latter result is particularly peculiar.
but at the same time strongly suggests that crystallographic disorder has a substantial influence on magnetic behaviour. Both materials discussed above are ferro/ferrimagnetic without distinct difference in the Curie points of rare earth and iron sublattices.

Fig. 2. Magnetization vs. temperature for TbFe$_5$Al$_7$ and TbFe$_5$Al$_5$Ge$_2$ [4]

A qualitatively similar behaviour is exhibited by YbFe$_4$Al$_8$ (Fig. 3 [1]) examined up to now in two different laboratories (in Wrocław [1] and Poznań [2, 3]) on polycrystalline alloys. As follows from Fig. 3, the zero field cooled (ZFC) sample behaves “normally” with a smooth decrease of the magnetic susceptibility, $\chi$, on increasing temperature without any trace of anomaly at low temperature which could be an indication of the magnetic ordering in the Yb sublattice. Such a transition has been reported by Felner and Nowik [7] at 8 K. Our results demonstrate the maximum on the $\chi(T)$ plot at $T \sim 140$ K, corresponding to the Néel point of the Fe antiferromagnetic sublattice, which confirms the earlier results [7]. The $\chi(T)$ dependence for field cooled (FC) sample shows a different character with negative magnetic susceptibility below about 70 K and the maximum at about 140 K. Under slightly higher magnetic field, there is a fine anomaly (minimum) at about 15 K. Also, the anomaly has been detected in the $\chi(T)$ plot measured at 500 Oe and higher magnetic field but it is a maximum related to some paramagnetic impurities (ZFC) [3]. YbFe$_4$Al$_8$ has a perfect crystallographic structure (superstructure of ThMn$_{12}$ type), however, according to Drulis a careful examination of the magnetic behaviour for samples with various
stoichiometry revealed negative susceptibility only for some compositions close to the exact stoichiometry.

Fig. 3. ZFC and FC magnetic susceptibilities vs. temperature for polycrystalline YbFe$_4$Al$_8$ [1] in the magnetic fields of 100 Oe (a) and 50 Oe (b).

In Figure 4, the $\chi(T)$ dependence is shown for an imperfect single crystal sample. One can see that the negative magnetic susceptibility is absent, however, a clear difference between ZFC and FC runs is observed. The maximum in ZFC and anomaly in FC runs are seen at 24 K [8].
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Fig. 4. Magnetic susceptibility vs. temperature for imperfect single crystal YbFe₄Al₈ [8].
Full symbols – ZFC, open symbols – FC

Fig. 5. Magnetic susceptibility vs. temperature for UCu₃.₅Fe₁.₅Al₇ [5]

Totally different behaviour is observed in the uranium pseudoternary alloy UCu₃.₅Fe₁.₅Al₇ [5]. This compound is supposed to be ferrimagnetic below 32 K [5], however, the transition was neither confirmed in the temperature dependences of the electrical resistivity [5] nor of the specific heat [9]. The temperature dependence of the magnetic susceptibility presented in Fig. 5 for the FC sample corresponds to
a “normal” ferri- or ferromagnet but for the ZFC sample, the magnetic susceptibility is negative below about 20 K, its absolute value decreasing with an increase of magnetic field. Although an approximate evaluation of the effective magnetic moment suggests that both U and Fe atoms carry magnetic moment, it does not mean that the magnetic ordering is established in both sublattices. The absence of two anomalies in the $\chi(T)$ dependence is not a serious argument for the absence of two magnetic sublattices because the spatial extent of the 5f shell can prevent creation of two separate magnetic transitions.

The next example of the negative magnetization is rhombohedral Tb$_{2.1}$Co$_{14.9}$Si$_3$ [6] which is ferro(ferri)magnetic below 623 K. At low temperatures, the temperature dependence of magnetization, $M(T)$, measured in magnetic field of 50 Oe (Fig. 6), exhibits the thermal hysteresis for all ternaries Tb$_{2.1}$(Co,Si)$_{17}$ but additionally a negative magnetization is seen below ~170 K in ZFC run and below ~90 K in FC run for Tb$_{2.1}$Co$_{14.9}$Si$_3$ alloy. However, in the latter case, the $M(1.9K)$ value is apparently lower than the former one. It is worthwhile to note that such a behaviour was not observed in analogous Fe compounds [10–12]. Also the compounds of light rare earths and Co do not show negative magnetization [13]. Moreover, this behaviour seems to be connected with deeper crystallographic disorder growing with the increase of substitution of Si for Co. The contribution of the magnetically active atoms to magnetic ordering is not determined on the basis of the present preliminary investigations. The $M(T)$ plots exhibit an increase at low temperature upon heating but this can be related to the domain structure or a spin-glass state.

![Fig. 6. Magnetization vs. temperature for Tb$_{2.1}$Co$_{14.9}$Si$_3$ [6]. Full symbols – ZFC, open symbols – FC](image-url)
All above discussed materials crystallize in quite complicated crystal structures. Figure 7 shows the ThMn$_{12}$ type tetragonal structure (space group $I4/mmm$). Only exceptionally binary compounds exhibit this type of structure and as a rule ternaries are stabilized by alloying with other p or d electron elements. Forming of the ternaries is easy because there are 4 crystallographic sites available. In principle, for the RT$_4$Al$_8$ composition (superstructure) the 2(a) sites are occupied by the R (rare earth or actinide metal) atoms, the transition metal (Fe) is predominantly located in the 8(f) position and the Al atoms reside in the 8(i) and 8(j) sites. It is the picture which is assumed for the Yb compound, however for the compounds with the stoichiometry other than 4:8, 8(f) and 8(i) positions are occupied by the transition and Al atoms, respectively, while the remaining transition elements and Al atoms are distributed at random in 8(j) sites.

![Fig. 7. The ThMn$_{12}$ type structure](image)

The rhombohedral Th$_2$Zn$_{17}$ type structure presented in Fig. 8 is even more complicated with a variety of available crystallographic positions. Different separation of the individual positions is a reason for the possibility of different types of magnetic interactions. At this point, it is worth mentioning that the type of magnetocrystalline anisotropy for the iron magnetic sublattice is axial whereas for the cobalt sublattice it is planar in the frequent cases. Therefore, such complicated crystal structures can be a reason for forming more than one magnetic sublattices which can be distinguished by different types and directions of magnetocrystalline anisotropy and by their various temperature dependences. The competition of these factors can create negative magnetization or magnetic susceptibility under favourable conditions.

Recently, negative magnetization for ZFC sample of UPdSb (hexagonal, CaIn$_2$ type, space group $P6_3/mmc$), ferromagnetic below 77 K has been reported [14]. In this case there is only one magnetic sublattice and therefore the reasoning presented above about the negative magnetization is not valid.

Summarizing, we can claim that the negative magnetization is observed in at least three groups of compounds. The first one is of ferrimagnetic ground state (SmFe$_5$Al$_7$, TbFe$_5$Al$_7$, UCu$_3$Fe$_{1.5}$Al$_7$ and Tb$_2$(Co$_{0.8}$Si)$_{17.9}$), the other is of ferromagnetic one with
a strong magnetocrystalline anisotropy (UPdSb) and the last class includes YbFe$_4$Al$_8$, for which the magnetic ground state seems to be antiferromagnetic [1–3]. However, considering the presence of two magnetic sublattices (M1 and M2) in compounds belonging to the first group, one can find some ground for understanding their negative magnetization in the Néel theory [15].

Because M1 and M2 may have different temperature dependences, the total magnetization $M = [M1 - M2]$ is not ascribed to a Brillouin type shape, but strongly depends on history and measurement conditions. For the second group, the temperature dependence of magnetization can be explained in a similar manner as for ferrimagnets. The existing domain structure and/or anisotropy may act as the second magnetic sublattice. The behaviour of the Yb compound is less clear. Its magnetic susceptibility is strongly field dependent, even at temperatures clearly above $T_N$. This feature suggests that there exists a ferromagnetic correlation of unknown origin. Thus, one can suspect that Fe impurities may form ferromagnetic clusters being “imitation” of the second magnetic sublattice in ferrimagnets, and consequently they may contribute to the negative magnetization. However, the arguments presented above have speculative character and final conclusion can be formulated after further, more sophisticated experiments carried out on more perfect samples.

3. Conclusions

Summarizing, we can claim that the phenomenon of negative magnetization is not limited to one compound only, YbFe$_4$Al$_8$, but can be observed in other alloys, pre-
dominantly with ThMn₁₂ type structure. However, their stoichiometry is different from 4:8, this being a favourable condition for the creation of more than one magnetic sublattice. This observation allows one to point to the importance of stoichiometry and crystallographic excellence for physical properties.
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Observation of non-Fermi liquid behaviour in new Yb-based alloys
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In this contribution, after presenting the existing theoretical models, we discuss the evidence for non-Fermi liquid behaviour in Yb(Cu$_{1-x}$Si$_x$)$_{2-y}$ that have been investigated for the last years in our Institute. The alloys crystallize in the hexagonal AlB$_2$ type structure and exhibit a dramatic change in the electronic properties upon change of the electron concentration. Undoped YbSi$_2$-$y$ is an intermediate valent system, whereas the doping with 10% Cu ensures $\chi(T) \propto T^n$, $\rho(T) \propto T$ and $C_p \propto T^{-1/2}$ dependences. Comparison of the data with the Griffiths phase model shows that this model can describe some of the observed results. We present also a study of the Hall effect. The Hall coefficient at 7 T is found to follow a $\ln T$ dependence below 10 K, thus showing the behaviour opposite to that in Fermi-liquid heavy-fermion systems.

Key words: non Fermi liquid; Yb-based intermetallic; Hall effect

1. Introduction

For over half a century, the Landau Fermi liquid (LFL) theory has been successfully applied to describe the low-temperature properties of metals and intermetallic compounds [1]. In particular, this theory is useful in understanding the behaviour of strongly correlated electron systems (SCES) in which the particle–particle interaction is significant [2]. For instance, the application of LFL theory helps us to explain the enormous enhancement of effective electron masses $m^*$ and other coefficients of physical quantities, observed in heavy fermion (HF) compounds. Other predictions of the theory (quadratic temperature dependence of the electrical resistivity, linear temperature dependence of the electronic specific heat and temperature independence of the magnetic susceptibility) are also valid in a number of SCES. There is, however, a growing number of systems showing an anomalous behaviour which distinctly deviates from the behaviour of the Landau theory. These non-Fermi liquid (NFL) systems

---
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are mainly Ce-, U- and Yb-based intermetallics, that are identified as systems closely related to magnetic instability, superconductivity state and quantum critical point. Some macroscopic properties characteristic of the NFL behaviour are as follows [3]:

(i) weak power law and logarithmic divergences in temperature of the specific heat, \( C(T)/T \propto \gamma_0 \ln(T_0/T) \) or \( \propto T^{1+\lambda} \), \( \lambda < 1 \), (ii) diverging magnetic susceptibility, \( \chi'(T) \propto T^\beta \), \( \beta < 1 \), \( \propto -\ln(T/T_0) \), (iii) quasi-linear temperature dependence in the electrical resistivity, \( \rho(T) \propto T^n \), \( n < 2 \), (iv) frequency scaling of the dynamic spin susceptibility, \( \chi(\omega, T) \propto \omega^{-\alpha Z(\omega, T)} \), \( \alpha < 1 \).

At present, there exist no theoretical models giving a universal description of the NFL behaviour. Several researches consider fluctuations around quantum critical point as a suitable mechanism leading to the NFL behaviour [4], [5]. This point of view can be supported by the recognition that the NFL properties emerge at either the magnetic instability in a typical Doniach phase diagram for HF compounds or near to a quantum critical point (QCP) where superconducting phase transition may occur. Within the Doniach lattice model [6], magnetic order vanishes when the energy of the single-ion Kondo scattering, \( k_B T_K \) becomes larger than that of the Ruderman–Kasuya–Kittel–Yosida (RKKY) interaction, \( k_B T_{RKKY} \). Therefore, a suitable substitution (chemical pressure) or application of hydrostatic pressure may force the system to pass through the critical value at \( T_K \sim T_{RKKY} \). This may be the case for very small doping CeCu_{6-x}Au_x with \( x = 0.1 \), where the exact quantum critical point seems to exist [7]. Other examples are undoped NFL systems like as U_2Pt_2In [8] and CeNi_2Ge_2 [9]. The most pronounced QCP–NFL examples are superconductors under pressure CePd_2Si_2 [10] and UGe_2 [11].

However, there are other NFL systems, those with large contents of substituted elements. It seems that these alloys are not related to QCP at all. Instead, the role of crystallographic disorder becomes crucial. Here, two examples: UCu_{6-x}Pd_x with \( x = 0.7 \) [12] and U_2Cu_{17-x}Al_x with \( x = 5 \) [13] one may mention. In this class of NFL materials, it is not possible to define exact Kondo temperature, since the existing disorder creates a very wide distribution of Kondo temperatures. According to Bernal et al. [14], Kondo temperatures depend exponentially on the Kondo coupling parameter \( \lambda \) via \( T_K \propto \exp(-1/\lambda) \) and are distributed by the probability \( P(T_K) = |d\lambda/dT_K|P(\lambda) \). Furthermore, Miranda et al. [15] have considered the correlations between unquenched magnetic moments and conduction electrons. As the main result, the authors predicted a linear temperature dependence of electrical resistivity of such NFL systems. Neto et al. [16] discussed how disorder and the competition between RKKY and Kondo interactions lead to the formation of the Griffiths phase. The latter authors have shown that due to a crystallographic disorder, magnetic clusters appear in the paramagnetic phase close to a QCP, and this is the reason why NFL properties have been observed.

The NFL features have also been observed in alloys with a large dilution, like Y_{0.8}U_{0.2}Pd_3 [17] and U_{0.2}Y_{0.8}Pd_2Al_3 [18]. Owing to the fact that the amounts of magnetic ions in these materials are small, one may regard the magnetic ions as single Kondo ions. To explain the NFL behaviour of these systems, theoretical models have...
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A great deal of the interest in NFL systems simply results from the unusual temperature, magnetic field and pressure dependences of the physical quantities of NFL materials, for which one needs a new physics. Besides, due to a close relationship between NFL materials and unconventional superconductors, it will also be desirable to investigate in more detail the NFL behaviour. Such a study certainly will not only serve the interpretation of the behaviour of excited electrons in the strongly correlated electron systems but will also contribute to understanding of the nature of these superconductors. Recently, we discovered two new NFL systems, Yb(Cu_{1-x}Si_{x})_{2-y} [24] and URh_{1-x}Ru_{x}Ge [25]. In the present contribution, we attempt to summarize the low-temperature NFL characteristics of the former system. We report also the results of the Hall effect measurement. Selected data of the latter system are given in the paper by Müller and Tran [26]. In short, the substitution of Rh by Ru in the ferromagnetic URhGe (T_C = 9.5 K) suppresses ferromagnetic order in the alloy URh_{1-x}Ru_{x}Ge at x = 0.30. The vanishing of ferromagnetism accompanies short-range magnetic correlations for x = 0.3–0.35, preceding the formation of a NFL phase around x = 0.4. It was also observed that the NFL behaviour in the investigated system (\chi(T) \propto T^n, \rho(T) \propto T) is easily depressed by the application of a magnetic field. The results of magnetization, electrical resistivity and magnetoresistance measurements strongly imply that the NFL URh_{1-x}Ru_{x}Ge alloys locate nearby a magnetic instability.

2. Non-Fermi liquid behaviour in Cu-doped alloy Yb(Cu_{0.151}Si_{0.849})_{1.883}

Among NFL materials, there are as few as two Yb-based alloy systems such as YbRh_{2}Si_{2} [27] and Yb(Cu,Al)_{5} [28] so far well studied. Thus, a discovery of a new Yb-based NFL material is highly requested. In recent years, our investigation has been focused on the Yb-based intermetallics. Amongst them, the binary compound YbSi_{2-x} seems to be of interest for scientists searching for new NFL materials. This compound crystallizes in the hexagonal AlB_{2} type structure with a great deficit in the Si sites, even with x up to 0.3 [29]. The system was also reported to show an intermediate valence behaviour [30]. We thought it would be worth to investigate the effect of electron doping on the behaviour of the Yb ions. We put the Cu atoms in the vacancies, thus increasing electron content in the system. It turned out that as many as 10% of the Cu atoms can be doped into the binary Yb(Cu/Si)_{2-x} compounds. Keeping
the hexagonal AlB$_2$ type structure, the doping increases the unit-cell volume $V$ from 50.82 Å$^3$ in YbSi$_{2-x}$ to 53.25 Å$^3$ in Yb(Cu$_{0.151}$Si$_{0.849}$)$_{1.883}$, and simultaneously decreases the concentration of vacancies. This change apparently reduces the exchange constant $J$, equivalent to a weakening in the hybridization between the 4f and conduction electrons. In the framework of the Doniach lattice diagram [6], such a doping may bring the alloy about the critical regime with $T_K \sim T_{RKKY}$.

The procedure of synthesis and sample characterization was described in details in [24]. The investigated sample adopted the AlB$_2$ type crystal structure with the lattice parameters $a = 0.3981$ nm and $c = 1.3720$ nm. In Figure 1, we show low-temperature data of Yb(Cu$_{0.151}$Si$_{0.849}$)$_{1.883}$, which demonstrate the NFL characteristics of the compound.

![Fig. 1](image.png)

**Fig. 1.** The temperature dependences of: a) magnetic susceptibility obtained at 0.5 T, b) electrical resistivity, c) Yb contribution to the specific heat of Yb(Cu$_{0.151}$Si$_{0.849}$)$_{1.883}$

The susceptibility data below 10 K, displayed in Fig. 1a, have been fitted by the power dependence $\chi(T) = 37.2T^{1+\lambda}$ with $\lambda = 0.68$ (solid line). The non-Curie behav-
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The susceptibility indicates a contribution of electron correlations to the NFL phenomenon. It should be noted that a similar power exponent was found in other NFL materials like several solid solutions UCu$_{5-x}$Pd$_x$ with $x = 0.7$–1.5 [12]. In the context of the Griffiths phase model [16], the exponent $\lambda$ describes the power-law decay of the cluster magnetization.

The resistivity data shown in Fig. 1b can be described by the linear dependence $\rho(T) = \rho_0 + AT$ in the temperature range 2–10 K. Such a behaviour represents the temperature dependence of resistivity based on the Kondo disorder model [14] but an alternative explanation for the linear resistivity may be the scattering due to spin fluctuations [31]–[33]. Therefore, such a dependence of resistivity may occur in number of NFL materials with different physical origins (YbRh$_2$Si$_2$, CeCu$_{5.9}$Au$_{0.1}$, U$_{0.5}$Th$_{0.1}$Ni$_2$Al$_3$, U$_{0.2}$Y$_{0.8}$Pd$_2$Al$_3$ [3]).

The low-temperature data of specific heat of the Yb ions (Fig. 1 c) exhibit a power-law behaviour, $C_v/T \propto T^{-1/2}$. Neto et al. [16] in the framework of the Griffiths model predicted power-law behaviour for the specific heat $C/T \propto T^{-1+\lambda}$. Though there are some Yb$_2$O$_3$ impurities present in the sample that manifest themselves as a small anomaly at 2.2 K, we believe that the upturn in the specific heat data below 10 K is intrinsic, since in the specific heat measured at 0.5 T no peak structure can be detected.

**Fig. 2.** Temperature dependence of the Hall coefficient at 7 T for Yb(Cu$_0.15$Si$_{0.85}$)$_{1.883}$.

The dashed and solid lines are guides for the eye

Figure 2 shows the temperature dependence of the Hall coefficient at 7 T for Yb(Cu$_0.15$Si$_{0.85}$)$_{1.883}$. At room temperature, the Hall coefficient is positive and weakly varies with decreasing temperature. At about 12 K we observe a clear maximum, below which $R_H$ follows a $\ln T$ dependence. Accordingly to the theory developed by Fert and Levy [34] for the Hall effect of heavy fermion systems, one expects a maximum on the $R_H(T)$ curve at the coherence temperature $T_0$, and below which $R_H$ levels off
due to a reduction of the skew scattering and formation of the coherent ground state. The lack of any stabilization in the Hall coefficient of Yb(Cu$_{0.151}$Si$_{0.849}$)$_{1.883}$ suggests a strong correlation between magnetic ions and conduction electrons. Thus the Hall effect in Yb(Cu$_{0.151}$Si$_{0.849}$)$_{1.883}$ in the studied temperature range distinctly deviates from that expected in conventional heavy-fermion systems.

3. Conclusions

We have shown selected data of the magnetic, thermodynamic and electron transport properties of Yb(Cu$_{0.151}$Si$_{0.849}$)$_{1.883}$. The observed power-law dependences in the susceptibility and specific heat, as well as the linear dependence of resistivity strongly indicate the NFL behaviour of the investigated system. The remarkable finding is the $\ln T$ dependence of the Hall coefficient. Since, to our knowledge, no theoretical studies of the Hall effect for the NFL ground state have been reported yet, the $R_H$ behaviour of Yb(Cu$_{0.151}$Si$_{0.849}$)$_{1.883}$ will be useful in the development of a universal model which would be able to describe anomalous physical properties observed in NFL materials.
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Domain-wall contribution to magnetoresistance in ferromagnetic (Ga,Mn)As film
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Simple magnetoresistive nanodevices formed by narrow constrictions of submicron width in the epitaxial film of a ferromagnetic (Ga,Mn)As semiconductor have been fabricated employing the electron-beam-lithography patterning and low-energy low-dose oxygen ion implantation. Low-temperature charge-carrier transport through the constrictions has been investigated and correlated with magnetic properties of the film. The constricted devices revealed abrupt jumps of a reduced resistance that appeared when the sweeping magnetic field crossed the regions of the coercive field of the film magnetization. In contrast, the non-constricted reference device displayed abrupt jumps of an enhanced resistance at the same values of magnetic field. We interpret the both features, whose positions on the magnetic-field scale reflect the hysteresis loop of magnetization, as manifestation of domain wall contribution to the (Ga,Mn)As film resistance. Presumably, the suppression of the weak localization effects by a domain wall located at the constriction results in a negative contribution of a domain wall to the resistance, while the spin-orbit interaction can be responsible for its positive contribution to the resistance.

Key words: ferromagnetic semiconductor; nanostructure; domain wall; magnetoresistance

1. Introduction

Electron transport through domain walls (DWs) in ferromagnetic nanowires and constrictions became the subject of great current interest stimulated by possible applications of the magnetoresistance associated with DWs in magnetoelectronic devices. On the other hand, recent advance in the growth of ferromagnetic semiconductors based on III–V compounds gives rise to a possible integration of electronic and magnetoelectronic devices providing a basis for future spin electronics. In particular, homogeneous films of Ga$_{1-x}$Mn$_x$As containing up to 8% of Mn atoms can be grown by a low-temperature molecular-beam epitaxy (LT-MBE) [1]. When intentionally undoped, the films are of p-type where Mn atoms, substituting the Ga lattice atoms, sup-
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ply both mobile holes and magnetic moments. Below the Curie temperature, $T_C$, the films become ferromagnetic due to the hole-mediated ordering of Mn spins ($S_{\text{Mn}} = 5/2$ for Mn$^{2+}$ charge state) [2]. Although the highest $T_C$ in the as-grown (Ga,Mn)As films remains so far at 110 K, it has been increased up to 173 K till now [3] by means of post-growth low-temperature (180–250 °C) annealing treatments [4–6]. The main effect of annealing, leading to the efficient increase in both the hole density and $T_C$, is outdiffusion from the (Ga,Mn)As films of Mn interstitials that act as double donors in GaAs. It is expected that further optimization of the MBE-growth conditions and the post-growth annealing will succeed in obtaining (Ga,Mn)As films of about 10% Mn content showing room-temperature ferromagnetism [7].

In the present study, we fabricated and investigated simple magneto-resistive nano-devices formed by narrow constrictions in the epitaxial film of a ferromagnetic (Ga,Mn)As semiconductor with the aim to explore the impact of a domain wall pinned at the constriction on the charge-carrier transport across it.

2. Experimental

Ferromagnetic Ga$_{0.99}$Mn$_{0.01}$As film has been grown on a semi-insulating (001) GaAs substrate by means of LT-MBE in a dedicated III–Mn–V MBE system located at MAX-Lab, Lund University, Sweden; see Ref. [8] for more details. The film 50 nm thick was covered with a 10 nm thick GaAs cap layer. Magnetization of the film, which exhibits an in-plane easy axis of magnetization and the Curie temperature of 50 K, was measured using a superconducting quantum interference device (SQUID) magnetometer with a magnetic field applied parallel to the film plane, along the

![Fig. 1. Magnetization hysteresis loops for Ga$_{0.99}$Mn$_{0.01}$As film recorded with SQUID magnetometer at 5 K and 20 K after subtraction of diamagnetic contribution from the GaAs substrate](image)
cleavage edge, i.e. the \( \langle 110 \rangle \) crystallographic axis. Figure 1 presents the magnetization hysteresis curves recorded at 5 and 20 K, showing a strong dependence of the hysteresis loop width on temperature. A large value of the low-temperature saturation magnetization of the film, of 4.5\(\mu_B\) per Mn atom, and a relatively high Curie temperature evidence high quality of the investigated ferromagnetic film.

We fabricated constrictions of submicron width in the (Ga,Mn)As film by the method of low-energy (25 keV) low-dose (5\(\times\)10\(^{13}\) ions/cm\(^2\)) oxygen ion implantation through a mask consisting of a thick resist deposited on the top of the film and containing windows patterned by the electron-beam lithography. Previously, we have found that such an implantation destroys both the conductivity and ferromagnetism in the layer [9]. The lithographic widths of the constrictions were in the range of 200–1000 nm. Individual devices, of an outline 2.5\(\times\)1 mm\(^2\) and the shape shown in the inset of Fig. 2, were defined in the film and their distant terminals were supplied with Ohmic contacts. All the results presented in this paper refer to the constriction with lithographic width of 400 nm, whose microscopic image is shown in the inset in Fig. 4, and, additionally, to a reference (non-constricted) device of a bar (1.5\(\times\)0.5 mm\(^2\)) shape. The contribution of the constricted part of the device to its total resistance is comparable to that carried in by the wide leads.

3. Results

We measured the sample resistance, \(R\), as a function of a magnetic field, \(H\), using the pseudo-four-probe method and lock-in technique with a sensing voltage of a few mV.

![Fig. 2. Relative magnetoresistance vs. in-plane (perpendicular to the current) magnetic field for the reference and constricted devices measured at various temperatures. The curves are vertically offset for clarity. Inset: constricted device design](image)
at 770 Hz. Relative magnetoresistance, $R(H)/R(0)$, plotted as a function of magnetic field applied parallel to the film plane (perpendicular to the current) is shown in Fig. 2. Both the reference and constricted devices investigated by us exhibit a large negative magnetoresistance (MR) at low temperatures, extending far outside the field of ferromagnetic hysteresis loop. Such a behaviour of MR, which has been also observed by us for the perpendicular orientation of magnetic field with respect to the film plane [10, 11], is typical of (Ga,Mn)As films. It has been commonly attributed to the reduction of spin-disorder scattering of charge carriers caused by the ordering of localized Mn spins in an external magnetic field – a mechanism well known in ferromagnetic metals. Another mechanism, which possibly dominates at the lowest temperatures, is the suppression of carrier quantum localization by an external magnetic field [10–14]. In fact, we have recently shown [11] that the low-temperature MR of our (Ga,Mn)As film under perpendicular magnetic field can be successfully described within the weak localization theory for two-dimensional ferromagnetic systems developed by Dugaev et al. [15]. The inelastic scattering length derived from the fitting of our MR results to this theory was about 90 nm [11], while the hole mean free path in the (Ga,Mn)As film is of the order of 1 nm.

A striking difference has been revealed between MR measured in the reference and constricted devices in a narrow range of a magnetic field around $H = 0$ (Figs. 3 and 4). At the magnetic field corresponding to the coercive fields of the film magnetization, MR of the reference device exhibits abrupt jumps followed by regions of an enhanced resistance (Fig. 3). With increasing temperature, the spacing between the jumps corresponding to the field swept in opposite directions narrows similarly as does the width of the magnetization hysteresis loop.

![Figure 3](image-url)

**Fig. 3.** Relative magnetoresistance for the reference device vs. in-plane (perpendicular to the current) magnetic field swept in opposite directions measured at 1.5, 4.2 and 11 K. The sweep directions are indicated by the arrows. The data for the two latter temperatures have been vertically offset for clarity.
The extension and magnitude of the regions of enhanced resistance decrease with increasing temperature and they practically disappear at 15 K. MR of the constricted device shown in Fig. 4 displays an essentially different behaviour. In a narrow range of a magnetic field around $H=0$, its resistance considerably increases forming a high bump while sweeping a magnetic field through the zero value. The height of this bump and its width, which extends from $-50$ to $50$ mT at 1.5 K, decrease rapidly with increasing temperature. On a background of this increased resistance, abrupt jumps followed by regions of a lowered resistance appear. Positions of these jumps reflect, as for the reference device, the hysteresis loop of magnetization. Similar jumps of a lowered resistance have been revealed by us also for two other constricted devices measured under magnetic field perpendicular to the film plane and interpreted as resulting from a contribution of a magnetic DW, pinned at the constriction, to the resistance [10, 11].

4. Discussion and conclusions

Both positive [16, 17] and negative [10, 11, 18] contributions of DWs to the resistance have been recently revealed experimentally in microstructures fabricated from (Ga,Mn)As films. Several authors studied theoretically the effect of electron scattering at DWs on resistivity of ferromagnetic metals and semiconductors (cf. [19] and
Theoretical calculations predict generally a positive contribution of DW to the resistivity, which can be efficiently increased in the case of thin DWs (on the scale of the Fermi wavelength of conducting charges) in ferromagnetic semiconductors owing to the presence of spin-orbit interaction, as shown in [19]. In turn, (Ga,Mn)As epitaxial films demonstrate extremely simple domain structure with large domains of the size of hundreds of micrometers, and thin and well-defined DWs [20]. The DW thickness in (Ga,Mn)As films has been determined to be about 15 nm both for the Bloch [21] and Néel wall [22], and almost independent of both the temperature and Mn content. This value is by a factor of two larger than the estimated value of Fermi wavelength in our (Ga,Mn)As film. In view of the above results, we believe that the jumps of enhanced resistance appearing in our reference device at the magnetic field corresponding to the coercive fields, i.e. when DWs are just nucleated, result from a DW contribution to the (Ga,Mn)As film resistance.

On the other hand, Tatara and Fukuyama [23] first predicted that a DW can destroy the charge-carrier phase coherence necessary for the quantum weak localization (WL), what leads to a negative contribution of DW to the resistivity. WL can coexist with ferromagnetism in our (Ga,Mn)As film. The maximum value of an internal magnetic induction, $B_{int} = \mu_0 M_s = 11$ mT, estimated from the magnitude of saturation magnetization, $M_s$, obtained from our SQUID measurements (Fig. 1), is small enough to be generally neglected in a WL correction to resistivity. An external magnetic field suppresses WL as it introduces a phase difference between the time-reversed paths, proportional to the enclosed magnetic flux, thus giving rise to an apparent negative MR. Consequently, we propose that the high bump of increased resistance occurring for the constricted device around $H = 0$ results from a contribution of WL in the constriction to the resistance.

In the constricted devices DWs tend to localize themselves in the constriction in order to minimize their energy, cf. [24], and their width, which is essentially determined by the constriction size, is of the order of the constriction width. Thus, the appearance of the jumps of reduced resistance imposed on a background of the bump of increased resistance in the constricted device can be understood as due to erasure of the quantum localization by a DW located at the constriction. Each region of a reduced resistance would extend over the field range, in which the DW remains pinned at the constriction.

In conclusion, we have argued that both the jumps of an enhanced resistance in the reference device and those of a reduced resistance in the constricted devices, which appear when the sweeping magnetic field crosses the regions of the coercive field of the film, represent a DW contribution to the (Ga,Mn)As film resistance. The opposite sign of this contribution revealed in the reference and constricted devices results from different properties of DWs formed in the two types of structures. Thin DWs formed in the non-constricted (Ga,Mn)As film give rise to the positive contribution to the film resistance. On the other hand, the diffusive charge transport through a thick DW pinned at the constriction results in the erasure of quantum localization effects, thus
Magnetoresistance in ferromagnetic (Ga,Mn)As film

giving rise to the negative contribution of DW to the resistance in the constricted device.
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Electronic structure of Fe$_2$VGa
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We present the band structure calculations on the Heusler alloy Fe$_2$VGa which shows a pseudogap at the Fermi level. The compound is found to be nonmagnetic. We observed, however, that an atomic disorder which has been experimentally observed can lead to the behaviour characteristic of the heavy-Fermion compounds. The antisite Fe defects locate the d states forming a narrow d-band at the Fermi level.
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1. Introduction

The physics of d-electron intermetallic compounds with electronic gaps or pseudogaps at the Fermi level continues to attract attention. This gap (pseudogap) in materials containing localized magnetic orbitals may be due to hybridization or Kondo-type singlet formalism (e.g., [1]).

Recently, the Heusler-type Fe$_2$VAl [2] and Fe$_2$TiSn [3] compounds have been discussed as possible d-Kondo insulators of the FeSi-type [4] due to their unusual electric transport and thermodynamic properties. Namely, the electrical resistivity of both compounds exhibits semiconducting behaviour and the low-$T$ specific-heat data revealed an unusual upturn in $C/T$, commonly observed in most heavy fermion systems. From the band-structure calculations and infrared studies it follows, however, that Fe$_2$VAl [5] and Fe$_2$TiSn [6] are semimetals with a pseudogap at the Fermi level. In our recent work [7], we discussed the low-$T$ properties of these compounds based on the Kimball–Falicov model [8] well describing the temperature characteristics attributed to the narrow d-antisite band, strongly correlated and located at the Fermi level.

Similarly, Fe$_2$VGa is predicted from the band structure calculations to be semimetallic [9, 10] and nonmagnetic. However, in some Fe$_2$VGa samples characteristic features of superparamagnetic glass due to the presence magnetic defects are reported (e.g., in [11]). It has been suggested that the wrong-site Fe atoms on V sites (Fe$_{AS}$

*Corresponding author, e-mail: slebar@us.edu.pl
antisite) are magnetic and can play a significant role in the magnetism of this compound. We therefore present our LAPW calculations on the ordered Fe$_2$VGa, and on the disordered one, in which an atomic disorder results from the Fe/V site exchange. Our calculations show that the antisite defects locate the d-states at the Fermi level, resulting in formation of a narrow d-band, but the system is nonmagnetic. However, magnetic Fe-defects are expected for stronger atomic disorder.

## 2. Results and discussion

In our investigations, we used FP-LAPW (Wien2k) code, with GGA96 type gradient corrections [12]. We performed calculations for base Fe$_2$VGa compound, and also for a $2\times1\times1$ supercell, where two Fe atoms were replaced by two V atoms and vice versa. Atomic radii were chosen 2.32 Å for Fe and V and 2.2 Å for Ga. We used 816 $k$-points in reduced Brillouin zone for the calculations of base compound and 162 $k$-points for the supercell calculations.

![Fig. 1. Total density of states calculated for Fe$_2$VGa. Also, the partial total DOSs for Fe, V and Ga components are shown](image_url)

In Figure 1, we present numerical calculations of the electronic densities of states (DOS) of the ordered Fe$_2$VGa compound. Also shown in the figure are the total DOSs of Fe, V and Ga. The electronic bands exhibit a pseudogap at the Fermi level with a small value of the total DOS of about 0.25 states/eV-formula unit. In our calculations, Fe$_2$VGa is nonmagnetic. To better understand the properties of real Fe$_2$VGa crystals, exhibiting strong atomic disorder, we also investigated the electronic structure of the Fe$_2$VGa alloy with one Fe atom occupying the V site. The results of our calculations are presented in Figs. 2a–d. The total DOS has a pseudogap located ~0.2 eV above the Fermi level and a sharp and narrow peak in the DOS just at $\epsilon_F$. The DOS of this peak is composed mainly of the Fe$_{AS}$ d-states of iron defects occupying the V sites (the inset in Fig. 2b). V defects have similar sharp and narrow d-electron peaks in the DOS (Fig. 2c). However, Fe$_2$VGa in our calculations is again nonmagnetic. Our recent calculations have shown that this narrow d-band originating from the impurity Fe atoms is responsible for the unusual temperature dependence of
heavy Fermi-like behaviours observed either in Fe$_2$VAl [2] or in Fe$_2$TiSn [3]. The nature of the physics in the both Heusler alloys seems to be similar to that in Ce and U compounds, analyzed [7] in a many-body investigation along the line described by Liu [8]. Another explanation of the unusual low-temperature dependences of the specific heat can be discussed on the base of the spin fluctuation theory.

The heavy Fermi-like behaviour has not been, however, observed in the Fe$_2$VGa alloy probably because of strong atomic disordering, which can lead to weak superparamagnetism, recently observed in the magnetic susceptibility experimental data [11]. The problem of magnetic/nonmagnetic ground state properties of the Fe$_2$VGa alloy is expected to be investigated experimentally soon.
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Mössbauer investigations
of the magnetic structure of γ-Fe–Mn
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Mössbauer polarimetry was used for investigations of orientations of Fe magnetic moments in a γ-Fe–Mn system. External magnetic field was applied to single crystal samples. Since the hyperfine field is a vector quantity, it forms a vector sum with the external magnetic field, and this quantity obviously depends on the magnetic structure of a system under study. Investigations with various orientations of external magnetic field with respect to the crystalline directions were performed. There is a clear experimental evidence that the distribution of Fe moments is present, which explains the already reported disagreement between simulated and measured results. Shapes of the spectra are best explained under the assumption of a coexistence of $Q_2$ and $Q_3$ structures. Influence of plastic deformation on the distribution of hyperfine fields is reported.
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1. Introduction

Magnetic structure of chemically disordered alloys in which atoms occupy fcc lattice positions has been a subject of intensive investigations. The symmetry of cubic structure allows at least three various antiferromagnetic structures with wave vectors $Q_1 = (1,0,0)$, $Q_2 = (1,1,0)$ and $Q_3 = (1,1,1)$, respectively. Because of formation of antiferromagnetic domains, all the magnetic structures result in the same neutron diffraction pattern. This makes experimental discrimination between the structures very difficult.

Mössbauer spectroscopy is sensitive to the direction of hyperfine magnetic field. Hyperfine magnetic field is a vector sum of external magnetic field and the local field. Thus the distribution of hyperfine fields observed in Mössbauer experiments depends on the magnetic structure ($Q_1$, $Q_2$ or $Q_3$) and the external magnetic field. The first measurements of single crystal $γ-\text{Mn}_{44.2}\text{Fe}_{55.8}$ by Kennedy and Hicks [1] disproved the
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$Q_1$ structure. Neither was the agreement of the spectra measured in the fields up to 9 T with simplest predictions for $Q_2$ or $Q_3$ structures satisfactory.

Other experiments were performed on Mn$_{60}$Fe$_{37}$Cu$_3$ single crystals in which an external magnetic field of 1.3 T was applied along different crystalline directions [2]. In the spectra analysis, hyperfine fields were modelled by a binomial distribution (resulting from assumed random arrangements of atoms in the fcc lattice). The experiment was sensitive enough to detect the dependence of the orientation of hyperfine field on the applied external field. However, within the binomial approximation used in [2], the observed anisotropy could not be fully explained.

To check whether the distribution of atoms in Fe–Mn alloy is really random, we performed experiments in which crystal was plastically deformed. One expects that plastic deformation induces a change of the short range order, which should result in a change of the distribution of hyperfine fields. The spatial arrangement of spins in plastically deformed crystal was investigated with the use of circularly polarized radiation in Mössbauer measurements. This technique is sensitive to the sign of the hyperfine field, e.g. it can distinguish between parallel and antiparallel orientation of the magnetic moments with respect to the photon $k$ vector.

2. Experimental

A single crystal $\gamma$-Mn$_{60}$Fe$_{37}$Cu$_3$ alloy was grown by the Bridgman method. Small amount of Cu was added to stabilize the fcc structure. Three flat samples of the thickness of about 0.5 mm were cut with their surfaces parallel to (100), (110) and (111) crystal planes, respectively. The samples were thinned by grinding to about 50–60 $\mu$m. In the next step, the samples were thinned by electrochemical methods to the thickness suitable for the Mössbauer transmission experiment [2]. Part of the crystal with linear dimensions 0.9 mm was cold rolled to a foil 6 $\mu$m thick.

Mössbauer measurements were performed in constant acceleration mode with unpolarized radiation. When no external field is applied to the absorber, the shape of the Mössbauer spectrum does not depend on the orientation of the $k$ vector with respect to the crystalline direction [2], and the spectrum averaged over all measurements is shown in Fig. 1a. For the measurements in the magnetic field, the samples were placed in the hole of the permanent rare earth magnet producing an axial field of 1.3 T. The field was parallel to the $k$ vector of the radiation and perpendicular to the sample surface. An example of the spectrum for $k$ and $B_{ext}$ perpendicular to the (100) and (111) planes is shown in Figs. 1b, c. The difference spectrum is shown in Fig. 2.

Measurement on the plastically deformed foil was performed in a texture free mode [3] with unpolarized radiation. The result is shown in Fig. 3a and is equivalent to the measurements averaged over random orientations of the absorber. Results of the Mössbauer polarimetric measurements with the use of circularly polarized radiation obtained by resonant filter technique [4], carried out on the deformed crystals in an
Mössbauer investigations of the magnetic structure of γ-Fe–Mn external field of 1.1 T, are shown in Figs. 3b, c. All Mössbauer measurements were performed at room temperature.

![Mössbauer spectra](image)

**Fig. 1.** Mössbauer spectra of a single crystal recorded with no applied external field (a), with external field of 1.3 T perpendicular to the (100) (b) and (111) (c) crystal planes.

![Difference between data](image)

**Fig. 2.** Difference between the data shown in Fig 1b and c ($(111) - (100)$). The solid line shows the result of the simulation when $Q_2$ and $Q_3$ structures are present in the proportion 3:1.

The principles of the Mössbauer polarimetric methods in the presence of a distribution of hyperfine fields are given elsewhere [5, 6]. We assume that the local hyperfine magnetic field $B_{hf}$ is antiparallel to the Fe magnetic moments in the $Q_i$ ($i = 1, 2, 3$) structure. The observed local field is a vector sum of the external magnetic field $B_{ext}$ and the local hyperfine field $B_{hf}$. Line intensities $a_i$ in the Zeeman sextet are proportional to

$$a_1 : a_2 : a_3 : a_4 : a_5 : a_6 = 3(1 + \cos \theta)^2 : 4 \sin^2 \theta : (1 + \cos \theta)^2 : (1 + \cos \theta)^2 : 4 \sin^2 \theta : 3(1 + \cos \theta)^2$$

(1)
where \( \theta \) is an angle between the hyperfine magnetic field \( B_{\text{ext}} + B_{hf} \) and the photon wave vector \( k \).

Upper and lower signs correspond to the two opposite circular polarizations. In the case of unpolarized radiation, the expression is reduced to:

\[
\begin{align*}
 a_1 : a_2 : a_3 : a_4 : a_5 = & 3 \left( 1 + \cos^2 \theta \right) : 4 \sin^2 \theta : \left( 1 + \cos^2 \theta \right) \\
: & \left( 1 + \cos^2 \theta \right) : 4 \sin^2 \theta : 3 \left( 1 + \cos^2 \theta \right),
\end{align*}
\]

Next, we assume a certain distribution of the hyperfine magnetic field \( P(|B_{\text{hf}}|) \) and perform a simultaneous fit to all the spectra measured on single crystals. \( P(|B_{\text{hf}}|) \) distribution was approximated by the discrete set of \( |B_{\text{hf}}| \) values and probabilities \( P_i \). A nonlinear correlation between IS and \( |B_{\text{hf}}| \) was allowed, see Fig. 4. Zero quadrupole splitting was assumed according to previous investigations [1, 2]. Similar fit was performed to all the spectra measured on the deformed sample.

### 3. Results

For a given \( Q_i \) structure, the simultaneous fit procedure ("Mathematica" package used, for details of simultaneous fit and thickness correction see [5]) allows us to find \( P(|B_{\text{hf}}|) \) distribution for which agreement between measured and simulated spectra was
the best. We have found that for $Q_1$ structure, the agreement was definitely worse than for $Q_2$ and $Q_3$ structures. It was difficult to decide which of the two structures fits better. Moreover, we found that the best agreement is attained when the presence of both structures, $Q_2$ and $Q_3$ is assumed. This case is illustrated with typical examples in Fig 1, where ratio of volumes of the $Q_2$ and $Q_3$ phases was 3:1. To show clearly the anisotropy induced by an external field applied to a single crystal, difference of the spectra together with the difference of simulated curves are presented in Fig. 2. Some slight systematic deviation can be observed on the difference (Fig. 2), the origin of this behaviour being obscure. Nevertheless, the overall agreement shown in Fig. 1 is much better than in the already reported works [1, 2]. The distribution $P(|B_h|)$ found in the simultaneous fit to all measured spectra of single crystals is shown in Fig. 4 (note the areas of the circles).

Fig. 4. Correlation between hyperfine magnetic field $B_{hf}$ and isomer shift $IS$.

The black circles correspond to single crystals, gray ones – to the plastically deformed samples. The area of the circle is proportional to the probability $P(|B_{hf}|)$ and $P(IS)$.

The plastically deformed sample is no longer a single crystal and was measured in the texture free mode in order to extract its distribution of the hyperfine field. As described in the previous section, all the experiments performed on the plastically deformed sample were simultaneously fitted under the assumption that the local field is equal to $B_{ext} + B_{hf}$, where $B_{hf}$ are arranged in random directions. The extracted hyperfine field distribution is shown in Fig. 4 by gray symbols and typical examples of the simulated spectra are shown in Fig. 3 by solid lines.

4. Discussion

In the interpretation of the results of the pioneering experiment of Kennedy and Hicks [1], the authors considered the movement of the domain walls. However, although the occupation of the domains was a free parameter, the shape of the simulated
spectra did not agree with the measured ones [1]. The presented results demonstrate clearly that the most important factor deciding on the agreement of simulated spectra with the measured ones is the shape of the distribution of hyperfine fields. A proper choice of the $P(|B_{hf}|)$ function, achieved by fitting, results in the overall agreement of the measured spectra in zero field and in an applied external field. The method of determination of the $P(|B_{hf}|)$ is so precise that it is possible to detect changes in short range order induced by plastic deformation. The differences, shown schematically in Fig. 4, can be presented clearly on the histograms (Fig. 5). It is clear from Fig. 5 that in the case of single crystals, both $P(|B_{hf}|)$ and $P(IS)$ distributions, are narrower. Plastic deformation causes a slip of atomic planes resulting in the mixing of atoms and a more random distribution.

![Histograms related to $P(|B_{hf}|)$ and $P(IS)$ distributions](image)

Fig. 5. Histograms related to $P(|B_{hf}|)$ and $P(IS)$ distributions

The measurements with polarized radiation show that the spatial arrangement of magnetic moments remains unchanged, i.e. the recorded spectra can be explained by rigid arrangements of local hyperfine field vectors plus the external applied field. This picture is consistent with recent self-consistent tight binding linearized muffin-tin orbital approach allowing a noncollinear spin structure. It was shown that the ground spin states in a fully ordered and fully disordered gamma Fe–Mn alloys are different and their spin ordering is driven by the random substitutional disorder, a phenomenon known as ordering due to disorder [7]. In the measurements with circularly polarized radiation, only the Fe system is detected as a nuclear $^{57}$Fe probe. Thus, the presented results show that in the system under investigation we do not observe, within an experimental accuracy, an antiparallel ordering of two systems: Fe and Mn. This important point was considered in electronic band structure calculations [8].
As presented in the previous section, the assumption regarding the presence of $Q_2$ or $Q_3$ state in a single crystal leads to a similar quality of the simultaneous fit, while the best agreement of simulations and measurements being obtained when the presence of both structures was assumed. This observation is in agreement with the first principles electronic structure calculations of noncollinear magnetic structures [8]. The Korringa–Kohn–Rostocker multiple-scattering approach, in conjunction with an extension of the single site coherent potential approximation, show that the $Q_3$ and $Q_2$ structures are both stable solutions. The energy difference between the two noncollinear states is relatively small with the $Q_3$ being more favorable. It was mentioned [8] that the difference, which corresponds to 60 K, is so small that the systems may occupy both states.

5. Conclusions

We have shown that in order to understand the magnetism of the alloy under study, a precise determination of the shape of the hyperfine magnetic field (h.m.f) distribution is required. Plastic deformation changes the short range order of atoms in a measurable way resulting in a change of the h.m.f. distribution. Among the two possible reasons influencing the shape of the spectra under the applied external field, i.e. the movement of domain walls and the presence of h.m.f. distribution, the latter one is more important.

Adjusting properly the shape of the distribution, we performed fits which indicate that $Q_1$ structure cannot be accepted, $Q_2$ and $Q_3$ structures result in a similar quality of the fits, while the assumption regarding the presence of both $Q_2$ and $Q_3$ structures gives the best fits. This can be expected from the results of the theoretical band structure calculations which indicate a small energy difference between $Q_2$ and $Q_3$.
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The influence of substrate and cap layer on magnetic characteristics of some multilayers
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The influence of non-symmetrical boundary conditions, caused by different materials of the substrate and covering, on some properties of the systems consisting of magnetic layers separated by nonmagnetic spacer have been considered. Magnetic properties like spin wave patterns, FMR spectra, Curie temperature, magnetization and spin wave parameter $B$ have been investigated for symmetrical and non-symmetrical structures like: Cu(111)/(Fe/Cu)$_n$/Fe/Cu/Si(111), vacuum/(Fe/Cu(111))/Fe/vacuum, vacuum/(Fe/Cu)$_n$/Si(111) and Cu/(Fe/Cu)$_n$/Fe/GaAs, vacuum/(Fe/Cu)$_n$/Fe/GaAs, where $n$ is equal 1 or 2. Influence of roughness on selected characteristics of magnetic systems with non-symmetrical conditions on external surfaces has been also investigated.
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1. Introduction

The structures consisting of magnetic layers separated by nonmagnetic spacer are interesting objects of research due to the their possible applications. Investigation of multilayers is always connected with the existence of a substrate determining crystal structure and anisotropy on the boundary surfaces. The other external surface should be protected by the cap layer. The process of preparation is the source of some roughness on the surfaces and interfaces of the structure; it modifies both interlayer exchange coupling and anisotropy parameters. Numerous papers have been devoted to the investigation of in what way cap layer thickness changes the Curie temperature [1–4] but only a few [5, 6] to the influence of external layers on the properties of multilayers. In the present paper, we consider the influence of substrate as well as cap of layers and their roughness on the basic magnetic properties of exchange coupled multilayers.

We assume the model according to which the interaction between magnetic layers separated by nonmagnetic metallic spacer can be described by the Heisenberg-type Hamiltonian:
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where \( \nu \) denotes the number of monatomic planes and \( j \) the position of a lattice point in the plane, respectively.

The first sum in Eq. (1) is an exchange part of the Hamiltonian with the parameter \( J_{\nu,j,j'} \) equal to \( J \) inside magnetic layers and \( J_{12} \) standing for the interlayer exchange coupling parameter between the layers neighbouring the spacer. \( A_{\nu,j,j'} \) is the anisotropy parameter, being the sum of uniaxial volume anisotropy, and surface as well as interface anisotropy parameters, which are determined by the material of substrate and cap layer. \( H_{\text{eff}} \) denotes the sum of the external field oriented perpendicularly to the surface and the demagnetising field. The interlayer exchange coupling \( J_{12} \) in our paper has been derived based on the model proposed by Bruno and Chappert [7, 8], and can be modified similarly as in [9] by roughness described by solid-on-solid and discrete Gaussian models [10–12]. According to the relation proposed by Bruno [13] we took into account decreasing of anisotropy parameters for rough surfaces and interfaces in comparison to the ideal ones.

2. Results

In this section, we discuss numerical results for the Curie temperature, magnetisation, and spin waves parameter obtained for several systems using the Green function formalism [14]. First, we consider the influence of the substrate and cap layer materials (via surface anisotropy parameters) on the spin wave patterns and FMR spectra of magnetic trilayers. Figure 1a presents characteristics obtained for structures with the same material taken for the substrate, cap layer and spacer. We observe only one-peak FMR spectra. Changing the material and anisotropy parameters on both surfaces (Fig. 1b) causes a shift of the most intensive peak and appearance of an additional line in the FMR spectra. “Non-symmetrical” boundary conditions, related to different materials on external surfaces presented in Fig. 1c, give a small shift of the first mode line and a change of intensities of the others. In the presented example, only the latter configuration leads to a visible modification of spin wave patterns.

We have also examined the dependence of the Curie temperature of bi- and trilayers as a function of the spacer thickness. The results obtained are presented in Fig. 2. One can see from Fig. 2a that different materials on the surfaces of the multilayer are the source of reduction of the Curie temperature in comparison to the systems with the same materials on both external surfaces. Our results were obtained for a selected system, thus one should be very careful with generalizing them because shift of \( T_c \) depends on the number of magnetic layers, their thickness and anisotropy parameters on the surfaces and interfaces.
Magnetic characteristics of some multilayers

Fig. 1. Spin wave patterns (upper plots) and FMR spectra (bottom) for the systems: a) Cu(111)/Fe/Cu/Fe/Cu/Fe/Cu/Si(111) [15, 16], b) vacuum/Fe/Cu/Fe/Cu/Fe/vacuum [17], c) vacuum/Fe/Cu/Fe/Cu/Fe/Cu/Si(111). The layers of Si do not give any contribution to the anisotropy parameters. The thickness of each magnetic layer is equal to 20 ML's (labelling of horizontal axis of upper plots is omitted). The thickness of each spacer equal to 3ML's; n corresponds to the successive number of the spin wave mode. The energy axis in FMR spectra is given in arbitrary units.

Fig. 2. The Curie temperature as a function of spacer thickness (a) and magnetisation profiles (b) for ■ – Cu/…./Cu/Si(111) (flat), ○ – Cu/…./Cu/Si(111) (rough), ▲ – vacuum/…./Cu/Si(111) (flat) and △ – vacuum/…./Cu/Si(111) (rough), where rough or flat in brackets denotes degrees of surface roughness. Thickness of each magnetic layer is equal to 5 MLs and the spacer – 3 ML's. The structure between the slashes /…/ is Fe/Cu/Fe/Cu/Fe. The width of the “gap” is not related to the spacer thickness.
Figure 2b shows magnetisation profiles for the same systems as in Fig. 2a. In this case, modification of magnetisation in an \( n \)-th monolayer of magnetic layers by changing the boundary surface anisotropies is especially visible in the middle of the structure. For the system with “non-symmetric” boundary condition, the magnetisation is significantly smaller in comparison to the system with the same material on both surfaces. The magnetisation inside the external magnetic layers is only slightly modified, a similar behaviour is observed in magnetic bilayers. The results presented in Fig. 2b indicate that changes in magnetisation distribution caused by the change of boundary conditions are too small to expect their experimental verification.

This behaviour of the Curie temperature and magnetisation is observed for both flat and rough surfaces and interfaces as we can see from the comparison of the characteristics with open symbols in Fig. 2 to those with filled symbols. The shift of respective curves is more significant for different systems than for the same ones but with different degrees of roughness.

![Graph of B vs. d](image.png)

Fig. 3. The influence of spacer thickness on spin wave stiffness parameter for:
- \( \text{Cu}(111)/\text{Fe}/\text{Cu}/\text{Fe}/\text{Cu}/\text{Fe}/\text{Cu}/\text{Si}(111) \)
- \( \text{vacuum}/\text{Fe}/\text{Cu}/\text{Fe}/\text{Cu}/\text{Fe}/\text{Cu}/\text{Si}(111) \).

The thickness of each spacer is equal to 3 ML’s and of magnetic layers to 5 ML’s.

We obtained numerical results for the spin wave parameter \( B \) appearing in the Bloch law for two chosen structures: \( \text{Cu}(111)/\text{Fe}/\text{Cu}/\text{Fe}/\text{Cu}/\text{Fe}/\text{Cu}/\text{Si}(111) \) and vacuum/\text{Fe}/\text{Cu}/\text{Fe}/\text{Cu}/\text{Fe}/\text{Cu}/\text{Si}(111). Although the difference between the values of this parameter for the considered structures is not significant, both characteristics in Fig. 3 can be easily distinguished. As we expected, the \( B \) parameter is an oscillating and decreasing function of the spacer thickness similarly as the interlayer exchange parameter \( J_{12} \) [18].

### 3. Conclusions and final remarks

Results presented in this paper can be approximately compared to the experimental results for the Curie temperature [19] and for spin wave parameter [20, 21],
respectively. The order of magnitude for both cases is the same but a more exact comparison requires experimental investigation of the considered systems. As we have shown, the influence of the roughness of surfaces and interfaces on the considered characteristics is less pronounced than the influence of anisotropy parameters in the border layers. We expect that it is possible to observe a visible experimental effect of the influence of diversity of substrate and cap layers on the properties of multilayered magnetic structures.
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Photoemission study of Eu 2+/3+ ions in ferromagnetic (Eu,Gd)Te semiconductor layers
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(Eu,Gd)Te ferromagnetic semiconductor layers grown by molecular beam epitaxy technique on BaF2 (111) monocrystalline substrates were investigated by resonant photoemission spectroscopy using synchrotron radiation. In n-(Eu,Gd)Te layers, a ferromagnetic transition induced by electron concentration is observed. Magnetic as well as electrical properties of this material depend strongly on the charge state (2+ vs. 3+) of Eu and Gd ions known to be sensitive to crystal stoichiometry and formation of oxide complexes. The relative concentration of Eu2+ and Eu3+ ions was determined from the analysis of the resonant photoemission energy distribution curves (EDC), measured at photon energies close to 4d–4f resonance. After various in-situ annealing and Ar sputtering procedures, a clear improvement of crystal stoichiometry of (Eu,Gd)Te layers was observed as manifested by the increase of Eu2+ intensity in the spectra. Contribution of Eu 4f shell to the total density of states was also analyzed and found at the valence band edge for Eu2+ ions and about 6 eV lower for Eu3+ ions.

Key words: spintronics; ferromagnetic semiconductor; rare earth compound; photoemission

1. Introduction

Due to a strong ionic bonding in EuX (X = O, S, Se, Te), Eu ions are expected to be divalent in all members of the group of europium monochalcogenides resulting in a half-filled 4f7 shell of Eu. It yields spin only magnetic moment $S = 7/2$ localized on Eu ions in the rock-salt crystal lattice of EuX. This feature makes these materials an excellent example of a model Heisenberg magnet. In the EuX family, there are two ferromagnets (EuO and EuS) and one antiferromagnetic material (EuTe), whereas EuSe exhibits a more complicated phase diagram due to the compensation of ferro-
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magnetic (nearest neighbour) and antiferromagnetic (next nearest neighbour) exchange interactions [1–4]. Doping EuX with an electrically active element brings an additional indirect exchange interaction between magnetic moments of Eu via spin polarization of quasi-free carriers (the Ruderman–Kittel–Kasuya–Yosida, RKKY mechanism). EuX doped with gadolinium is particularly interesting. Gd ions substituted in (Eu,Gd)X are expected to be in 3+ charge state having the same electronic \(4f^7\) configuration. This substitution does not affect the magnetic subsystem but supplies the material with quasi-free electrons in the conduction band. Assuming that each Gd ion gives one extra electron, one can obtain very high concentration of electrons \(n \approx 1.4 \times 10^{20} \text{ cm}^{-3}\) corresponds to 1 at. % of Gd in EuTe). For bulk (Eu,Gd)X increase of critical temperature with increasing Gd concentration and, in particular, transformation type of the magnetic transition from antiferro- to ferromagnetic in the case of (Eu,Gd)Te at Gd content about 5 at. % was reported in [1]. Hence the latter makes it possible to change simultaneously both electrical properties, from insulator for EuTe to n-type metallic conductivity for (Eu,Gd)Te, and magnetic ordering from antiferromagnetic to ferromagnetic, respectively.

Eu (as well as Gd) is known to form not only monochalcogenides (EuX) with Eu ions in 2+ charge state but also other compounds like Eu₂X₃ with Eu ions in 3+ state. Detailed experimental information on Eu charge state in (Eu,Gd)Te is very important for both magnetic and electrical properties of this material. It was reported that an excess of Te in (Eu,Gd)Te can result in a strong decrease of very high concentration of electrons, even leading to a total compensation of charge carriers and dramatic changes in magnetic properties [5]. There was also observed a behaviour qualitatively different from a typical response of ferromagnetic material on applied external magnetic field for n-(Eu,Gd)Te which can be attributed to creation of complexes other than Eu–Te or Gd–Te [6]. In this work, we use resonant photoemission spectroscopy technique to verify the Eu charge state in (Eu,Gd)Te layers grown by molecular beam epitaxy on BaF\(_2\) (111) substrates. We analyze the influence of various annealing and sputtering procedures on the Eu\(^{2+}\)/Eu\(^{3+}\) concentration ratio. We also determine the binding energy of Eu ion states derived from magnetic 4f orbitals with respect to valence band edge of (Eu,Gd)Te. This experiment is based on the Fano effect when the energy of excitation photons is adjusted to 4d–4f transition which is manifested in an asymmetrical shape of photoemission spectra observed as maximum and minimum at the energies corresponding to resonance and anti-resonance [7].

2. Experimental results

The (Eu,Gd)Te epitaxial layers were grown using a home-built MBE system equipped with effusion cells for Eu, Gd and Te solid sources. Freshly cleaved, (111)-oriented BaF\(_2\) monocrystals were used as substrates. First, an EuTe buffer layer, up to 0.1 µm thick, was grown, and next, 0.25 µm thick (Eu,Gd)Te layer was depos-
Photoemission of Eu^{2+/3+} ions in ferromagnetic (Eu,Gd)Te semiconductor layers

The substrate temperature during the growth of both layers was about 270 °C. In-situ growth control using reflection high-energy electron diffraction (RHEED) revealed well defined streaky pattern indicating a two-dimensional mode of layer growth. Intensity oscillations of the RHEED specular spot allowed us to determine quite low rate of growth of 0.1 ML/s (ML – monolayer). X-ray diffraction (XRD) measurements proved good monocrystallinity of the epilayers with full width at half maximum (FWHM) X-ray rocking-curve parameter in the range of 200–400 arcsec. From energy dispersive X-ray fluorescence (EDXRF) analysis, the Gd content was determined to be typically close to 1 at. %.

The photoemission experiments were performed at the FLIPPER II beam line at the HASYLAB synchrotron radiation laboratory in Hamburg. Angle-integrated photoemission spectra were recorded using a cylindrical-mirror energy analyzer (CMA-type, PHI 25-260) with energy resolution of 250 meV. (Eu,Gd)Te was exposed to a beam of photons with energy in the range from 120 eV to 160 eV. The experiment was carried out sequentially. Four annealing processes (each for 3 h) were performed at the following temperatures: 240 °C, 270 °C, 300 °C and 350 °C. After each annealing process, the set of energy distribution curves (EDC) was taken. Finally, sputtering with Ar ions with an energy of 600 eV was applied for 1 h to remove the thin top layer, which may contain excess Te diffused during the annealing processes.

Fig. 1. The set of energy distribution curves for (Eu,Gd)Te epilayer taken after annealing of as introduced sample at 240 °C. The energy of excitation of photons equal to 141 eV corresponds to the resonance for Eu^{2+} ions. Energy position of Eu^{2+} was found to be at the edge of the valence band, while Eu^{3+} is located at approximately 6 eV below it. The spectra show major contribution of Eu^{3+} connected to an excess of Te as well as oxidation in the sample volume.
Figure 1 presents a set of the energy distribution curves of photoemission spectra collected after the first annealing process at 240 °C. The graph shows peaks originated from the 4f-shell of Eu in both charge states 2+ and 3+ located at the edge of the valence band and about 6 eV below it, respectively. The 5p shell of Eu was established to be at binding energy position of about 20 eV. The Te 4d core shell with binding energy about 40 eV was also observed. In the set of EDCs, there was observed both a strong enhancement and extinction of intensity at energy position of Eu2+ and Eu3+ related to intra-ion transitions in Eu known as Fano resonance. Namely, apart from classical photoemission process (direct excitation of electron from 4f7 shell to vacuum) there was also observed an additional emission process as follows:

\[
\text{[Xe] } 4d^{10}4f^7 + h\nu \rightarrow ([\text{Xe}] 4d^94f^8)^* = [\text{Xe}] 4d^{10}4f^6 + e \quad (1)
\]

\[
\text{[Xe] } 4d^{10}4f^6 + h\nu \rightarrow ([\text{Xe}] 4d^94f^7)^* = [\text{Xe}] 4d^{10}4f^5 + e \quad (2)
\]

where * denotes excited state. Based on these results, the Fano profile shown in Fig. 2 was obtained. The resonant energies were found to be equal 141.5 and 145.2 eV for Eu2+ and Eu3+, respectively.

![Graph showing Fano resonance for Eu2+ and Eu3+ ions of (Eu,Gd)Te layers obtained based on the EDC spectra measured after the first annealing process. Resonant (4d–4f transition) energies for Eu2+ and Eu3+ are marked in the figure.](image)

To verify the influence of thermal treatment on (Eu,Gd)Te epilayers, the EDC spectra at resonant energy of 141 eV were taken at sequential stages of preparation. To enhance the changes, the plots were normalized to intensity at energy position of Eu3+. At the first step, for the as introduced layer, it was observed that the contribution of Eu3+ ions is comparable to Eu2+ ions. This fact can result from the excess of Te in the layer, but more likely it is related to surface oxidation. Further annealing processes
show the increase of the Eu$^{2+}$ peak intensity against the Eu$^{3+}$ one. Despite an improvement of the stoichiometry in the sample volume due to diffusion of Te, a substantial increase of Te in thin film close to the surface was expected. This supposition was confirmed by observation of a high intensity peak originated from Eu$^{3+}$. To check this assumption, sputtering with Ar ions was carried out and the top layer of about 50–100 nm was removed. As shown in Fig. 3, this procedure results in a further increase of the Eu$^{2+}$/Eu$^{3+}$ ratio of photoemission intensities revealing considerable decrease of Eu$^{3+}$ ions concentration (although still observed). It seems that this is connected to the creation of oxides (Eu$_2$O$_3$). Very recent secondary ions mass spectrometry (SIMS) investigations performed on a (Eu,Gd)Te sample grown two years ago showed the incorporation of oxygen in the whole volume of the sample on a significant level. Such results point out the necessity of protecting the surface of (Eu,Gd)Te layer with Te or PbTe thin capping layer.

Fig. 3. EDC spectra of (Eu,Gd)Te layer after sequential surface preparation procedures (see the experimental section). All presented curves were normalized to their intensities at energy position of Eu$^{2+}$.

3. Conclusions

In this work, the (Eu,Gd)Te epitaxial layers were investigated by resonant photoemission spectroscopy using synchrotron radiation. From the analysis of the energy distribution curves, Fano resonances were determined for both Eu$^{2+}$ and Eu$^{3+}$ ions at the energies of 141.5 and 145.2 eV, respectively. Contribution of Eu 4f-shell to the total density of states was found to be located at the valence band edge for Eu$^{2+}$ ions.
while it was about 6 eV lower for Eu$^{3+}$ ions. From EDC spectra measured after different annealing procedures (varying the annealing temperature) at a photon energy close to 4d–4f resonance transition for Eu in 2$^+$ charge state, we found the improvement of crystal stoichiometry of (Eu,Gd) Te layers manifested by the increase of Eu$^{2+}$ intensity in the photoemission spectra. The complete disappearance of Eu$^{3+}$ contribution to the photoemission spectra could not be achieved, what we attribute to the formation of Eu oxide complexes in the layer.
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Optical and magneto-optical study of Fe/Si multilayers
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Experimental and theoretical investigations of the optical and magneto-optical (MO) properties of sputter deposited Fe/Si$_{x}$Fe$_{1-x}$ multilayers (MLS) are presented. The diagonal and off-diagonal components of the optical conductivity tensor of the MLS have been determined in the photon energy range 0.8–5.8 eV from the measurements of the magneto-optical complex Kerr angles and the optical data measured by the spectroscopic ellipsometry and compared with the theoretical ones calculated from first principles in density functional theory by the LMTO method within the supercell approach. The calculations have been performed for different models of iron silicide structures. In particular, various spacer layer structures: metallic FeSi and semiconducting FeSi$_2$ iron-silicide phases, as well as pure Si and Fe were investigated. The comparison of the recorded and calculated spectra confirm the conclusion inferred from other studies that the spacer layer structures represent semiconducting ε-FeSi and β-FeSi$_2$ phases rather than the metallic FeSi phase.
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1. Introduction

Multilayered films consisting of transition metals and semiconductors have attracted a lot of interest because of their unique properties and possible application in the semiconductor industry. The basic phenomenon of the Fe/Si multilayer systems that will decide about the future application of the structure in the area of spintronics is the strong antiferromagnetic (AF) coupling between Fe sublayers within a wide
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range of nonmagnetic spacer layer thicknesses [1]. Many studies have been done to understand the mechanism of interlayer coupling in the system and its relation to the transformation of Si spacer layer into iron silicides [1–3]. Fe and Si form a rich variety of stable bulk binary alloys and several iron silicides have been identified. The nonmagnetic FeSi\textsubscript{2} compound exists in a stable orthorhombic semiconducting phase known as $\beta$-FeSi\textsubscript{2} and an unstable tetragonal metallic $\alpha$-FeSi\textsubscript{2} phase. FeSi silicides exist in two phases: a stable semimetallic nonmagnetic $\varepsilon$-FeSi with cubic $B20$ type of structure and a metastable metallic with $B2$ (CsCl) structure. Moreover, there are few ferromagnetic phases that include Fe\textsubscript{5}Si\textsubscript{3} alloy with the Mn\textsubscript{5}Si\textsubscript{3} structure, Fe\textsubscript{3}Si with the DO\textsubscript{3} structure, and metallic hexagonal Fe\textsubscript{2}Si phase.

The nature of iron-silicides spontaneously formed during MLS growth responsible for the observed Fe/Si MLS magnetic and electrical properties was the subject of many studies [1–7]. A strong AF coupling in the Fe/Si MLS is mediated by Fe–Si silicides which may arise from the interdiffusion during the growth. There is an experimental evidence that Fe-Si silicides responsible for the AF coupling between Fe layers can exhibit semiconducting highly resistive character [2–4] or (depending on sublayer thicknesses and preparation technique) metallic properties [1, 5–7].

It is clear that the composition of the spacer layer formed during deposition of films is nonuniform [1, 3]. There is still some controversy about the structure and stoichiometry of the Fe/Si MLS interface region and the goal of the present work was to provide additional information about the chemical composition of the interface by applying experimental optical and magneto-optical spectroscopy methods, phenomenological multireflection calculations and \textit{ab-initio} calculations of some model structures [8]. Effective optical and magneto-optical response of the layered structures is directly related to the thickness and properties of constituent sublayers that, in turn, depend on the nominal thickness of Fe and Si, interfacial mixing and roughness. The structure of Fe/Si MLSs can be verified by comparing the results of model calculations with the experiment.

2. Experimental

The set of Fe/Si\textsubscript{x}Fe\textsubscript{1–x} MLS films was prepared in UHV chamber by magnetron-sputtering method on oxidized, (001)-oriented Si substrate. Various spacer layer compositions ($x = 100, 66, 50$) were intentionally deposited and the spacer layer thickness $d$ was varied within the range from 0.5 nm to 3.0 nm. Each film was composed of 15 (Fe/Si) bilayer periods, the nominal Fe sublayer thickness being fixed at 3 nm. Crystal structures of the samples and their periodicity were examined by the high- and low angle X-ray diffraction. The analysis of the X-ray data indicates that the resulting film structure is close to amorphous. The films after deposition were characterized by many techniques [2, 3]. In this work, the optical and magneto-optical spectroscopy and magneto-optical magnetometry studies were carried out to study the composition of Fe/Si\textsubscript{x}Fe\textsubscript{1–x} MLS spacer layers.
The films were studied experimentally by means of the Kerr effect in polar and longitudinal geometry as a function of magnetic field up to 2.4 T and photon energy in the range of 0.74–5.8 eV. The diagonal and off-diagonal components of the optical conductivity tensor of the MLS were determined from the measured Kerr rotation and ellipticity and the optical data were recorded by spectroscopic ellipsometry. The theoretical spectra were calculated from first principles in the density functional theory by the LMTO method with the use of the supercell approach. Details of the experimental and theoretical procedures have been published elsewhere [9].

3. Results and discussion

Magnetic, optical and magneto-optical properties were studied at room temperature for Fe/Si,Fe\textsubscript{1-x} MLS with nominal thicknesses \(d_{\text{Fe}} = 3\) nm and \(d_{\text{Si}} = 0.9, 1.35, 2.55\) nm. Figure 1 shows the dependence of the Kerr rotation on the magnetic field applied parallel and perpendicular to the film surface for three various spacer layer compositions. The measured polar and longitudinal Kerr hysteresis loops for the Fe/Si,Fe\textsubscript{1-x} MLS films exhibit behaviour typical of the AF coupled sublayers. The strength of the interlayer coupling depends strongly on thickness and composition of the spacer layer and agrees with the results obtained from magnetometry measurements [2]. The in-plane saturation field determines the strength of the AF interlayer exchange coupling. The strongest AF coupling has been found for Fe/Si MLS with nominal Si thickness equal to 1.35 nm. The Kerr rotation dependence on the magnetic field applied perpendicular to the films shows that the Fe/Si sample with the strongest AF has no saturation in the field of up to 2.4 T, suggesting the presence of an important paramagnetic fraction with high susceptibility or strong in-plane anisotropy. As is seen from Fig. 1, the magnetization is in the sample plane. It has been verified experimentally that no easy axis exists in the MLS film planes.

To answer the question which Fe–Si phase promotes the MLS interlayer exchange coupling, the optical properties of the spacer layer prepared by the same technique were investigated at first step. In Figure 2, the measured optical conductivity components are shown for Fe, Fe\textsubscript{50}Si\textsubscript{50} and Fe\textsubscript{33}Si\textsubscript{66} alloy films, and for Si(100) substrate. The results of the energy dependence of optical conductivity show for both the Fe\textsubscript{50}Si\textsubscript{50} and Fe\textsubscript{33}Si\textsubscript{66} alloys large and positive dispersive parts, and strongly decreasing absorptive parts with the decrease of photon energy in the IR region of spectra, characteristic of a semiconducting-like behavior. These alloys represent semiconducting \(\varepsilon\)-FeSi and \(\beta\)-FeSi\textsubscript{2} phases rather than metallic \(\alpha\)-FeSi and c-FeSi with CsCl structure.

To support the observation, optical conductivity spectra were calculated from first principles for \(\varepsilon\)-FeSi, \(\beta\)-FeSi\textsubscript{2}, c-FeSi, and bcc Fe. The results are presented in Fig. 3 together with the calculated spectra of the crystalline and amorphous silicon. From the comparison of the recorded and calculated spectra it can be seen that the results confirm the above stated conclusion, despite the existing differences in the amplitudes, widths and energy positions of the spectral peaks. In particular, the optical conductivi-
ty spectra of the metallic c-FeSi system exhibit different behaviour in the UV-spectral range as compared to semiconducting ε-FeSi alloy.

Fig. 1. The Kerr rotation dependence on the magnetic field applied perpendicular (left panel) and parallel (right panel) to the sample surface for the series of FeSiFe_{1-x} MLS
Fig. 2. Recorded spectra of the optical conductivity tensor components for sputter deposited Fe, Fe_{50}Si_{50} and Fe_{33}Si_{66} alloy films, and Si(100) substrate. Data for a-Si (amorphous) were taken from literature.

Fig. 3. Calculated spectra of the optical conductivity for Fe, metallic c-FeSi, semiconducting β-FeSi_2, ε-FeSi, Si crystal and amorphous a-Si.

Fig. 4. Measured optical conductivity tensor components for as-deposited Fe/Si multilayers with fixed $d_{Fe}=3$ nm and varied $d_{Si}$. The spectra of the Fe films and bulk amorphous a-Si (multiplied by the factor of 0.18) are included for comparison.
The above conclusion obtained from the analysis of the optical conductivity spectra is in line with the results of CEMS study. The CEMS spectra [3] indicate that AF coupling can be mediated by formation of nonmagnetic Fe–Si compounds at the interfaces and/or in spacer layers, e.g., semiconducting ε-FeSi, non-stoichiometric metallic c-Si$_{x}$Fe$_{1-x}$, and intermixed crystalline or amorphous Fe–Si.

These alloy systems constitute spacer sublayers in the MLS structures. The situation is more difficult to analyze and to determine the exact structure of the interfacial phase because the formed interface region is inhomogeneous. In Figure 4, the exemplary optical conductivity spectra are presented for three Fe/Si MLS with increasing spacer layer thickness. The spectra carry information on the effective optical conductivity of the MLS. As can be seen in Figure 4, this effective optical response, even for the thickest Si spacer, is closer to the Fe spectral dependence. Overall evolution of the conductivity is in agreement with the prediction of effective medium approximation theory [10]. It is clear that, on average, the MLS structures exhibit metallic-like behaviour. This conclusion was verified by multireflection calculation results, not presented in the paper. The optical conductivity spectra of the MLS films prepared with intentionally chosen alloy spacer layers of the Fe$_{50}$Si$_{50}$ and Fe$_{33}$Si$_{66}$ compositions have similar to that energy dependences seen in the case of the Si spacer.

The measured magneto-optical response of the Fe/Si MLS is presented in Fig. 5, together with the spectrum of Fe that is the source of magnetism in the system. It is clearly seen from the Kerr rotation that the peaks at ~1.1 eV and ~3.5 eV characteristic of bcc Fe disappear and the amplitude of the spectra diminishes, although generally it is not scaled with the Fe content in the whole spectral range. It can be concluded
that the main contribution to the magneto-optical response comes from the intrinsic part of Fe sublayers, and iron silicides formed at Fe-Si interface contribute significantly to the spectra. To elucidate the magneto-optical nature of the interface, the first principles calculations are necessary. Such calculations are difficult to perform owing to the large Fe sublayer thickness.

In conclusion, the comparison of the measured and ab initio calculated optical conductivity spectra of the alloys shows that the alloys represent semiconducting \( \varepsilon \)-FeSi and \( \beta \)-FeSi\(_2\) phases rather than a metallic FeSi phase, which confirms the conclusions inferred from other methods. The measured magneto-optical response of the MLS studied comes mainly from the intrinsic part of Fe sublayers that mask the contribution of iron silicides formed at the Fe-Si interface. The detailed ab initio modeling of the magneto-optical response of complex multilayer structures is in progress.
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Magnetic phase diagram of the URh$_{1-x}$Ru$_x$Ge system
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Magnetic phase diagram of the URh$_{1-x}$Ru$_x$Ge solid solutions has been re-investigated by means of dc-magnetization, ac-susceptibility and electrical resistivity. We confirm ferromagnetic order only in alloys with $x \leq 0.2$. For a limited range of concentrations $x$ between 0.3 and 0.35, we found features characteristic of short-range magnetic interactions. For compositions close to $x = 0.4$, non-Fermi liquid signature is observed in the low temperature resistivity. Thus, we report on the evolution of non Fermi-liquid behaviour at a magnetic–nonmagnetic border, neighbouring with the region of the short-range interactions.
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1. Introduction

The uranium intermetallic ternaries UT(Si, Ge) with the orthorhombic TiNiSi-type structure form one of the largest isostructural series of the uranium compounds [1]. The physical properties of these intermetallics have been extensively investigated for more than twenty years [2]. It turns out that within this series of compounds, a variety of magnetic properties can be observed by changing T – 3d, 4d or 5d electron transition metals involved. It is widely accepted that the development of magnetic behaviour is intimately associated with the strength of the 5f-ligand hybridization. Bearing in mind this mechanism, one can understand, for instance, the nonmagnetic ground state in URuGe and magnetic order in URhGe ($T_C = 9.5$ K) [2]. Since Ru possesses the electron configuration of 4d$^7$5s$^1$ whereas the configuration in Rh is 4d$^8$5s$^1$, the increasing number of conduction electrons in the sequence URuGe–URhGe weakens the 5f–4d hybridization. In consequence, it gives rise to formation of U 5f magnetic moments in the latter compound. Recent study of solid solutions URh$_{1-x}$Ru$_x$Ge made
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by Sakarya et al. [3] indicated a significant role of the 5f–4d hybridization. Moreover, the authors have shown an interesting magnetic phase diagram. The substitution of Rh by Ru first increases the Curie temperature up to about 11 K at $x = 0.1$, but with more Ru substitution $T_C$ decreases and the ferromagnetic ordering disappears at $x \sim 0.38$. Because of possible experimental realization of a non-Fermi liquid ground state in a strongly correlated electron system at the magnetic-nonmagnetic border [4], we undertook to reinvestigate the magnetic phase diagram of URh$_{1-x}$Ru$_x$Ge [5]. We have carried out a detailed investigation of the low-temperature ac-magnetic susceptibility, dc-magnetization and electrical resistivity of samples between $0 \leq x \leq 1$. In this contribution, we present these new results, which partly confirm the reported diagram. One of the most remarkable findings to emerge from our study is that the non-Fermi liquid behaviour appears around the critical concentration $x_{cr} = 0.4$. We will also argue that the magnetic order vanishes actually near $x = 0.3$ and short-range correlations take place in alloys with $x$ between 0.3 and 0.35.

2. Experimental details

The alloys with nominal compositions of the URh$_{1-x}$Ru$_x$Ge system, namely with $x$ equal to 0, 0.1, 0.2, 0.3, 0.35, 0.375, 0.38, 0.4, 0.6, 1.0, were synthesized by arc melting in a Ti-gettered pure argon atmosphere. The samples were then wrapped in a Ta foil and annealed at 800 °C in evacuated silica tube for 60 h. The powder X-ray diffraction (DRON and STOE, CuK$_{\alpha}$ radiation) and EDAX microprobe analysis were used to examine the crystal structure, homogeneity and purity of the prepared materials. The Rietveld refinements were performed using the FULLPROF software. dc-Magnetization of powdered samples was measured using a Quantum Design SQUID magnetometer in the temperature range from 2 to 400 K and in magnetic fields up to 5.5 T. The measurements of ac susceptibility were performed using an Oxford Instrument susceptometer; ac field with the amplitude of 10 Oe and frequency 1 kHz were applied. Electrical resistivity measurements were performed on bar-shaped samples using the standard four-probe DC technique in the temperature range 2–290 K.

3. Results and analysis

3.1. Crystallographic data

The crystallographic data of URuGe and URhGe have been investigated by several groups [1]. These compounds were reported to crystallize in the orthorhombic TiNiSi-type structure and are characterized by the ratios $b/a = 0.651$ and $a/c = 0.885$, and 0.630 and 0.916, respectively. Based on the X-ray powder diffraction patterns, we conclude that all the investigated solid solutions of the URh$_{1-x}$Ru$_x$Ge system crystal-
lize in the same crystal structure as their parent compounds do. The respective lattice parameter ratios are presented in Fig. 1. An inspection of the lattice parameters reveals that the $a$ and $c$ parameters change systematically with the concentration, while the $b$ parameter remains almost constant. As a result, the unit cell volume seems to deviate from the linear behaviour at $x = 0.1$, though a linear dependence of the $b/a$ and $a/c$ ratios with increasing $x$ is found (see Fig. 1).

![Fig. 1. The ratio $a/c$, $b/a$ and unit cell volume of $URh_{1-x}Ru_xGe$ as a function of concentration $x$.](image)

### 3.2. DC magnetization and ac-magnetic susceptibility

Figure 2 shows the temperature dependence of the reciprocal magnetic susceptibility $\chi^{-1}(T)$ for selected $URh_{1-x}Ru_xGe$ samples. Owing to a curvature of the $\chi^{-1}(T)$ curves, an analysis of the data was done with the use of a modified Curie–Weiss law:

$$\chi(T) = \frac{C}{T - \theta_p} + \chi_0$$

where $C = \frac{N_A \mu_0^2 \mu_B^2}{3k_B}$ and $\theta_p$ is the paramagnetic Curie temperature, and $\chi_0$ is a constant term, associated certainly with the Pauli paramagnetic contribution.

![Fig. 2. Reciprocal susceptibility of selected $URh_{1-x}Ru_xGe$ solid solutions as a function of temperature. $\mu_0H = 0.5T$.](image)
The fitted parameters for the data in the temperature range 100–400 K are given in Table 1. One recognizes that the $\theta_p$ values are found to be negative for all $x$. This fact implies the existence of antiferromagnetic interactions in all the studied alloys. A small magnitude of the effective moments hints rather an itinerant electron magnetism of the system.

The dc magnetization of compositions with $x < 0.3$ exhibits an anomaly associated with magnetic order of the U magnetic moments at low temperatures (not shown here). A gradual loss of magnetic order due to Ru substitution is illustrated in Fig. 3, where magnetization collected at 2 K is plotted versus the magnetic field.

![Fig. 3. Magnetization as a function of applied field for selected URh$_{1-x}$Ru$_x$Ge alloys. $T = 2$ K](image)

Clearly, at 5.5 T the uranium magnetic moment steadily decreases with increasing concentration $x$. Further, for $x = 0$, 0.1 and 0.2 there is a spontaneous magnetization, that evidences the magnetic order in these alloys. On the other hand, the magnetization of alloys with $0.4 \geq x \geq 0.35$ resembles the behaviour of paramagnets. However, an attempt to fit these data to the expression

$$M = \chi_1 + \frac{\chi_3 H^3}{3!} + ...$$

up to the eleventh order failed (not shown here). Furthermore, the magnetic behaviour of $x = 0.3$ bears a resemblance to that of ferromagnets, however, as we show later, this composition does not show any long-range magnetic order at all.

An analysis of the Arrott plots may help us to determine correctly the values of the Curie temperature for $x = 0$, 0.1 and 0.2. As an illustration, we display such an analysis in Fig. 4a for $x = 0.1$. As can be seen in Fig. 4b, there is no spontaneous magnetization in the sample $x = 0.3$. Therefore, we have no support for a long-range magnetic order in this alloy.

Complementary information on the magnetism of the URh$_{1-x}$Ru$_x$Ge alloys is provided via the ac-susceptibility measurements (Fig. 4). The maximum at $T_{\text{max}}$ found in a real $\chi'(T)$ and imaginary parts $\chi''(T)$ of the ac-susceptibility of $x = 0$, 0.1 and 0.2 confirms the magnetic order in these alloys, but it not the case for $x = 0.3$. 


In particular, a slow decrease in the susceptibility (tail behaviour) in the sample of this composition for $T > T_{\text{max}}$ can evidence for some magnetic short-range interactions.

### 3.3. Electrical resistivity

The temperature dependences of the electrical resistivity of several URh$_{1-x}$Ru$_x$Ge compositions are depicted in Fig. 5. A characteristic feature of the $\rho(T)$ curves is the appearance of a broad maximum around 130 K. Further investigations are needed to clarify the nature of the observed phenomenon. At present, we tentatively attribute it to a Kondo-like effect. The magnetic order in compositions with $x \leq 0.2$ is supported by a drop in the resistivity at their $T_C$. No anomaly at low temperatures is visible in compositions with $x = 0.3, 0.35, 0.38, 0.4$, corroborating their nonmagnetic ground state.

The resistivity data in the low temperature range, shown in Fig. 6, can be fitted well to a power law:

$$\rho(T) = \rho_0 + AT^n$$
The change in the coefficient $A$ and exponent $n$ with $x$ (Table 1) reflects changes in the magnetic properties of the alloys. For ferromagnetic alloys, the exponent $n$ attains the value close to 2, characteristic of an electron–electron scattering. On the other hand, for nonmagnetic alloys $x = 0.35–0.38$, we found $n$ close to 1. Such a value of the exponent implies a breakdown of the Fermi liquid behaviour [4]. The composition $x = 0.3$ is characterized by $n = 1.32$, very close to that of spin glasses ($n = 1.5$) [6].

Table 1. Physical properties of selected URh$_{1-x}$Ru$_x$Ge solid solutions

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\mu_{\text{eff}}$ ($\mu_0$/U)</th>
<th>$\theta$ (K)</th>
<th>$T_c$ (K)</th>
<th>$A$ (m$\Omega$·cm·K$^{-n}$)</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.84</td>
<td>-3</td>
<td>9</td>
<td>9</td>
<td>0.011</td>
</tr>
<tr>
<td>0.10</td>
<td>1.51</td>
<td>-10</td>
<td>11–12</td>
<td>10.2</td>
<td>10.7</td>
</tr>
<tr>
<td>0.20</td>
<td>1.47</td>
<td>-6</td>
<td>7–8</td>
<td>7.5</td>
<td>8</td>
</tr>
<tr>
<td>0.30</td>
<td>1.60</td>
<td>-31</td>
<td>$T_{\text{max}}$ =3</td>
<td>-</td>
<td>0.002</td>
</tr>
<tr>
<td>0.35</td>
<td>1.64</td>
<td>-55</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.38</td>
<td>1.59</td>
<td>-55</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.40</td>
<td>1.54</td>
<td>-59</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1.00</td>
<td>1.27</td>
<td>-190</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*The values of $T_c$ were determined with various measurement techniques, such as the analysis of the Arrott plots, as well as the ac-susceptibility and electrical resistivity measurements.

4. Concluding remarks

Several samples of the pseudoternary URh$_{1-x}$Ru$_x$Ge system were synthesized and characterized by X-ray diffraction and EDX analysis. The crystallographic data indicate that the system adopts an orthorhombic TiNiSi-type structure. The lattice parameters seem to deviate from a simple Vegard law around $x = 0.1$. We found that the substitution of Rh by Ru causes vanishing of ferromagnetic order at $x = 0.25$ where the system undergoes a crossover onto a nonmagnetic ground state with short-range...
magnetic interactions (\(x\) between 0.3 and 0.35). The latter feature differs from that reported by Sakarya et al. [3], who claimed magnetic order even up to \(x = 0.325\) (see Fig. 7). As the main result of our study, we found the characteristic features of the non-Fermi liquid state. In summary, we propose a magnetic phase diagram of the URh\(_{1-x}\)Ru\(_x\)Ge system (Fig. 7).

Fig. 7. Tentative magnetic phase diagram of the URh\(_{1-x}\)Ru\(_x\)Ge system. Three different magnetic ground states are shown: FM – ferromagnetic, SRMO – short range magnetic order, and NFL non-Fermi liquid ground state.
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Magnetic properties of cementite (Fe₃C) nanoparticle agglomerates in a carbon matrix
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Magnetic properties of two FeC samples with different amounts of carbon have been studied. In both cases, the amount of carbon was well above the mass sufficient to transform nanocrystalline iron into iron carbide (cementite). Through the dc magnetic and transmission electron microscopy (TEM) measurements it was shown that cementite nanoparticles formed agglomerates; the size distribution of these nanoparticles was very wide, and superparamagnetic-like behaviour was not observed even at room temperature.

Key words: superparamagnetism; coercivity; iron carbide; Stoner–Wohlfarth model

1. Introduction

First theoretical considerations and calculations of the critical size of magnetic particle (typically few nanometers), that is the size below which the most energetically favourable magnetic state is a single domain state, were carried out by Charles Kittel in 1946 [1]. Superparamagnetism is the phenomenon by which the system containing single domain magnetic nanoparticles, dispersed in a nonmagnetic matrix, may exhibit at temperatures above the so-called blocking temperature $T_b$, a behaviour similar to that of a paramagnetic material. At a temperature higher than the blocking temperature, a stable bulk magnetization cannot be established because of thermal fluctuations acting on each particle in a system, and so the bulk material exhibits superparamagnetism (SPM). At temperatures below $T_b$, thermal fluctuations cannot overcome the energy barrier connected with the magneto-crystalline anisotropy en-

*Corresponding author, e-mail: lipert@ifpan.edu.pl
ergy, and then magnetic moments of particles are confined in random directions, lying along easy axis of magnetization and cannot change their directions spontaneously from one easy direction to the other. The first model of monodispersed, non-interacting, single domain magnetic particles with uniaxial anisotropy, embedded in a nonmagnetic matrix was proposed by Stoner and Wolhfarth [2].

The thermal relaxation of magnetic nanoparticles is excellently described by the Arrhenius–Néel formula [3]:

\[
t_{\text{rel}} = t_0 \exp \left( \frac{E_A}{k_B T} \right)
\]

where \( t_{\text{rel}} \) is the relaxation time of the particle magnetic moment, \( E_A \) is the anisotropy energy barrier, \( t_0 \) is the characteristic relaxation time, ranging typically from \( 10^{-11} \) to \( 10^{-9} \) s. In the absence of external magnetic field, the anisotropy barrier \( E_A \) is proportional to the particle volume, \( V \), and can be expressed as \( E_A = KV \sin^2 \alpha \), where \( K \) is the effective magnetic anisotropy constant and \( \alpha \) is the angle between magnetic moment of the particle and its easy magnetization direction.

In the recent decade, great attention has been focused on magnetic nanoparticles [4, 5] because of their unique physical properties and also because of the possibility of their practical application in medicine and biotechnology (e.g., hyperthermia [6], targeted drug delivery [7], contrast agents in MRI [8]) as well as in catalysis, magnetic separation, gas sensors and many others. The aim of the present work was to investigate structural characteristics and magnetic properties of nanoparticle aggregates of iron carbide (Fe\(_3\)C) embedded in a carbon matrix.

## 2. Preparation of samples and shape characterization

Samples were prepared in the process of carburisation of nanocrystalline iron with ethylene [9]. The nanocrystalline iron was doped with a small amount of two promoter oxides (Al\(_2\)O\(_3\) and CaO). The samples were obtained by the fusion of magnetite with the promoter oxides. The alloy obtained was crushed after cooling and then sieved to separate the fraction of 1.2–1.5 mm. To obtain metallic iron, polythermal reduction with hydrogen was used. The pyrophoric specimens obtained after reduction were passivated using nitrogen with a 0.5% addition of oxygen. The chemical composition after passivation was determined using inductively coupled plasma atomic emission spectroscopy (AES-ICP). Besides iron, the samples contained 2.9 wt. % of Al\(_2\)O\(_3\), 3.0 wt. % of CaO, 0.3 wt. % of SiO\(_2\), and 1 wt. % of other metal oxides (Mg, Ni, Cr, Ti, V).

The carburisation process was carried out in a spring thermobalance. A single layer of grains of the sample was placed in a platinum basket and hung in the thermobalance. Changes in the mass of samples were recorded with a cathetometer. Before carburisation, the samples were reduced under hydrogen at a temperature rising from
Magnetic properties of Fe₃C nanoparticle agglomerates in a carbon matrix

293 to 773 K. After reduction (when a constant mass of the sample was reached), the carburisation process was started using ethylene (40 dm³/h). The carburisation was carried out isothermally, at the temperature of 773 K. The products of the carburisation of nanocrystalline iron with ethylene are iron carbide and carbon deposits. Iron carbide is formed only as cementite, which crystallizes in an orthorhombic structure. Its particles form relatively large agglomerates (see Fig. 1, left). Individual particles are also large (right). Such a shape of nanoparticles has large impact on magnetic properties of the samples, as will be shown in Sec. 3.

3. Measurements of magnetic parameters

Magnetic parameters were measured using vibrating sample magnetometer VSM. Thermo-remanence magnetization (not shown here), hysteresis loops, zero field- and field-cooled measurements (\(M_{ZFC}\) and \(M_{FC}\)) were carried out in the temperature range from 5 to 300 K. Figure 2 shows the hysteresis loops for both samples at 5 K and 300 K. It is clear that both samples did not exhibit superparamagnetic-like behaviour.
within this temperature range, since even at room temperature their coercivity is far from zero.

Figure 3 shows the so called zero field- (ZFC) and field-cooled (FC) magnetization curves recorded in the presence of external magnetic field of 100 Gs. Using the dependences presented in Fig. 3, one can find the distribution of the blocking temperature in the studied system. As shown in [10], the derivative of the difference of these two magnetizations by temperature \( d(M_{ZFC} - M_{FC})/dT \), represents the number of particles whose blocking temperature falls into the range of a given temperature. The calculated temperature dependence of the described relationship is shown in Fig. 3 for sample 1. As can be seen, the distribution of the blocking temperatures is very wide, showing, similarly as the hysteresis loops, that even at room temperature not all particles are superparamagnetic.

At low temperature, where all the magnetic moments of a system of randomly oriented and non-interacting particles are blocked, the coercivity is equal to the value for monodomains, \( H_{C0} \). At a sufficiently high temperature, when all moments fluctuate with
the relaxation time shorter than the measuring time, coercivity equals zero. For intermediate temperatures, the coercivity $H_C$ can be evaluated from the formula [11]:

$$H_C(T) = H_{C0} \left(1 - \left(\frac{T}{T_B}\right)^{1/2}\right)$$

where $H_{C0}$ is the coercivity at $T = 0$ K and $T_B$ is the blocking temperature of the largest particle in the system.

Figure 4 shows the coercivity derived from the hysteresis loops measured for both samples, plotted as a function of the square root of temperature. As can be seen, both dependences are linear in the range of higher temperatures. The extrapolated values of the maximum blocking temperature $T_B$ (i.e., blocking temperature of the largest particles) calculated according to the above equation are equal to 348 K and 710 K for the samples S1 and S2, respectively. It is worth to note, that the value of the remanence magnetization at low temperatures is very close to half of the value of saturation magnetization, being equal to 0.46 and 0.41 for the S1 and S2 sample, respectively. This seems to be in a good agreement with the Stoner–Wohlfarth model.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Carbon mass increase $m_{c}/m_{xe}$</th>
<th>Mass ratio $m_{1-c}/m_{c}$</th>
<th>Coercive force [$kOe$]</th>
<th>$M_{REM}/M_{SAT}$</th>
<th>$T_B$ [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>1.687</td>
<td>0.662</td>
<td>0.365</td>
<td>0.46</td>
<td>348</td>
</tr>
<tr>
<td>S2</td>
<td>0.715</td>
<td>1.659</td>
<td>0.504</td>
<td>0.41</td>
<td>710</td>
</tr>
</tbody>
</table>

*At room temperature.
4. Conclusions

As can be seen in the TEM pictures, the particles form agglomerates which can behave like a large single particle because of the exchange interactions acting between particles forming individual agglomerates. The investigated particles display relatively wide distribution of their sizes resulting, in accordance with Eq. (1), in a wide distribution of the blocking temperatures. Since size of the particles is relatively large, larger than the critical size, they may exhibit a multi-domain magnetic structures. Both the studied samples do not display superparamagnetic like behaviour even at room temperature. Similarly, their blocking temperatures are well above the room temperature.
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Image processing study of ultrathin cobalt domain structure evolution induced by overlayer structure
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Evolution of the domain structure (DS) in ultrathin cobalt films, deposited on sapphire substrate with the following structure: X\Au\Co(dCo nm thick layer or wedge)\X (dX nm thick layer or wedge perpendicular to Co wedge axis)\Au (where X is V or Mo) with perpendicular magnetization was investigated as a function of thickness dX. The study was performed using an optical polarizing microscope with CCD camera. Images of DS were recorded during various stages of magnetization reversal. A special software based on LabView® was employed for acquisition and processing of domain images. To analyze the observed domain structures, topology properties of magnetic images were determined. Preferential orientation of domain walls was found in ultrathin Co covered by Mo but not by V.
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1. Introduction

Magnetic ordering of ultrathin films is one of the intensively studied phenomena. Magnetic reorientation phase transition (RPT) in sandwich structures containing ultrathin Co films between vertical and in-plane magnetization states attracts particular attention of scientists all over the world. RPT can be induced by changing: (i) thickness d of the magnetic layer or (ii) overlayer and/or underlayer structures [1, 2]. Changes of magnetic domain structure (DS) in ultrathin Co, approaching RPT have been studied in-situ by the SEMPA technique [3] which showed a decrease of DS size, and ex-situ by magnetooptical microscopy [4, 5] during which an increase of the density of magnetization reversal nucleation centres and an appearance of dendrite

*Corresponding author e-mail: vstef@uwb.edu.pl
type DSs were observed. In the present work, the influence of V and Mo overlayers on DS geometry near RPT is investigated in detail. An image processing technique was developed for this purpose.

The results were obtained on two selected MBE-grown epitaxial samples, deposited on monocrystalline (11–20) Al₂O₃ substrate, with the following structures: (i) V (20 nm)/Au(111) (20 nm)/Co (6 mm long wedge; 1 nm < d < 1.5 nm)/V(6 mm long wedge; 0 < d_V < 0.3 nm perpendicular to the Co one)/Au (8 nm) and (ii) Mo(110) (20 nm)/Au(111) (20 nm)/Co (d = 1.2 nm)/Mo (d_Mo = 0.15 nm)/Au(8 nm).

All measurements, based on the polar Kerr effect, were performed at room temperature using a classical optical polarizing microscope with a CCD camera. Perpendicular to the sample plane, magnetic field pulses or alternating field $H_{AC}$ with decreasing amplitude was applied after saturation to induce the domain structure. A DS image was recorded after different magnetic histories (Fig. 1). To improve the image contrast, the following normalization numerical procedure was used:

$$P(i,j) = \frac{I_+ (i,j) - I_- (i,j))}{I_+ (i,j) + I_- (i,j)}$$ (1)

where $I_- $ denotes the level in the grey scale of an individual image pixel positioned at $(i,j)$ of the reference image recorded in remnant state after sample saturation at $H_S < 0$ and $I_+$ describes the pixel value after application of the pulse of magnetic static field with the amplitude $H_+$ or $H_{DS}$ in the opposite direction ($I_- $ or $I_D$) or AC field with decreasing amplitude. The gray level of the pixels is proportional to the local values of both the normalized remnant magnetization $m_R$ and maximal Kerr rotation $\phi_{max}$.

![Fig. 1. Various procedures of domain structure imaging](image)

We assume that each image sample element $P(i, j)$ consists of two components: a constant nonmagnetic component presented in all images and a magnetooptical component detected in images with multidomain structure. Considering a constant component as a background of the image, the standard operation of background correction of image improvement [6, 7] is applied:

$$C_{i,j} = \frac{P_{i,j} - B_{i,j}}{W_{max} - B_{i,j}}$$ (2)

where $P_{i,j}$ is the value of the pixel brightness in the image with magnetooptical component, $B_{i,j}$ – the value of the pixel in an image without a magnetooptical component,
$W_{i,j}$ – the value of the pixel of the image at full CCD saturation of the chamber (light overflow), $W_{\text{max}}$ is the maximum value of brightness of the image at saturation of chamber and $C_{i,j}$ is a new value of the pixel brightness in the corrected image.

We reduced shot noise by applying the median filter. The median filter is a nonlinear lowpass filter which replaces the gray scale value of each pixel by the median grayscale value of the pixel and of its 24 neighbours. This procedure effectively removes shot noise but leaves dendrites, which typically have an effective width covering many pixels.

Let us first describe properties of a double wedge sample with vanadium coverage. Figure 2 illustrates the remnant magnetic state of the sample. Domain structure images recorded in A and B regions marked in Fig. 2, are shown in the first and second row in Fig. 3, respectively. Domain structures were obtained using two following procedures: (i) ac demagnetization (see the scheme in Fig. 1c) after applying alternating field with decreasing amplitude; exemplary images are shown in the first column in Fig. 3; (ii) direct magnetization reversal process [8] (scheme of the procedure in Fig. 1b); images are shown in the second column in Fig. 3. For detection of geometrical characteristics it is necessary to take a binary image. Image binarisation is executed by thresholding using Otsu method [9].

Next we measure such parameters of the domain structure as the area, perimeter, the linear sizes, and shape factor. Because of the digital character of the image there are two ways of calculation of geometrical characteristics: traditional and planimetric. In both of these methods every pixel has a linear size, and calculation of geometrical characteristics is carried out on a selected point. In the traditional method, this point is in the centre of the pixel and the size is equal to the area of pixel. The planimetric calculations operate with the linear distances between points placed in the corners of the pixel. Thus, in planimetric calculations the vertical and horizontal distances between points are equal to the linear sizes of a pixel, but diagonal distances are defined by Pythagorean theorem. The perimeter is calculated in similar terms as a contour of object.

For determination of topological parameters of the image, the binarisation of images was done as in the previous case. Topological characteristics are allocated by means of the Boolean logic operations for images and mathematical morphology smoothing. We defined three topological regions in dendrite images: body of dendrites, fiords and holes (Fig. 3 AIII, BIII). Fiords and holes are the regions between dendrites. Fiords are connected with free space. Holes are enclosed only by white body of dendrites. For the description of these topology features, we propose the following characteristics: total area, fiord ratio, hole ratio, dendrite ratio. The total area is defined as a sum of all topological region areas. Other characteristics corresponding to space filling are defined by relations between areas of particular regions and total area. For description of other topological properties of dendrites, it is necessary to extract the dendrite skeleton from a binary image. This operation is realized by the binary thinning operation (Zang–Suen algorithm [10]). The basic objects used for the calculations are body, skeleton, nodes and tails (Fig. 4), where body corresponds to
the region of white domain; skeleton is the mean line of dendrites; nodes are the points of dendrite branching, segments are the branches between two nodes and tails are the “last branches” of dendrites. To describe the topology features of a dendrite, we define the following characteristics: dendrite length, mean dendrite width, tailness, tail curliness, tails ratio. The dendrite length corresponds to the length of the skeleton. The tailness and tails curliness are defined as count of tails per skeleton length unit and the ratio between the count of tails and the count of segments and the last parameter – tails ratio is the ratio between length of tails and length of skeleton.

Fig. 2. Remnant magnetization state of the sample with vanadium overlayer

Fig. 3. Domain structures in V-covered sample. The images from the first and the second row were recorded in the A and B areas marked with squares in Fig. 2. Images in the columns were obtained by: (i) ac procedure after applying alternating field (first column); (ii) direct magnetization reversal process (see Fig. 1b) applying DC field pulse to initially saturated sample (second column); (iii) processing of images from the second column (third column). Images size is 100×100 μm²
Dendrite width is a more complicated characteristic because it changes from point to point. Moreover, it is impossible to define skeleton width in points corresponding to the nodes and dendrite crossings. Points of skeleton ends distinguish from noise points in a very complex way. To solve these problems, we approximate the mean dendrite width by a relation between the area of dendrites and the length of a skeleton.

The last characteristic of the domain structure that is necessary to introduce is the dendrite orientation. The orientation diagram (see insets in Fig. 5) illustrates the dependence of segment length on direction (the angle between line containing segment and horizontal line in the image). The preference of DS direction may be connected with in-plane anisotropy introduced by the molybdenum overlayer.

<table>
<thead>
<tr>
<th>Image</th>
<th>Total area [μm²]</th>
<th>Fiord ratio</th>
<th>Hole ratio</th>
<th>Dendrite ratio</th>
<th>Dendrite length [μm]</th>
<th>Mean dendrite width [μm]</th>
<th>Tailness [μm⁻¹]</th>
<th>Tail curliness</th>
<th>Tail ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>6970</td>
<td>0.16</td>
<td>0.09</td>
<td>0.75</td>
<td>1405</td>
<td>4.96</td>
<td>0.11</td>
<td>0.37</td>
<td>0.33</td>
</tr>
<tr>
<td>B</td>
<td>5970</td>
<td>0.18</td>
<td>0.12</td>
<td>0.70</td>
<td>1484</td>
<td>4.02</td>
<td>0.15</td>
<td>0.50</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Fig. 4. Topological parameters of dendrites: a) gray – dendrite body, light gray – skeleton, black – nodes; b) black – dendrite body, gray – tails

Table 1. Topological parameters of DS images

Fig. 5. Domain structure images of sample with: a) vanadium (effective \(d_v = 0.03\) nm), b) molybdenum overlayer. Insets illustrate orientation of dendrites

The values of the parameters described above are given in Table 1. Comparing images in Fig. 3 one can mention that the size of domains decreases with approaching RPT, the mean width of dendrites also decreases, and such parameters as tailness, tail
curliness etc. also change. Mo induced domain orientation is shown in Fig. 5. The observed preference of DS in Fig. 5 could be related to in-plane magnetic anisotropy which is connected with pseudomorphic growth of Mo overlayer.
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Electronic structure and electric properties of Gd(In$_{1-x}$Sn$_x$)$_3$ compounds

M. Kwieciń, G. Chełkowska*, A. Betlińska
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Results of measurements of the electrical resistivity, crystal and electronic structure of Gd(In$_{1-x}$Sn$_x$)$_3$ compounds are reported. All these compounds crystallize in the cubic AuCu$_3$ type structure. The effect of partial substitution of In by Sn atoms is reflected in a linear increase of the unit cell volume. The temperature dependence of the electrical resistivity $\rho$ strongly depends on the composition. For compounds with $x \geq 0.1$, the $\rho(T)$ behavior, observed at low temperatures, is atypical of metals. The electronic structure of all systems was studied by using X-ray photoelectron spectroscopy. The chemical shift of the 4f Gd peak to higher binding energy with the increase of Sn concentration was detected. The valence band near the Fermi level is dominated by hybridized 5d Gd and 5p In/Sn states.
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1. Introduction

Intermetallic compounds RSn$_3$ and RIn$_3$ and their pseudobinary alloys show many interesting properties such as the presence of various magnetic structures, valence fluctuations and magnetic moment formation. Some of these features are not fully understood, hence the study of a system with $R = Gd$, which has a half-filled shell, seems to be well-founded. Both GdIn$_3$ and GdSn$_3$ are antiferromagnets with the transition temperatures ($T_N$) of 45 K and 31 K, respectively, and crystallize in the cubic AuCu$_3$-type of structure (space group $Pmcm$) [1, 2]. The measurements of the magnetic susceptibility for the Gd(Sn$_{1-x}$In$_x$)$_3$ performed by Lin, Yuen et al. [3] exhibited an oscillatory variation of the antiferromagnetic transition temperature $T_{N1}$ across the whole series, as well the appearance of the second magnetic transition $T_{N2}$ at lower temperatures for some In-doped samples. The Mössbauer results [4] have shown that magnetic structure of the system changes from type I antiferromagnetic ordering on the Sn-rich side to type II antiferromagnetic ordering on the very rich In side. For the
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range of intermediate In concentrations, the type I antiferromagnetic or the canted antiferromagnetic ordering state was proposed. The oscillatory behaviour in $T_{N1}$ has been attributed to a band-structure effect arising from the mixing of 5d electrons from the rare-earth ions and the s and p bands of Sn and In.

The aim of this work was to investigate the effect of a partial substitution of In by Sn atoms on the electronic structure, examined with the use of X-ray photoelectron spectroscopy (XPS), as well as the electrical resistivity of the Gd(In$_{1-x}$Sn$_x$)$_3$ system.

2. Experimental

Polycrystalline samples of the Gd(In$_{1-x}$Sn$_x$)$_3$ system with $x = 0.0, 0.05, 0.10, 0.20, 0.50, 0.80$ and $1.00$ were prepared from stoichiometric amounts of the constituent metals by arc melting under argon atmosphere. After melting, the samples were annealed in quartz tubes at 650 °C for 5 days. Phase identification of the alloys was performed by powder X-ray diffraction technique using Siemens D5000 diffractometer at room temperature. All samples had a cubic AuCu$_3$ type of structure. The temperature dependence of the electrical resistivity $\rho(T)$ was measured by means of the standard four-probe technique in the temperature range from 4.2 K to 300 K. The samples were cut with a wire saw to a size of $1 \times 1 \times 5$ mm$^3$.

The electronic structure was studied by means of X-ray photoelectron spectroscopy. The XPS spectra were obtained with monochromatized AlK$_\alpha$ radiation ($h\nu = 1486.6$ eV) at room temperature using a PHI 700/660 Physical Electronics Spectrometer. The spectra were measured immediately after scraping the surface with diamond file in vacuum of $10^{-10}$ Torr. The scraping in high vacuum produced clean surfaces, free of oxygen and carbon contamination.

3. Results and discussion

The substitution of In by Sn in the Gd(In$_{1-x}$Sn$_x$)$_3$ system caused a linear increase of the lattice parameter $a$ with concentration $x$ in agreement with Vegard’s law (Fig. 1). The character of the temperature variation of the electrical resistivity $\rho(T)$ below the Néel temperature ($T_N$) indicated a strong dependence on $x$ (Fig. 2). For indium rich compounds (with $x = 0.0$ and $0.05$), pronounced changes in the slope of the $\rho(T)$ curves at $T_N = 45$ K and 44 K (respectively) were observed, which is typical of metallic systems. The substitution of 10% In by Sn atoms in the system caused essential change in the character of $\rho(T)$ in the low temperature range. For this compound, the $\rho(T)$ curve shows two minima, at 43 K and 13 K. A non-typical dependence of $\rho(T)$, reflected in an increase of the resistivity with decreasing temperature below $T_N$ was observed for the sample with $x = 0.2$. For higher concentrations of Sn, these minima were very weakly visible. According to the Matthiesen rule, the thermal dependence of electrical resistivity is given by the equation:
\[ \rho(T) = \rho_0 + \rho_{\text{ph}}(T) + \rho_{\text{mag}}(T) \]

where the first term represents a residual resistivity, the second the phonon contribution and the third one the spin-disorder contribution which is caused by the scattering of the conduction electrons on 4f moments.

**Fig. 1.** Lattice parameter \( a \) versus concentration \( x \) for the Gd(In\(_{1-x}\)Sn\(_x\))\(_3\) system

**Fig. 2.** Temperature dependence of the electrical resistivity of Gd(In\(_{1-x}\)Sn\(_x\))\(_3\) compounds
In the investigated Gd(In$_{1-x}$Sn$_x$)$_3$ system, the residual resistivity $\rho_0$ increases with $x$, reaches a maximum around $x = 0.5$ and decreases for Sn-rich compounds (Fig. 3). Such a behaviour of $\rho_0(x)$ can be related to some crystal disorder in the In/Sn sublattice upon the substitution, nevertheless this disorder cannot be the only reason for the non-typical dependence of $\rho(T)$ at low temperatures. The increase of $\rho(T)$ observed
below $T_N$ must be connected with some additional mechanism which increases the scattering of conduction electrons. We attribute this anomaly to the complex magnetic structure of these compounds reported in [3, 4].

![Graph](image)

Fig. 5. The XPS spectrum of Gd(In$_{1-x}$Sn$_x$)$_3$ compounds near the Fermi level

### Table 1. Binding energy of 4f Gd and 4d Gd of the Gd(In$_{1-x}$Sn$_x$)$_3$ system

<table>
<thead>
<tr>
<th>Compound</th>
<th>The position of 4f Gd [eV]</th>
<th>The position of 4d Gd [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GdIn$_3$</td>
<td>8.5</td>
<td>140.6</td>
</tr>
<tr>
<td>Gd(In$<em>{0.9}$Sn$</em>{0.1}$)$_3$</td>
<td>8.6</td>
<td>140.7</td>
</tr>
<tr>
<td>Gd(In$<em>{0.8}$Sn$</em>{0.2}$)$_3$</td>
<td>8.7</td>
<td>140.8</td>
</tr>
<tr>
<td>Gd(In$<em>{0.5}$Sn$</em>{0.5}$)$_3$</td>
<td>8.8</td>
<td>141.0</td>
</tr>
<tr>
<td>Gd(In$<em>{0.2}$Sn$</em>{0.8}$)$_3$</td>
<td>9.0</td>
<td>141.1</td>
</tr>
</tbody>
</table>

* For 4d Gd, the first line of the multiplet was taken into account.

The XPS spectra in the valence band region for Gd(In$_{1-x}$Sn$_x$)$_3$ ($x = 0.0, 0.05, 0.1, 0.2, 0.5$ and $0.8$) are presented in Figs. 4 and 5. All spectra are normalized to the maximum intensity of the 4f Gd peak. The spectrum for pure Gd is added for comparison. In all compounds, the position of 4f Gd photoemission peak is shifted to higher binding energy in relation to that in the metallic Gd. The value of the shift for GdIn$_3$ is about 0.4 eV and is in agreement with the result obtained by Szade et al. [5]. Upon replacing In by Sn atoms, an additional shift of 4f Gd peak is observed. Similar changes in the energy positions were found for 4d Gd levels (not presented here). For analyzing the shift of the 4d Gd level, the first line of the multiplet was taken into account. The values of binding energies of 4f Gd and 4d Gd peaks in all investigated
compounds are collected in Table 1. The observed shifts are probably caused by the increase of the environmental potential, resulting from charge transfer from Gd to neighbouring atoms. Gadolinium has lower electronegativity than In and Sn and has a tendency to transfer electrons to other metal sites. The region of binding energy close to the Fermi level $E_F$ (Fig. 5) is characterized by a contribution coming from the 5d Gd, 5p In and 5p Sn states. The observed change in the photoemission intensity, as well as a change of the shape of peaks near $E_F$ with increasing Sn concentration, are caused by the hybridization effect in this energy range, which seems to be consistent with earlier investigations.
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The influence of an ultrathin cobalt layer at permalloy/gold interfaces in Au/Ni\textsubscript{80}Fe\textsubscript{20}/Au sandwiches and spin-valve (Ni\textsubscript{80}Fe\textsubscript{20}/Au/Co/Au)\textsubscript{N} multilayers on their magnetic and magnetotransport properties is investigated. We show that an effective magnetic anisotropy of Co/Ni\textsubscript{80}Fe\textsubscript{20}/Co hybrid structures sandwiched between Au layers can be easily varied by the thickness adjustment of Co and Ni\textsubscript{80}Fe\textsubscript{20} layers. We also show that changes of the anisotropy are mainly determined by the Co layer deposited on Au. On the other hand, the influence of Co layer deposited on Ni\textsubscript{80}Fe\textsubscript{20} is relatively small. The use of hybrid layers in the spin valve MLs with alternating easy plane and perpendicular anisotropy in consecutive ferromagnetic layers leads to significant changes of their magnetoresistance effect.

1. Introduction

Magnetic thin film layered structures with new magnetic properties are potentially applicable in spintronic devices. This paper presents a study of the magnetic properties of Co/Ni\textsubscript{80}Fe\textsubscript{20}/Co trilayers sandwiched between gold layers. The main goal was to develop hybrid layers in which the effective anisotropy field $H_K^{\text{eff}}$ (the saturation field for the perpendicular configuration) can be varied over a wide range. This can be realized in systems with strong perpendicular surface anisotropy such as Au/Co/Au \cite{1, 2}. In the Au/Co/Au system, $H_K^{\text{eff}}$ monotonically increases with increasing Co thickness for $t_{\text{Co}} > t_{\text{crit}}$ ($t_{\text{crit}}$ – critical cobalt thickness corresponding to the spin reorientation transition transition) due to the competition between the shape and surface anisotropy.

*Corresponding author: stfeliks@ifmpan.poznan.pl
It is to be expected that replacing a single Co layer in the Au/Co/Au system with Co/Ni$_{80}$Fe$_{20}$/Co trilayer could significantly influence $H_{K}^{\text{eff}}$. The Co thickness range corresponding to the creation of continuous Co layer in which the surface anisotropy contribution increases gradually, seems to be especially interesting.

The giant magnetoresistance effect and magnetization reversal in spin valve (SV) type ($F_{\parallel}/S/F_{\perp}S$)$_{N}$ ($F_{\parallel} \text{, } F_{\perp}$ – ferromagnetic layers with in-plane and out-of-plane anisotropy, respectively, $S$ – spacer, $N$ – repetition number) multilayers with the [Au/Ni$_{80}$Fe$_{20}$/Au/Co$_{x}$/Au] structure where permalloy layer was replaced with the Co/Ni$_{80}$Fe$_{20}$/Co trilayer was discussed in detail in our previous paper [3]. The paper presented correlations between resistance and magnetization dependences and explained how to determine $H_{K}^{\text{eff}}$ of Co/Ni$_{80}$Fe$_{20}$/Co layer ($F_{\parallel}$). We explained there how the changes of the $H_{K}^{\text{eff}}$ of $F_{\parallel}$ layer influence effects associated with the presence of a domain structure.

The present paper describes supplementary investigations of structures with different $F_{\parallel}$. The main purpose was to determine the differences between $H_{K}^{\text{eff}}(t_{\text{Co}})$ dependences of the structures having a Co layer at both interfaces (Co/Ni$_{80}$Fe$_{20}$/Co) or at only one interface (Co/Ni$_{80}$Fe$_{20}$ or Ni$_{80}$Fe$_{20}$/Co). It should be noted that investigated bi- and trilayers, because of their total thickness much lower than the domain wall thickness, can be treated as magnetically homogeneous [4], i.e. with magnetization vector constant along the normal to the film surface.

2. Experimental

The multilayers were prepared by magnetron sputtering. Preparation details are given in the previous paper [5]. The value of $H_{K}^{\text{eff}}$ as a function of thickness of Ni$_{80}$Fe$_{20}$ and Co layers was determined from $M(H)$ dependences measured using magneto-optical Kerr effect in polar configuration (MOKE, 1mm spot size). MOKE measurements were performed on the sandwich structure: substrate/buffer/Co-wedge/Ni$_{80}$Fe$_{20}$-steps/Co-wedge/Au. Si(100) substrate (15×20 mm$^{2}$ in size) was covered with a buffer (Ni$_{80}$Fe$_{20}$-2nm/Au-3 nm)$_{10}$ multilayer. The multilayered buffer ensured the topmost Au layer with large crystal grain size (20 nm lateral dimensions determined by STM) and (111) texture. The Co thickness in the wedges was varied from 0 to 1 nm and the thickness gradient was parallel to the long edge of the sample. The permalloy layer was introduced in a form of three steps (5 mm wide, running perpendicularly to the Co wedge gradient) with thickness $t_{\text{NiFe}} = 0, 0.25, 0.5$ nm. Three series of the SV structures were also deposited. In SV samples with the ($F_{\parallel}/S/F_{\perp}/S$)$_{N}$ structure, 2.2 nm thick Au spacer ensured a negligibly weak interaction between $F_{\parallel}$ and $F_{\perp}$ [5]. 0.8 nm thick Co layer was used as $F_{\perp}$, later denoted as Co$_{x}$ (for $0.3 \leq t_{\text{Co}} \leq 1.2$ nm perpendicular anisotropy is observed in this type of multilayers). The ferromagnetic $F_{\parallel}$ layers with in-plane anisotropy were prepared as tri- or bilayers: Co/Ni$_{80}$Fe$_{20}$/Co (series (SV-a)), Co/Ni$_{80}$Fe$_{20}$ (series (SV-b)) and Ni$_{80}$Fe$_{20}$/Co (series...
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The total thickness of the F$_{||}$ layers was kept constant at 3.2 nm and $t_{Co}$ thickness was varied. The $t_{Co}$ values were 0, 0.2, 0.4, 0.6 for all series and additionally $t_{Co} = 1.6$ nm for series (SV-a) (in this case F$_{||}$ was a single 3.2 nm thick Co layer). $H_{K}^{eff}$ value of SV multilayers with a number of repetitions $N = 10$ was determined from hysteresis loops ($M(H)$ dependences) measured with a vibrating sample magnetometer (VSM) and from magnetoresistance measurements ($R(H)$ dependences). All measurements were carried out at room temperature with magnetic field perpendicular to the sample surface.

3. Results and discussion

Figure 1a shows a typical $M(H)$ dependence measured using MOKE for sandwich samples. Its shape indicates clearly that it is a superposition of two hysteresis loops. One loop comes from the reversal of Ni$_{80}$Fe$_{20}$ (buffer) layer which saturates at about 0.6 T. This corresponds to the shape anisotropy of that layer ($4\pi M_{s}^{NiFe}$). The other one originates from the reversal of the investigated (Co/NiFe/Co) trilayer, with much smaller $H_{K}^{eff}$ value. The contribution from the trilayer is clearly visible due to a significant difference between effective anisotropy field of the buffer and the trilayer, and a weak coupling between the two across the Au spacer [5]. It allowed us to determine $H_{K}^{eff}$ of Co/Ni$_{80}$Fe$_{20}$/Co trilayer and Co film sandwiched between Au layers.

![Exemplary hysteresis loop (a) and the dependence of effective anisotropy field $H_{K}^{eff}$ on cobalt layer thickness $t_{Co}$ in [(Ni$_{80}$Fe$_{20}$/Au)$_{10}$/Co/Ni$_{80}$Fe$_{20}$-$t_{NiFe}$/Co/Au] layered films (for $t_{NiFe} = 0$ nm (■); 0.25 nm (●); 0.5 nm (▲))](image)

Figure 1b shows the effective anisotropy field $H_{K}^{eff}$ of the trilayer as a function of Co thickness ($0.2 \leq t_{Co} \leq 0.8$ nm) for three various permalloy sublayer thicknesses $t_{NiFe} = 0, 0.25$ and 0.5 nm (for $t_{NiFe} = 0$, the total thickness of Co layer is 2$t_{Co}$). The $H_{K}^{eff}$($t_{Co}$) dependence of a single Co layer is typical of a system with a significant contribution of surface anisotropy. The critical Co thickness (determined from
$H^\text{eff}_K(t_{Co})$ dependence for $t_{NiFe} = 0$, Fig. 1b) corresponding to magnetization reorientation from out-of-plane to in-plane is about 0.9 nm. $H^\text{eff}_K(t_{Co})$ monotonically increases for $t_{Co} > t_{crit}$ indicating a diminishing contribution of surface anisotropy to the effective anisotropy described by the well-known equation $K^\text{eff}_V = K_V + 2K_S/t$, ($K_V$ and $K_S$ – volume and surface anisotropy constants, respectively). For permalloy thickness $t_{NiFe} = 0.5$ nm, the function $H^\text{eff}_K(t_{Co})$ exhibits a minimum at $t_{Co} = 0.4$ nm. The observed dependence probably reflects a weak contribution of the Au/Ni-Fe interface to $K_S$ and the fact that the contribution of Au/Co interface to $K^\text{eff}$ is the largest when Co layer becomes continuous. It should be noted that Co layer grown on Au(111) becomes continuous for the thickness greater than two atomic layers [6].

For small $t_{Co}$, the trilayer with an intermediate permalloy thickness $t_{NiFe} = 0.25$ nm exhibits a linear increase of $H^\text{eff}_K(t_{Co})$ with the slope considerably smaller comparing to the sample without permalloy. The comparison of the $H^\text{eff}_K(t_{Co})$ dependences for Au/Co/Au and Au/Co/Ni$_{80}$Fe$_{20}$/Co/Au structures indicates that the introduction of an ultrathin NiFe layer in the middle of the Co layer results in a strong decrease of $t_{crit}$.

![Fig. 2. Magnetoresistance effect of three sets of (F$_\parallel$/S/F$_\perp$/S)$_{10}$ spin valve multilayers (see also description in Experimental) with S = Au 2 nm, F$_\perp$ = Co 0.8 nm and F$_\parallel$ = Co/NiFe/Co (SV-a), F$_\parallel$ = Co/NiFe (SV-b), F$_\parallel$ = NiFe/Co (SV-c) with $t_{F\parallel} = 3.2$ nm, the thicknesses of Co layers are given in the figure; $\Delta R/R$ dependences are shown in a limited field range for clarity](image-url)
Figure 2 shows $\Delta R/R(H)$ dependences as a function of Co thickness for all three types of SV structures. It can be seen that placing an ultrathin Co layer at both interfaces or at the bottom interface only leads to similar changes in magnetoresistance dependences. The changes in magnetoresistance indicate the decrease of $H_k^{\text{eff}}$ value for $t_{\text{Co}} \leq 0.6$ nm (Figs. 2a, b). Simultaneously, the effects associated with the presence of the domain structure, i.e. a sudden resistance decrease in small fields, are stronger. On the contrary, in structures with a Co layer at the upper interface only, the changes of $R(H)$ dependence indicate slight increase of $H_k^{\text{eff}}$ with $t_{\text{Co}}$ and small changes in magnetic fields corresponding to the presence of the domain structure.

Figure 3 shows the effective anisotropy field $H_k^{\text{eff}}$ as a function of cobalt thickness determined from $\Delta R/R(H)$ dependences measured for three series of spin valve multilayers.

Figure 3 shows the effective anisotropy field for all three series of spin valves as a function of cobalt thickness. A comparison of the dependences shown in Fig. 1 for $t_{\text{NiFe}} = 0.5$ nm and those shown in Fig. 3 reveal that $H_k^{\text{eff}} (t_{\text{Co}})$ dependences for structures with Co layer at both interfaces and at the bottom interface only are similar. For both cases described above, $H_k^{\text{eff}} (t_{\text{Co}})$ shows a local minimum which, in our opinion, is due to the growth of a continuous Co layer on gold. The differences in $H_k^{\text{eff}}$ values for the Co/NiFeCo layers shown in Figs. 1 and 3 originate from different permalloy layer thicknesses. The presence of a weak maximum in $H_k^{\text{eff}} (t_{\text{Co}})$ dependence for structures with Co layer at the upper interface only indicates that the effective perpendicular anisotropy of Co layers is lower (compare the discussion of Fig. 1). The initial increase of $H_k^{\text{eff}}$ with $t_{\text{Co}}$ is thus the result of the increase of the effective magnetization of NiFe/Co bilayer. At higher Co coverage, the perpendicular anisotropy leads to a slow decrease of $H_k^{\text{eff}}$. 
4. Conclusions

Hybrid thin film samples consisting of Co and Ni$_{80}$Fe$_{20}$ layers sandwiched between Au were investigated. It was shown that the insertion of thin cobalt layer at the lower interface of the Au/Ni$_{80}$Fe$_{20}$/Au structure, resulting in Au/Co/Ni$_{80}$Fe$_{20}$/Au structure, significantly decreases the easy-plane type anisotropy field. The anisotropy field of hybrid layers can be controlled in a wide range by permalloy and cobalt layers thickness. It was also shown that this property of hybrid layers can be applied to a significant modification of magnetoresistance dependences of spin valves with alternating easy plane and perpendicular magnetic anisotropy in consecutive ferromagnetic layers.
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Surface segregation effect in nanocrystalline Mg–Ni alloys and composites
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X-ray photoelectron spectroscopy studies showed that the surface segregation of Mg atoms and width of the valence band in the nanocrystalline Mg₂Ni alloy are greater compared to those observed in polycrystalline Mg₂Ni thin films. Especially, a strong surface segregation of Mg atoms was observed for the Mg₂Ni/Pd composites. In this case, Mg atoms strongly segregate to the surface and form an Mg-based oxide layer under atmospheric conditions. The lower lying Ni and Pd atoms form a metallic subsurface layer and could be responsible for the observed, relatively high hydrogenation rate. Furthermore, the valence band broadening observed in the nanocrystalline Mg₂Ni alloys and Mg₂Ni/Pd composites could also significantly influence their hydrogenation properties.
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1. Introduction

A large number of experimental investigation on LaNi₅, TiFe, ZrV₂-type compounds have been performed up to now in relation to their exceptional hydrogenation properties [1]. Magnesium-based hydrogen storage alloys have also been considered to be possible candidates for electrodes in Ni-MH batteries [2].

An important process on the surface of the hydrogenated material is the splitting of hydrogen molecules into atoms. Many clean transition metal surfaces have the capability of dissociating hydrogen but lose this property upon oxidation. It is well known that the oxidation process causes the sealing of the surface to H₂ in metals and compounds such as Nb, V, Ta, FeTi, and others [3]. On the other hand, in a surface layer of LaNi₅, La segregates and Ni form ferromagnetic precipitations [3, 4]. Lanthan-
num atoms bind the impurities as oxide or hydroxide and keep the Ni metallic, which is then able to split the hydrogen molecule [3]. Therefore, the surface segregation process of lanthanum in the presence of O₂ or H₂O explained the excellent hydrogenation properties of LaNi₅ [3–5].

In this paper, we study the surface segregation effect in polycrystalline and nanocrystalline Mg₂Ni alloys and Mg₂Ni/Pd composites using X-ray photoelectron spectroscopy (XPS) with depth profile analysis. The structure of the samples has been studied by X-ray diffraction (XRD) with CoKₐ radiation, and with an atomic force microscope (AFM). Their bulk chemical compositions were measured using the X-ray fluorescence (XRF) method. These studies may supply useful indirect information about the influence of the surface segregation effect in Mg–Ni-based alloys and composites on their hydrogenation properties.

2. Experimental procedure

Polycrystalline Mg–Ni alloy thin films were deposited onto glass substrates using a computer-controlled ultra high vacuum (UHV) magnetron co-sputtering. The chemical compositions and the cleanness of all layers were checked in-situ, immediately after deposition, transferring the samples to an UHV (4×10⁻¹¹ mbar) analysis chamber equipped with XPS. All emission spectra were measured immediately after transferring of the sample in a vacuum of 8×10⁻¹¹ mbar. The thicknesses and compositions of the deposited films were determined using XRF.

The nanocrystalline Mg₂Ni-type alloys were prepared using mechanical alloying (MA), followed by annealing. MA was performed under argon atmosphere using a SPEX 8000 Mixer Mill. The purities of the starting metallic elements Mg and Ni were 99.9 and 99.95 wt.%, respectively. The mill was run up to 90 h for every powder preparation. The as-milled powders were heat treated at 723 K for 1 h under high purity argon to form an ordered phase. Furthermore, we have also prepared Mg₂Ni/Pd composites with Pd content up to 10 wt. %. The MA and annealed Mg₂Ni powder were mixed with 10 wt. % Pd powder (74 μm, purity 99.95 %) and milled for 1 h in a SPEX Mixer Mill. The weight ratio of hard steel balls to mixed powder was 30:1.

The surface chemical compositions and the cleanness of the samples were measured in UHV using XPS and repeated 3 keV argon ion beam sputtering. Before loading to the UHV preparation chamber, a sample of the studied material with a well-polished surface was rinsed with twice-distilled water and dried in air. In the preparation chamber (10⁻⁹ mbar) the sample was mounted on the holder equipped with a heater using a special transfer system. The sample was first heated in the preparation chamber at 525 K for 3 h and then in-situ transferred to the analysis chamber for the XPS measurements. The above UHV heating procedure at relatively low temperature does not change the microstructure of the studied samples. The XPS spectra were recorded at room temperature using a SPECS EA 10 PLUS energy spectrometer with
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AlKα radiation of 1486.6 eV. The energy spectra of the electrons were analysed by a hemispherical analyser (FWHM_{Mg Kα} = 0.8 eV for Ag 3d_{5/2}).

3. Results and discussion

The MA process has been studied by XRD and microstructural investigations, using Mg2Ni as a representative alloy example. Figures 1a and 1b show XRD patterns of the initial state (elemental powder mixture) of Mg and Ni powders, respectively. The originally sharp diffraction lines of Mg and Ni gradually become broader and their intensity decreases with milling time. Features due to nanostructured Mg2Ni with broad diffraction peaks are already found after 5 h of MA process. XRD pattern of 2Mg and Ni powders (0.453 wt. % Mg + 0.547 wt. % Ni) after MA for 45 h is shown in Fig. 1c. The powder mixture milled for more than 45 h transform completely to the amorphous phase, without formation of another phase. Formation of the nanocrystalline alloy was achieved by annealing the amorphous material in high purity argon atmosphere at 723 K for 1 h (Fig. 1d). All diffraction peaks were assigned to those of the hexagonal crystal structure with cell parameters $a = 5.216$ Å, $c = 13.246$ Å. The
average size of nanocrystalline grains, according to AFM studies, was of the order of 30 nm. Curve e) in Fig. 1 represents XRD spectrum of the Mg\textsubscript{2}Ni/Pd composite.

At room temperature, the original nanocrystalline alloy, Mg\textsubscript{2}Ni, absorbs hydrogen but almost does not desorb it. At temperatures above 523 K, the kinetics of the absorption-desorption process improves considerably and for nanocrystalline Mg\textsubscript{2}Ni alloy the reaction with hydrogen is reversible [6]. The hydrogen content in this material at 573 K is 3.25 wt. %.

Upon hydrogenation, Mg\textsubscript{2}Ni transforms into the hydride Mg\textsubscript{2}Ni-H phase. It is important to note that between 483 and 528 K the hydride Mg\textsubscript{2}Ni-H phase transforms from a high temperature cubic structure to a low temperature monoclinic phase [7]. When hydrogen is absorbed by Mg\textsubscript{2}Ni beyond 0.3H per formula unit, the system undergoes a structural rearrangement to the stoichiometric complex Mg\textsubscript{2}Ni-H hydride, with an accompanying 32% increase in volume.

The Mg\textsubscript{2}Ni electrode, mechanically alloyed and annealed, displayed the maximum discharge capacity (100 mA·h·g\textsuperscript{−1}) at the first cycle but degraded strongly with cycling. The poor cyclic behaviour of Mg\textsubscript{2}Ni electrodes is attributed to the formation of Mg(OH)\textsubscript{2} on the electrodes, which has been considered to arise from the charge-discharge cycles [8]. To avoid the surface oxidation, we have examined the effect of magnesium substitution by Mn and Al in Mg\textsubscript{2}Ni-type material. This alloying greatly improved the discharge capacities. In the nanocrystalline Mg\textsubscript{1.5}Mn\textsubscript{0.5}Ni alloy, discharge capacities up to 241 mA·h·g\textsuperscript{−1} were measured [9].

The experimental XPS valence band measured for the MA nanocrystalline Mg\textsubscript{2}Ni-type alloy and Mg\textsubscript{2}Ni/Pd composite showed a significant broadening compared to that obtained for the polycrystalline thin film. The substitution of Ni by Mn in the nanocrystalline Mg\textsubscript{2}Ni alloy causes a further band broadening [9]. The reasons for the band broadening of the nanocrystalline Mg\textsubscript{2}Ni-type alloys and composites are probably associated with a strong deformation of the nanocrystals in the MA samples [10-12]. The strong modifications of the electronic structure of the nanocrystalline Mg\textsubscript{2}Ni-type alloy and composites could significantly influence its hydrogenation properties [13, 14], similarly to the behaviour observed earlier for the nanocrystalline FeTi-type [11] and LaNi\textsubscript{5}-type [12] alloys.

Results on XRF measurements revealed the assumed bulk chemical composition of the polycrystalline and nanocrystalline Mg\textsubscript{2}Ni-type alloys. On the other hand, core-level XPS showed that the surface segregation of Mg atoms in the MA nanocrystalline samples is stronger compared to that of polycrystalline thin films. In particular, a strong surface segregation of Mg atoms was observed for the Mg\textsubscript{2}Ni/Pd composites. Figure 2 shows normalised integral intensities of Mg, O, Ni, and Pd XPS peaks versus sputtering time as converted to the depth for Mg\textsubscript{2}Ni/Pd composite. The XPS Mg 1s, Ni 2p\textsubscript{3/2}, and Pd 3d\textsubscript{5/2} peaks were normalised to the intensities of in-situ prepared pure Mg, Ni, and Pd thin films, respectively. The oxygen 1s peak was normalised to the O 1s intensity in the MgO single crystal. Results presented in Fig. 2 show that Ni and Pd atoms are practically absent on the composite surface. On the other hand, Mg atoms strongly segregate to the surface and form a Mg based oxide layer under atmospheric conditions. The oxidation process is depth-limited so that an oxide-covering layer
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with a well-defined thickness is formed by which the lower lying metal is prevented from a further oxidation.

Fig. 2. Normalised integral intensities of Mg, O, Ni, and Pd XPS peaks versus sputtering time as converted to the depth for Mg2Ni/Pd composite. The XPS Mg 1s, Ni 2p3/2, and Pd 3d5/2 peaks were normalised to the intensities of in-situ prepared pure Mg, Ni, and Pd thin films, respectively. The oxygen 1s peak was normalised to the O 1s intensity in the MgO single crystal. The XPS measurements were performed immediately after heating in UHV conditions (see text) which allowed us to remove the adsorbed impurities (mainly carbonates) excluding a stable oxide top layer.

In this way, one can obtain a self-stabilised oxide-metal structure. The lower lying Ni and Pd atoms form a metallic subsurface layer and are responsible for the observed relatively high hydrogenation rate [3, 4]. The surface segregation process of Mg atoms in Mg2Ni/Pd composite is stronger compared to that observed for the Mg2Ni nanocrystalline alloy. Furthermore, we have observed no segregation effect for the in-situ prepared polycrystalline Mg2Ni thin films. On the other hand, the Mg2Ni thin films naturally oxidised in air for 24 h show a small segregation effect of the Mg atoms to the surface.

4. Conclusions

The surface segregation process of Mg atoms in Mg2Ni/Pd composite is stronger compared to that observed for the MA nanocrystalline Mg2Ni alloy. Furthermore, the XPS valence bands measured in MA nanocrystalline alloys and composites showed a significant broadening compared to that obtained for polycrystalline thin film. Strong modifications of the electronic structure and surface segregation effect in the MA nanocrystalline alloys and composites could significantly influence their hydrogenation properties, similar to the behaviour observed earlier for the nanocrystalline FeTi-
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In-plane magnetic anisotropy symmetry in ultrathin Co films grown on sapphire substrates
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We report on the study of in-plane magnetic anisotropy and magnetization reversal in MBE grown ultrathin epitaxial Mo/Au/Co/Au magnetic films. We used a magneto-optical polar Kerr effect-based magnetometer and real-time data analysis using LabView software. A two-fold in-plane magnetic anisotropy symmetry was deduced from the shape analysis of the magnetization curves measured for various directions of in-plane applied magnetic field. The direction of easy magnetization axis in the sample plane is a result of a small, unintentional miscut of the sapphire substrate found by in-situ STM and X-ray diffraction measurements.
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1. Introduction

In multilayered ultrathin magnetic films, phenomena associated with magnetic ordering, spin-reorientation transition, self-assembling etc., have been intensively studied. In order to understand these phenomena, the knowledge of magnetic anisotropy, strongly depending on the substrate surface morphology, is essential [1, 2]. In this work, we have studied the in-plane magnetic anisotropy and magnetization reversal in ultrathin Au/Co/Au magnetic films.

2. Experimental

The nanostructures deposited on sapphire single crystal (11–20) wafers had the following composition: (i) first buffer layer of 20 nm Mo(110) deposited at 1000 °C
(ii) second buffer layer of 10 nm Au(111) deposited at room temperature and annealed at 200 °C for 15 min (iii) 3 nm Co layer; (iv) 8 nm thick Au cover layer. The structure of the samples was monitored in-situ by RHEED and Auger spectroscopy. The azimuthal directions and angle of about 0.9° of the substrate miscut were determined by X-ray diffraction.

The study of magnetization reversal was performed at room temperature using the magneto-optical Kerr-effect (MOKE)-based magnetometer with laser light: wavelength of 640 nm and spot diameter of 0.5 mm. Three magnetization components were measured as a function of adjustable magnetic fields. Polar (P) magnetization component was measured using the P-MOKE with the laser light close to normal incidence. The longitudinal (L) and transversal (T) MOKE hysteresis loops measurements were performed in the magnetic field applied in different azimuthal directions in the plane of the samples with the angle of light incidence equal to 49°. The longitudinal and transversal in-plane components were measured using the L-MOKE configuration [3]. The LabView program controlled the measurements of both the P-MOKE hysteresis loops and in-plane hysteresis loops and visualized the loop parameters (saturation, remanence, coercive field) in real-time, as a function of the angle between the field direction and the fixed axis.

3. Results and discussion

P-MOKE hysteresis loop for the perpendicular magnetic field $\theta_H = 0$ is shown in Fig. 1. This curve corresponds to the hard magnetization axis normal to the plane of a sample. A similar effect was observed in Au/Co/Au films with Co thickness > 2 nm [4].

![Hysteresis Loop](image)

Fig. 1. Hysteresis loops measured as the polar Kerr ellipticity with magnetic field perpendicular to the plane of the sample. The perpendicular magnetic anisotropy constant $K_{\perp} = 10.2 \times 10^6$ erg/cm$^3$

The L-MOKE and T-MOKE hysteresis loops were measured in the applied magnetic fields oriented at various $\phi_H$ angles with respect to the direction perpendicular to the substrate miscut. The curves shown in Fig. 2 illustrate magnetization reversal when magnetic field is applied along hard ($\phi_H = 90^\circ$) and easy ($\phi_H = 0^\circ$) directions, respectively.
Figure 2. Hysteresis loops measured as longitudinal (a) and transversal (b) Kerr ellipticity for the in-plane magnetic field applied in $\phi_H = 0^\circ$ and $\phi_H = 90^\circ$ directions. The in-plane anisotropy constant $K_{\text{step}} = -0.33 \times 10^6 \text{ erg/cm}^3$

Figure 3 shows the angular dependence of the longitudinal and transversal remanence as a proof of the existence of anisotropy. The observed angular dependence is characteristic of magnetic anisotropy in the sample plane with two-fold symmetry. The maxima of azimuthal L-MOKE dependence and minima of T-MOKE correspond to the easy axis magnetization in the plane of the sample.

The experimental data are discussed taking into account the following energy contributions to the simplified model [5]: (i) perpendicular uniaxial anisotropy; (ii) demagnetization term; (iii) and step-induced uniaxial anisotropy:

$$E_{\lambda}(\theta, \phi) = K_{\text{str}} \sin^2 \theta - 2\pi M^2_s \sin^2 \theta + K_{\text{step}}^{(2)} \sin^2 \theta \sin^2 \phi$$  \hspace{1cm} (1)
where $K_{u1}$ – the uniaxial perpendicular anisotropy constant, $K_{\text{step}}^{(1)}$ – uniaxial in-plane step-induced anisotropy constants, $M_S$ – the value of saturation magnetization equal to 1420 G, $\theta$ is the angle between magnetization direction and the sample plane normal, $\phi$ is the angle of in-plane magnetization orientation from perpendicular to miscut direction. Magnetic anisotropy constants $K_{u1} = 10.2 \times 10^6 \text{ erg/cm}^3$ and $K_{\text{step}}^{(1)} = -0.33 \times 10^6 \text{ erg/cm}^3$ were obtained as fitting parameters of the theoretical curves to the experimental data.

The results could be explained assuming that the easy magnetization axis in the sample plane is induced by a small (<1°) unintentional miscut of the sapphire substrates. Similar results were observed in Au/Co/Au ultrathin films grown on vicinal substrate with miscut equal to 1.2° [5].

Moreover, the in-situ STM measurements carried out earlier in another UHV system on the same type of sapphire substrate covered with Mo buffer show a surface morphology typical of low-angle miscut (Fig. 4). Our previous investigations showed Au grows smoothly on Mo [6] and due to the epitaxy, it reproduces on its surface vicinal character of the substrate covered with Mo buffer. The presence of parallel monatomic steps on Mo buffer surface related with the substrate miscut has an influence on the growth of Co magnetic layer and, in consequence, induces the magnetic anisotropy in the plane of the samples, observed in our experiment.

In summary, we have shown that magneto-optical magnetometry is a powerful technique for high sensitivity anisotropy analysis. The two-fold symmetry of the in-plane anisotropy was observed for sample with 3 nm Co layer thickness. The unintentional miscut of the substrate may induce an additional magnetic anisotropy in the plane of the Au/Co/Au ultrathin system.
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Aharonov–Bohm interferometry with the T-shaped capacitively coupled quantum dots in the orbital Kondo regime
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The magnetic field dependence of coherent transport through a pair of wires attached to two Aharonov–Bohm rings with embedded double dots is considered. The double dots are electrostatically coupled. The many-body problem is studied within the mean field slave boson approach and complementarily by the method of equation of motion in the limit of infinite intra and finite or infinite interdot Coulomb interactions.
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1. Introduction

There is currently a great interest in phase coherence effects in nanoscopic systems due to their potential applications in quantum computers [1]. At present, various Aharonov–Bohm (AB) rings with embedded quantum dots in the arms have been fabricated, and quantum interference effects have been examined [2]. In these systems, the interplay of strong correlations and interference [3–5] attracts special attention. In the present paper, we discuss capacitively coupled AB interferometers containing double quantum dots (DQDs). This system enables us to manipulate each of the interferometers separately and to examine Coulomb-induced transfer of AB oscillations between the rings. The Kondo effect in strongly electrostatically coupled dots has two possible sources: the spin and orbital degeneracies. For vanishing Zeeman splitting at the dots, the transmission is a periodic function of the enclosed magnetic fluxes. For the broken spin degeneracy, the ideal periodicity is perturbed and the spin polarization of conductance is observed.

*Corresponding author, e-mail: lipinski@ifmpan.poznan.pl
2. Model

We study a pair of capacitively coupled double dots embedded in AB rings and side-attached to quantum wires. Each of the DQDs consists of an open dot (OQD) contacted by the leads and the “interacting” dot (IQD) (see the diagram in the inset to Fig. 1). The corresponding Hamiltonian reads:

\[
H = \sum_{k,a} \varepsilon_{k,a} c_{k,a}^\dagger c_{k,a} + \sum_{j,\sigma} \varepsilon_j c_{j,\sigma}^\dagger c_{j,\sigma} + \sum_{j,\sigma} \sum_{\sigma'} t_{j,\sigma,\sigma'} (c_{j,\sigma}^\dagger c_{j,\sigma'} + c.c.) + U_0 n_{j,\uparrow} n_{j,\downarrow} + \sum_{j} U_1 n_{j,\uparrow} n_{j,\downarrow} + \sum_{j} U_2 n_{j,\uparrow} n_{j,\downarrow}
\]

where \(\varepsilon_{j,\sigma} = \varepsilon_d + g \mu_B h_j\) and \(h_j\) denotes local magnetic field at the dot \(j\) (we set \(|e| = \mu_B = 1\)). The first term of Eq. (1) describes electrons in the electrodes, the second and third represent the OQDs and IQDs, the next two terms account for intra- \((U_0)\) and intercoulomb \((U)\) interactions \((n_{j,\sigma} = d_{j,\sigma}^\dagger d_{j,\sigma})\), and the last two terms describe tunneling to the leads and interdot IQD-OQD tunneling. The effect of the magnetic flux \(\Phi\) is included by introducing the Peierls phase factors \(e^{i\phi/2}\) \((\phi = 2\pi \Phi/\Phi_0\) where \(\Phi_0\) is the magnetic flux quantum \(hc/e\)). The intradot charging energy is assumed to be strong \((U_0 \to \infty)\) and we discuss the two opposite limits of weak \((U \sim \Gamma)\) and strong \((U \to \infty)\) interdot interaction. \(\Gamma\) denotes the level broadening

\[
\Gamma = \pi \frac{\Delta}{\Sigma_{k,a}} \delta (\varepsilon - \varepsilon_{k,a})
\]

hereafter taken as a unit of energy. The currents flowing through the wires can be expressed in terms of the transmissions through the open dots [6]:

\[
I_{j,\sigma} = \frac{e^2}{h} \sum_{\omega} \text{Im} \left[ G_{j,\sigma,\sigma,\sigma}(\omega) \right] \left( f_{j,\sigma}(\omega) - f_{j,\bar{\sigma}}(\omega) \right)
\]

where \(G_{j,\sigma,\sigma,\sigma}(\omega)\) denotes the Green function of the open dot and \(f_{j,\sigma}\) are the Fermi distribution functions of the electrodes. The Green functions are determined by the mean field slave boson approach (SBMFA) [7]. The corresponding functions for the open and interacting dots are:

\[
G_{j,\sigma,\sigma,\sigma}^{\text{QOD}}(\omega) = \frac{1}{\omega - \varepsilon_d + i\Gamma} \left[ 1 + \frac{\left| t_j^2 \left( 2 + 2 \cos \left[ \frac{\phi_j}{2} \right] \right) b_j^2 G_{j,\sigma,\sigma,\sigma}^{\text{ID}}(\omega) \right|}{\omega - \varepsilon_d + i\Gamma} \right]
\]

\[
G_{j,\sigma,\sigma,\sigma}^{\text{QOD}}(\omega) = \frac{1}{\omega - \varepsilon_d - i\Gamma} \left[ 1 - \frac{\left| t_j^2 \left( 2 + 2 \cos \left[ \frac{\phi_j}{2} \right] \right) b_j^2 \right|}{\omega - \varepsilon_d - i\Gamma} \right]
\]

where \(b_j\) denote mean values of the auxiliary boson fields. In the following, we use SBMFA to discuss only the limit of the vanishing Zeeman splitting at the dots, in
which case the use of two auxiliary fields is sufficient. To get an insight into the
mixed valence range and the case of lifting of the spin degeneracy at the dots, we
complement the calculations by the equation of motion treatment (EOM) using the
decoupling procedure proposed by Lacroix [8].

3. Numerical results and discussion

Strong dot–dot interaction ($U \to \infty$). In this case, only one electron is accommo-
dated in the system of coupled dots, i.e. $<n_1 + n_2> \approx 1$. The transmission is strongly
affected by the interference between the ballistic channels of the wires and the Kondo
resonant channels from IQDs.

For the symmetrically coupled identical DQDs near the 0 flux [$\varphi \approx 0 \ (\text{mod} \ 2\pi)$],
the spin and charge degrees of freedom are totally entangled and the Fermi liquid

![Fig. 1. AB oscillations of the upper circuit in the limit $U \to \infty$ for the cases of: a) equal magnetic fluxes $\varphi_1 = \varphi_2$, b) different fluxes $\varphi_1/\varphi_2 = 1/4$, c) the flux is applied to only one ring $\varphi_2 = 0$, in this case conductance of the lower circuit is presented. The calculations were performed within SBMFA for $\epsilon_0 = 0$, $\epsilon_d = -3$ and half the bandwidth $D = 50$. The system is depicted in the inset.](image-url)
ground state with $SU(4)$ symmetry is realized (phase shift $\delta_\sigma = \pi/4$). In consequence of a destructive interference, a half-reflection is observed (anti-Kondo resonance). Figure 1 presents the influence of the applied magnetic fluxes. We discuss first the spin degenerate case ($h_j = 0$). Figure 1a shows the conductance oscillations for equal phases $\phi_1 = \phi_2$. Although $SU(4)$ symmetry is preserved, the flux strongly influences both the interference and the Kondo resonance leading to a modification of transmission probability through the system near the Fermi level. While increasing the flux, the destructive interference is replaced by a constructive one and the conductance reaches the unitary limit and then drops again for $\phi \approx 2\pi$.

For different fluxes $\phi_1 \neq \phi_2$, the orbital degeneracy is broken. Figure 1b ($\phi_1/\phi_2 = 1/4$) presents an example of the two-period oscillations of conductance and Fig. 1c illustrates the Coulomb induced AB oscillations (oscillations observed also in the ring, where no magnetic flux is applied, $\phi_2 = 0$). Figure 2 shows how the flux dependence of conductance changes in the mixed valence (MV) range and what are the consequences of lifting the spin degeneracy ($h_j \neq 0$). Concerning the former aspect, the conductance for $\phi \approx 0$ is strongly enhanced compared to the Kondo regime and it is due to a much smaller effect of the destructive interference with a Kondo-like resonant channel. In this intermediate range, the resonance is deformed, broadened, lowered and shifted towards higher energies. The initial decrease of conductance is clearly observed in a wide range of the flux. It reflects the fact that the resonance is not centred at the Fermi level. Breaking of the spin degeneracy results in perturbing the periodicity of AB oscillations and conductance becomes spin dependent (Fig. 2). For some values of the flux, the spin polarization of conductance is significant, which can be used for spin filtering. The results for the nonvanishing Zeeman splitting are presented for the case when the local fields are equal to the homogenous field.
Aharonov–Bohm interferometry in the orbital Kondo regime

$h = \Phi/(\pi r^2)$. For the radii of the rings $r_1 = r_2 = 20$ nm, the first quasi-period of AB oscillations ($\phi = 1$) is reached for $h_0 = 0.125$, which for typical values of $\Gamma \approx 0.1–0.5$ meV [9] gives $h_0$ lying in the range (0.03–0.15) T.

**Weak dot–dot interaction.** The two IQDs are both singly occupied in this case $\langle n_1 \rangle = \langle n_2 \rangle \approx 1$ and behave as separate Kondo impurities. Fano-like suppression of the Kondo-mediated conductance for vanishing fluxes results in an almost perfect reflection, which is a consequence of a $\pi/2$ phase shift characteristic for SU(2) symmetry of the ground state. In Figure 3, we present the evolution of the Coulomb induced AB oscillations with the increase of interdot interaction.

![Fig. 3. AB oscillations in the limit of weak interdot interaction for the circuit with no directly applied magnetic flux ($\phi_2 = 0$) (SBMFA)](image)

Summarizing, the present paper provides a picture of combined influence of interference, the Kondo effect and interdot interactions on transport through a system of coupled quantum dots in the presence of applied magnetic fluxes.
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Magnetic domains studies in strongly and weakly exchange coupled Co/NiO bilayers
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Results of the Auger electron spectroscopy measurements with depth profiling showed that at the Co–NiO interface only oxygen is present, making it very likely that only NiO is formed and no other nickel or cobalt compounds, which grow apparently with smaller probability. It has been also found that the average exchange coupling energy for the Co–NiO interface strongly depends on the preparation conditions. For the Co layers with strong interface exchange coupling, we have observed large uniform domains and 180° walls. On the other hand, the Co layers with the weak interface coupling showed large domains with a strong ripple structure and non-uniform 180° walls.
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1. Introduction

Magnetic bilayers containing antiferromagnetic (AFM) transition metal oxides have received considerable interest in recent years due to the exchange biasing effect [1–7]. From the technological point of view, this phenomenon plays an important role in advanced devices such as magnetic read heads [2] and magnetic memory cells [3]. Despite extensive studies, however, the exchange bias is still poorly understood, largely due to the lack of techniques capable of providing detailed information about the arrangement of magnetic moments near interfaces.

The exchange biasing is attributed to the interfacial exchange interactions between spins of the ferromagnetic (FM) layer and spins of the AFM domains in the AFM layer. Originally, it was thought that the AFM spins order in single domains with all

*Corresponding author, e-mail: smardz@ifmpan.poznan.pl
interfacial AFM spins perfectly aligned in a single direction parallel to the FM spins, resulting in a net moment due to the uncompensated antiferromagnetic spins at the interface. However, measurements show that the biasing fields are typically one or two order of magnitude smaller than expected [5]. Theoretical work supported by neutron diffraction suggests domain formation resulting from a 90° coupling between AFM and FM moments [3]. On the other hand, direct measurements of the uncompensated spins at the surface of CoO layers in CoO/MgO and CoO/Ni₈₁Fe₁₉ superlattices [4] were carried out. It was found that approximately 1% of one monolayer of Co surface spins was uncompensated leading to the exchange biasing when CoO is used in FM/AFM bilayers. Experimental results also showed that the alignment of the ferromagnetic spins is determined, domain by domain, by the spin directions in the underlying antiferromagnetic layer [8]. In this paper, we report on the magnetic domains studies in Co layers strongly and weakly exchange-coupled to the AFM NiO layer.

2. Experimental procedure

Co/NiO bilayers were deposited onto glass and SiO₂(101)/Si(111) substrates in the temperature range 293–350 K using UHV (5×10⁻¹⁰ mbar) RF/DC magnetron sputtering. The Co layers were deposited using a DC source in an Ar atmosphere. The NiO-layer was prepared using a RF source in Ar + O₂ atmosphere. The chemical composition and the cleanness of all layers was checked in-situ, immediately after deposition, by transferring the samples to an UHV (4×10⁻¹¹ mbar) analysis chamber equipped with X-ray photoelectron spectroscopy (XPS). Typical deposition rates for the Co and NiO layers were equal to 0.1 and 0.05 nm/s, respectively. After preparation of Si(111) substrate with native SiO₂(101) surface layer [7], we first deposited NiO layers. The Co layers were then grown immediately onto NiO. The top Co layers had a step-like wedge form. Wedge-shaped layers were grown by steeply moving a shutter in front of the substrate during deposition. Finally, 5 nm Cu cap layer was deposited to prevent the oxidation of the Co layer. Selected samples were also analysed by the Auger electron spectroscopy (AES) with depth-profile analysis in order to confirm with a chemical method the actual composition of the NiO–Co interfaces.

The structure of the samples was examined ex-situ by standard θ-2θ X-ray diffraction with CoKα radiation. The magnetic characterisation of the bilayers was carried out at room temperature using the magneto-optical Kerr effect and a vibrating sample magnetometer (VSM). The observation of magnetic domains and walls was carried out at room temperature using the high-resolution longitudinal Kerr effect with digital image processing.

3. Results and discussion

For the Co/NiO bilayers with d_{Co} > 20 nm, the high-angle X-ray diffraction patterns show an appreciable (111) texture of fcc Co and NiO. The average cobalt grain
size in the direction perpendicular to the substrates, as determined from the Scherrer equation, are comparable to their respective sublayer thicknesses. From the exponential variation of the XPS Co-2p and Ni-2p integral intensities with increasing layer thickness, we conclude that the Co and NiO layers grow homogeneously.

Figure 1 shows the element-specific Auger intensities as a function of the sputtering time, converted to depth. On the left-hand side is the top of the sample and on the right-hand side is the NiO film followed finally by the substrate. Only relative intensities of five most abundant elements (carbon, oxygen, copper, cobalt, and nickel) are displayed. As can be seen, there is a relatively high concentration of carbon and oxygen on the surface of the sample. The reason of this behaviour could be due to carbonates or adsorbed atmospheric CO₂. Carbon concentration decreases towards the Cu–Co interface. At the Co–NiO interface only oxygen is present, making it very likely that only NiO is formed and no other nickel or cobalt compounds, which apparently grow with a lower probability.

Furthermore, the NiO layer has been studied in-situ, immediately after preparation, using X-ray photoelectron spectroscopy. In our case, the spectrum of the most intensive Ni-2p line was recorded immediately after preparation of the 40 nm NiO layer. The peak positions and the shape of the spectrum revealed formation of the single phase NiO layer during the reactive RF sputtering. The above result is very important in interpretation of magnetic properties of the NiO/Co bilayers because the exchange coupling at the interface is effective only for nickel monoxide, which is antiferromagnetic.

Results of magnetic measurements showed that the exchange-biasing and coercivity fields are inversely proportional to the Co layer thickness down to 2 nm [9]. On the other hand, an average exchange coupling energy for the Co–NiO interface
strongly depends on the preparation conditions. Figures 2a and 3a show typical in-plane hysteresis loops (measured at room temperature in easy and hard direction) for the Co/NiO bilayer ($d_{Co} = 4.5$ nm) prepared at 350 K onto glass and at 293 K onto SiO$_2$(101)/Si(111) substrates.

The Co layer exhibits weakly (Fig. 2a) or strongly (Fig. 3a) displaced from the origin and broadened hysteresis loops compared to those measured for the Co layer of the same thickness but without the antiferromagnetic NiO layer. The value of this displacement ($H_{EB}$) defines directly the exchange-biasing field. The hysteresis loop experiences a field offset that opposes the field direction in which the system has been cooled through the Neél temperature of NiO. In our case, the bilayer was cooled in a magnetic field of about 400 kA/m. As the origin of these effects, the exchange coupling between the spins of the ferromagnetic Co atoms and the spins of the Co ions in the antiferromagnetic NiO is invoked.

The coupling energy determined for the samples deposited at 350 K onto glass substrates was very small and equal to about 0.005 mJ/m$^2$. On the other hand, the bilayers prepared at 293 K onto SiO$_2$(101)/Si(111) substrates showed the average interface coupling energy as large as 0.04 mJ/m$^2$ [9]. Therefore, samples with strong
Magnetic domains in strongly and weakly exchange coupled Co/NiO bilayers

(0.04 mJ/m$^2$) and weak (0.005 mJ/m$^2$) coupling energy were studied by the Kerr microscopy to determine the domains and walls structures of the top Co layers during the magnetisation reversal process [10].

Fig. 3. Typical in-plane hysteresis loops (a) of the 4.5 nm Co/40 nm NiO bilayer measured in the easy and hard direction of the uniaxial anisotropy of the top Co layer. The sample was prepared at 293 K onto SiO$_2$(101)/Si(111) substrate and exhibits a strong (0.04 mJ/m$^2$) exchange coupling at the Co–NiO interface. Typical magnetic domain (b) and wall (c) images observed near coercive field for the same bilayer. The length of the black line in Figs. 1b and c corresponds to 10 μm

For the Co layers with a strong interface exchange coupling we have observed large uniform domains (Fig. 3b) and 180° walls (Fig. 3c). On the other hand, the Co layers with the weak interface coupling showed large domains (Fig. 2b) with a strong ripple structure and non-uniform 180° walls (Fig. 2c).

4. Conclusions

Basing on the in-situ XPS and AES measurements with depth profiling, we can rule out chemical impurities at the Co–NiO interface as a factor reducing the exchange energy. The Co layers with the strong interface exchange coupling showed large uniform domains and 180° walls. On the other hand, for the Co layers with the weak interface coupling we have observed large domains with a strong ripple structure and non-uniform 180° walls.
References


Received 7 May 2006
Revised 1 September 2006
Field-induced magnetization of a free-electron gas in thin films
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A free-electron model in thin film embedded in an external magnetic field is considered. Based on the paramagnetic susceptibility, a formula for magnetization of the electron gas in the uniform magnetic field is derived. Selected results are presented for the films with the thickness of several atomic planes, and with the electron density corresponding to copper.
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1. Introduction

Studies of combined electronic and magnetic properties of thin films are important from the point of view of modern technology [1]. As far as the theoretical description is concerned, the model of free electrons placed in a quantum well turned out to be very useful for the discussion of various physical properties of thin films [1, 2]. In the present paper, this model will be further analyzed in order to study the magnetization of the electronic gas in thin films when the magnetization is induced by the external field.

Thin film is understood here as a set of \( n \) monoatomic layers perpendicular to the \( z \)-axis, with each layer having its own thickness \( d \). As a result, the total thickness of the film is given by \( L_z = nd \), and the total volume is \( V = L_z S \), where \( S \) is the film surface area \((S \gg L_z)\). Apart from the thickness, the important parameter is a dimensionless electron density \( \rho \), defined by the formula: \( \rho = (N_e/V)d^3 \), where \( N_e \) is the total number of electrons in the sample, and the volume is expressed in \( d^3 \) units.

The considerations of single-particle electronic states in such a model system lead to the discretization of the Fermi surface, as discussed in detail in [3]. In particular, the formulas for the Fermi wave vector \( k_F \) in thin film and the parameter \( \tau_F \) have been
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derived, where \( \tau_f \) is the highest number of the standing-wave mode in the ground state. In order to avoid a redundant repetition of the formalism, for the method of determination of \( k_f \) and \( \tau_f \) adopted in this paper the reader is referred to Ref. [3].

2. Theory

The magnetization of the electron gas (i.e., the magnetic moment per unit volume) induced by the external field at a point \((z, \vec{r})\) of the thin film is given by the expression:

\[
\sigma(z, \vec{r}) = \frac{1}{V} \sum_p \sum_{\vec{q}} \chi_{p,\vec{q}} H_{p,\vec{q}} \exp \left[ -i \left( \frac{2\pi}{L_z} \right) pz \right] \exp[-i\vec{q}\vec{r}] 
\]  

(1)

where \( \vec{r} \) denotes the position of a given point in the film plane, whereas \( z \) denotes the coordinate perpendicular to the film \((0 \leq z \leq L_z)\). \( H_{p,\vec{q}} \) is the Fourier component of the external field and \( \chi_{p,\vec{q}} \) stands for the paramagnetic susceptibility. In Eq. (1), a quasi-continuous summation over \( \vec{q} \) is performed in the film plane, and the discrete summation over \( p \) \((p = 0, \pm 1, \pm 2, \ldots)\) concerns the perpendicular modes.

The paramagnetic electronic susceptibility in a thin film is given by the formula [4]:

\[
\chi_{p,\vec{q}} = \frac{m}{\hbar} g_s \mu_B \frac{1}{2} \sum_{\tau=1}^{\tau_f} \left[ f_{\tau,\vec{r}+2\vec{p}}(q) + f_{\tau,\vec{r}-2\vec{p}}(q) \right]
\]

(2)

where \( f_{\tau,\vec{r}}(q) \) is a generalized Lindhard function:

\[
f_{\tau,\vec{r}}(q) = \frac{S}{4\pi} \left( 1 + \frac{a_{\tau,\tau}}{q^2} \right) \left[ 1 - \sqrt{1 - b_{\tau,\tau}(q)} \theta(1 - b_{\tau,\tau}(q)) \right]
\]

(3)

where

\[
a_{\tau,\tau'} = \left( \frac{\pi}{L_z} \right)^2 (\tau' - \tau^2)
\]

(4)

\[
b_{\tau,\tau'}(q) = \left( \frac{2k_F}{q} \frac{1}{1 + \frac{a_{\tau,\tau'}}{q^2}} \right)^2
\]

(5)

and

\[
k_{f,\tau}^2 = k_f^2 \frac{\pi^2 \tau^2}{L_z^2}
\]

(6)
It has been shown in Ref. [4] that Eq. (3) presents a generalization of the ordinary Lindhard function as being discussed in [5] for a two-dimensional system.

Assuming in Eq. (1) that the external field is spatially uniform, we have:

$$H_{p, q} = H \delta_{p, 0} \delta_{q, 0}$$

(7)

With the help of Eqs. (7) and (2)–(6) we can then obtain from Eq. (1) the magnetization induced by this field in the form:

$$\sigma(z, \vec{r}) = \frac{1}{V} \chi_{0,0} H = \frac{1}{4\pi} \frac{m}{h^2} g^2 \mu_0 \tau_F H \equiv \sigma$$

(8)

For such a case it is seen from Eq. (8) that the magnetization of electron gas in the film is also uniform (we denote it by $\sigma$).

As a system with the reference magnetization, we shall assume the bulk material in which the magnetization of the electron gas induced by the same external field is given by the formula:

$$\sigma_0 = \frac{1}{V} \chi_{b, b} H = \frac{1}{4\pi^2} \frac{m}{h^2} g^2 \mu_0 k^h \tau^h H$$

(9)

In Eq. (9) $\chi_{b, b}$ is the Pauli paramagnetic susceptibility [6] and $k^h$ is the Fermi wave vector of the bulk material. By dividing Eqs. (8) and (9) by sides, we finally obtain the relative field-induced magnetization in the form:

$$\frac{\sigma}{\sigma_0} = \pi \frac{\tau_F}{n} \frac{1}{dk^h}$$

(10)

The above magnetization depends on the film thickness $L_z$ and the electron density $\rho$ (via dependence of $\tau_F$ and $k^h$ upon $\rho$). In the limiting case (when $n \to \infty$) we have $\pi \tau_F/nd \to k^h$ (see [3]) and thus $\sigma \to \sigma_0$.

3. Numerical results and discussion

The numerical results are obtained based on Eq. (10). The value of $d = 1.805$ Å is assumed to correspond to the interplanar distance of the (100) planes in copper. In Fig. 1, the relative magnetization $\sigma/\sigma_0$ is shown for several film thicknesses $n$, when the dimensionless density $\rho$ is freely changed from 0 to 1. The value of $\rho = 0.5$ corresponds exactly to copper. It can be seen that for the monolayer (with $n = 1$), magnetization is a monotonically decreasing function of $\rho$ (whereas $\sigma > \sigma_0$). It is connected with the fact that for $n = 1$ we have the only value $\tau_F = 1$ in this range of $\rho$. However, for $n = 2$ and $n = 3$ the curves are no longer monotonic. For instance, for $n = 2$, a jump
of magnetization can be observed at \( \rho = 0.589 \), which is connected with the change from \( \tau_f = 1 \) to \( \tau_f = 2 \), whereas \( \rho \) increases. In the same way, two jumps are apparent for \( n = 2 \); the first at \( \rho = 0.175 \) is connected with the change from \( \tau_f = 1 \) to \( \tau_f = 2 \), and the second at \( \rho = 0.756 \) is the change from \( \tau_f = 2 \) to \( \tau_f = 3 \). In particular, it can be seen in Fig. 1 that for \( \rho = 0.5 \) the magnetization of the trilayer system (with \( n = 3 \)) is between those of \( n = 1 \) and \( n = 2 \).

![Fig. 1. Dependence of the field-induced relative magnetization \( \sigma/\sigma_0 \) of the electron gas upon the dimensionless density \( \rho \). The three curves labelled by \( n = 1 \) (solid), \( n = 2 \) (dashed) and \( n = 3 \) (dotted) correspond to various film thicknesses](image1)

![Fig. 2. Dependence of the field-induced relative magnetization \( \sigma/\sigma_0 \) of the electron gas upon the film thickness \( n \), when \( \rho = 0.5 \). The interplanar distance is \( d = 1.805 \text{Å} \) (the same as in Fig. 1), which corresponds to the (100) film of copper](image2)

Figure 2 corresponds to the case when \( \rho = 0.5 \) is constant but the thickness \( n \) changes. One can see that the magnetization is an oscillating, saw-toothed function of the film thickness. The amplitude of the oscillations decreases as \( n \) increases. A detailed analysis shows that this behaviour is the same as the oscillations of the density of states at the Fermi surface, as found for this model in [3]. It is worth noting that the oscillating behaviour of the density of states has been found experimentally ([2] and references therein). Thus, we see that the behaviour of the field-induced magnetization in thin films is directly correlated with the density of states at the Fermi level. Such a correlation could be expected to some extent because an analogous relationship is well established in bulk materials. However, in the bulk material there are no size-dependent oscillations. The final conclusion which can be drawn from the paper
is of a general character: despite of the relatively simple model considered here, the predicted results seem to be interesting and non-trivial.
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Current-induced torque in ferromagnetic single-electron devices in the limits of the fast and slow spin relaxation
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Theoretical analysis of the spin-transfer torque acting on the magnetic moment of the central electrode (island) in a single-electron ferromagnetic transistor has been performed for the spin relaxation time in the island ranging from fast to slow spin relaxation limits. The magnetic configuration of the system can be generally arbitrary. Spin accumulation on the island, due to the spin asymmetry of tunnelling processes, is taken into account. Electric current flowing through the device is calculated in the regime of sequential transport, and the master equation is used to calculate probabilities of different charge and spin states in the island. The torque acting on the central electrode is then calculated from the spin current absorbed by magnetic moment of the island.
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1. Introduction

Despite preliminary theoretical predictions that spin transfer in tunnel junctions could be imperceptible [1], mainly due to the much smaller current density than in the case of metallic devices, current-driven magnetic switching in tunnel junctions has been found [2, 3]. Motivated by recent theoretical and experimental findings, we present calculations of the spin-transfer torque in ferromagnetic double-barrier junctions with Coulomb blockade effects. Spin accumulation in the central electrode due to the spin asymmetry of tunnelling processes is taken into account. The electric current flowing through the system is calculated in the regime of sequential transport. The master equation is set up to determine the relevant occupation probabilities of differ-

*Corresponding author, e-mail: kowalik@amu.edu.pl
ent charge and spin states in the island. The torque acting on the central electrode is then calculated from the spin current absorbed by the magnetic moment of the island.

2. Model and method

The system considered in this paper is presented in Fig. 1. It consists of three ferromagnetic electrodes – the left ($l$), right ($r$) and the middle one ($i$) referred to as an island. The magnetic configuration of the system can be generally non-collinear. The vectors $\vec{S}_l$, $\vec{S}_r$ and $\vec{S}_i$ indicate the net spin moments of the left (right) electrode and of the island, respectively. As indicated in the figure, the net spin of each electrode can form an angle with the net spin of the island. There is also a bias voltage applied to the system, $V = V_l - V_r$, where $V_l$ and $V_r$ are electrostatic potentials of the left and right electrodes. Apart from this, the island is capacitively coupled to a gate with the corresponding voltage $V_g$.

We assume that the island is large enough so that the level quantization can be neglected but, on the other hand, sufficiently small to have the charging energy $e^2/2C$ significantly larger than the thermal energy $k_B T$, where $C$ is the total island capacitance, $e$ is the electronic charge, $k_B$ denotes the Boltzmann constant, while $T$ stands for temperature. If this condition is fulfilled, the electrons tunnel through the system one by one, giving rise to a flowing current. Furthermore, the system exhibits the so-called single-electron charging effects, such as, for example, blockade of the current below a certain threshold voltage (Coulomb blockade), the step-like $I-V$ characteristics (Coulomb staircase), etc. [4] In addition, if the electrodes are ferromagnetic, further interesting effects arise due to the interplay of single-charge tunnelling and ferromag-
Current-induced torque in ferromagnetic single-electron devices

netism. They include the oscillations of tunnel magnetoresistance when sweeping the bias voltage, spin accumulation, etc. [5, 6].

In order to calculate transport properties, the two-channel model is applied; the current flows through the system due to consecutive tunnelling events in the spin-majority and spin-minority channels. Each tunnel junction is characterized by its resistance for the spin-majority and spin-minority electrons, and by its capacitance. In this analysis, we assume that the total resistance of each tunnel barrier \( R_k \) \((k = l, r)\) is much larger than the quantum resistance \( R_q = h/e^2 \). This condition implies that the charge on the island is localized well and the orthodox theory [4] is applicable. Within this theory, only the sequential tunnelling processes are taken into account, while the corresponding rates are given by the Fermi golden rule. Having determined all the possible tunnelling rates, one can set up a master equation to calculate the probabilities that there is a given number of extra electrons on the island. The current flowing through the system can be then calculated from the appropriate equations, as described for example by Amman et al. [7].

Moreover, in this analysis we assume that the energy relaxation time is much shorter than the time between two successive tunnelling events, while the spin relaxation time in the island, \( \tau_{sf} \), may be arbitrary. If the spin relaxation time is longer than the time between two tunnelling processes, there is a nonequilibrium spin accumulation induced in the island. Because the island is ferromagnetic, the shifts of the Fermi level for the spin-majority and spin-minority bands due to spin accumulation are not equal. The ratio of the Fermi level shifts for the corresponding subbands is determined by the ratio of the density of states for a given electron subband. Therefore, to calculate the shift of the Fermi level for an arbitrary spin relaxation time \( \tau_{sf} \), the following balance equation [5, 6, 8] should be solved self-consistently:

\[
\left( I_\sigma^r - I_\sigma^l \right) \frac{D_i \Omega_i}{\tau_{sf}} \Delta E_\sigma = 0
\]

Here, \( I_\sigma^r \) and \( I_\sigma^l \) are the currents flowing through the right and left junctions, respectively, in the spin-majority (\( \sigma = \uparrow \)) or spin-minority (\( \sigma = \downarrow \)) channels, \( D_i \) indicates the density of states of the island, while \( \Omega_i \) is the island volume. The shifts of the Fermi level for the spin-majority or spin-minority electrons are denoted by \( \Delta E_\sigma \), where \( \sigma = \uparrow, \downarrow \).

Due to the spin asymmetry of ferromagnetic electrodes, the currents flowing in the spin-majority and spin-minority channels are different. Furthermore, if there is a certain angle between the net spin of the island and each of the electrodes, a single electron when tunnelling from one electrode to the island adjusts its spin orientation in an interfacial layer of atomic thickness. As a consequence, some angular momentum is transmitted to the local magnetization of the island and the electrode, producing spin torque. The torque acting on the magnetic moment of the island can be calculated from the difference between the spin current flowing into the island and the spin current leaving the island, in a similar way as presented in the papers by Slonczewski.
In the case of our system, the total torque $\tau_i$ acting on the net spin moment of the central electrode can be determined from the following equation:

$$\tau_i = \sum_{k=l,r} \left( \Delta I_k - \Delta I_{i(k)} \cos \phi_k \right) \frac{1}{\sin \phi_k}$$

where $\Delta I_k = I_k^+ - I_k^-$ and $\Delta I_{i(k)} = I_{i(k)}^+ - I_{i(k)}^-$ for $k = l, r$. $I_k^+, I_k^-$ denote the currents in the spin-majority and spin-minority channels taken at the atomic distance from the barrier for a given electrode $k$, whereas $I_{i(k)}^+, I_{i(k)}^-$ are the currents in the spin-majority and spin-minority channels in the island close to the barrier between the island and the $k$-th electrode.

3. Numerical results and discussion

In this section, we present numerical results for ferromagnetic single-electron transistors calculated for an arbitrary magnetic configuration of the system and for arbitrary spin relaxation time in the island. The angular dependences of the Fermi level shifts for the spin-majority and spin-minority electrons for several values of the spin relaxation time is presented in Fig. 2.

Fig. 2. The shift of the Fermi energy for spin-majority ($\Delta E^+$) (upper part) and spin-minority ($\Delta E^-$) (lower part) electrons due to spin accumulation for various spin relaxation times $\tau_s$ as a function of $\phi_r$, where $\phi_r=0$. The other parameters are: $R_l^{i,p} = 0.3$ M$\Omega$, $R_r^{i,p} = 0.15$ M$\Omega$, $R_0^p = 5$ M$\Omega$, $R_0^j = 2.5$ M$\Omega$, where for $k=l, r$ $R_{l,r}^{j,p} = R_{i,p}^{j,p} = (R_k^{j,p} R_0^{j,p})^{1/2}$, $C_j = C_p = 1$ aF, $V_l = 0.5$ V, $V_r = 0$ V, $V_g = 0$ V, $D\Omega_k = 1000$ (eV)$^{-1}$ and $T = 4.2$ K.
The time between two successive tunnelling events can be estimated to be of the order of $10^{-12} - 10^{-10}$ s. Consequently, in the case of $\tau_{sf} = 10^{-15}$ s (solid line in Fig. 2) there is no spin accumulation. This is because the spin relaxation time is much shorter than the time between consecutive tunnelling events and the electron spin relaxes before the next tunnelling events occur. However, if $\tau_{sf} = 10^{-10}$ s, the spin relaxation time becomes of the order of the time between successive tunnelling events and there appears a non-zero shift of the Fermi level (see the dashed line in Fig. 2). On the other hand, the third case when $\tau_{sf} = 10^{-6}$ s corresponds to the limit of long spin relaxation and spin accumulation is much enhanced as compared to the two previous cases, see the dotted line in Fig. 2. The upper (lower) part of Fig. 2 shows the shift of the Fermi level for the spin-majority (spin-minority) electrons. It is also worth noting that generally $\Delta E^\uparrow > \Delta E^\downarrow$, due to the asymmetry in the densities of states of the respective electron bands. Furthermore, as shown in Fig. 2, the maximum spin accumulation occurs for $\varphi_r = \pi$, which corresponds to the antiparallel configuration.

In Figure 3, we present the normalized torque acting on the central electrode due to the spin polarized current as a function of $\varphi_r$ (while $\varphi_l = 0$) for three different spin relaxation times. As previously, the three values of the spin relaxation time correspond to the limits of fast and slow spin relaxation, and the crossover between those two limits, correspondingly. The normalized torque is defined as $\tau / (\hbar I_0 |e|)$, where $I_0$ is the current flowing through the system at a constant bias voltage. First of all, one can see that the dependence of the normalized torque on the angle between the right electrode and the island resembles the sine function. Thus, by changing $\varphi_r$, it is possible to produce either positive or negative torque acting on the island. Furthermore, the maximum torque occurs for $\varphi_r = \pi/2$. The normalized torque is independent of the spin relaxation time. This fact can be understood by realizing that both the current and
torque apparently depend on $\tau_{sf}$, the normalized torque, however, given by the ratio of the torque and the current, does not.

Fig. 4. The normalized torque acting on the island due to the spin-polarized current as a function of $\phi_r$ and $\phi_l$ for spin relaxation time $\tau_{sf} = 10^{-6}$ s. The other parameters are the same as in Fig. 1.

The dependence of the normalized torque on both angles $\phi_r$ and $\phi_l$ is presented in Fig. 4. This figure was calculated for the spin relaxation time corresponding to the limit of slow spin relaxation. However, because the normalized torque only slightly depends on spin relaxation, see Fig. 3, the numerical results presented in this figure can be considered as the dependence of normalized torque on arbitrary values of spin relaxation time. From Fig. 4 one can easily identify the regions where the normalized torque is negative and positive, as well as the regions where the maximum torque occurs.
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Transport in nanostructures. Recent developments
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The recent work on the transport through nanostructures is discussed. It turns out that such structures very often directly serve as monitoring and/or controlling devices. They enable us to study transport properties and many body effects in highly controlled conditions. The simplest configuration discussed in the paper consists of a quantum dot (QD) connected to two external electrodes via tunnel barriers. Another important goal of the recent studies is to use the electron spin instead of charge in modern electronic devices. For the realization of electronics with spins (called spintronics), a precise control and efficient monitoring of spins is necessary. One way of achieving the goal that is briefly discussed in the paper is by means of the electric field in the presence of spin-orbit coupling via the so-called spin Hall effect (SHE).
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1. Introduction

In this paper, I will concentrate on two aspects related to the general subject of transport in nanostructures. These are: (i) the Kondo effect as an example of many body interaction effects in transport through quantum dot based devices and (ii) the spin Hall effect. The properties discussed are in one way or another related to the spin of electrons and are or may be of importance for the development of spin-based electronics (spintronics) [1].

Theoretical and experimental studies of nanostructures, i.e. systems of a few nanometres dimensions face some common problems such as: (a) discreetness of the spectrum, (b) large charging energies and (c) geometrical and other asymmetries of the structure.

*E-mail: karol@tytan.umcs.lublin.pl
Due to a small size of the structure, its energy spectrum is discrete with typical distances between energy levels $\Delta E$ ranging from a fraction of to few millielectron-volts and can be observed even at room temperatures. The small size of the devices also means small capacitance $C$ and large charging energy $E_C = e^2/2C$, where $e$ is the electron charge. Contacts between various parts of the devices are realised via tunneling with controlled tunnel resistance. This allows study of various regimes of electron transport with the Coulomb blockade phenomenon being an important example.

As an example of the many body effects induced by large charging energy, which in the language of interacting systems means large on-site Coulomb repulsion usually known in the solid state community as Hubbard $U$, the Kondo effect is presented [2] and its influence on some thermoelectric phenomena including conductivity and thermoelectric power of a quantum dot connected to non-magnetic and ferromagnetic leads. It is important to realise that many body effects may have quite an unexpected influence on the behaviour and properties of nanostructures. For example, it has been recently proposed theoretically [3] that the charges detected in the noise of backscattered currents in the system showing Kondo effect should possess values $e'$ differing from electron charge $e$. Fractional values of charge of quasi-particles is a property of elementary excitations of two-dimensional electron gas placed in strong perpendicular magnetic field. They have been observed in tunnelling studies of fractional quantum Hall effect [4] with $e' = e/3$ and in superconductors where $e' = 2e$. Unlike quantum Hall effect or superconductors, where $e'$ has a meaning of quasiparticle charge, in the Kondo regime the effective charge is a result of inelastic processes connected with interactions. This observation is potentially important in view of recent proposals to use devices measuring electron charge and based on quantum dots in nano-metrology applications [5].

One of the most important ideas of the recent years is to use quantum mechanical principles for information storage and processing. One of the proposals is to make use of the spin degrees of freedom in quantum dots. This requires coherent control and manipulation of spins. There exist a huge activity, both theoretical and experimental, connected with various proposals to control spins via electrical means. As one example of the technique of spin control and manipulation, we discuss the spin Hall effect.

2. The Kondo effect in transport via a quantum dot

Quantum dots (QD) are small islands containing finite number of charges. If connected to external electrodes, they have been proposed as building blocks of single electron transistors [6], quantum bits or registers of future computers [7] working according to quantum logic, as efficient factories of entangled states [8], precise ampere (current) meters [5] or potentially efficient energy conversion instruments [9]. Because of their small size, the charging energy in the considered structures is large and gives rise to many interesting phenomena. The Kondo effect [10] appearing in quantum dots weakly coupled to external electrodes at low temperatures is one of them. In quantum dots, it has been studied in various geometries. The dots attached to
normal (N-QD-N structure), superconducting (S-QD-N or S-QD-S' structures) or (ferro-) magnetic leads (FM-QD-FM structure) were considered. The effect of Kondo correlations on the conductance of the system with normal, magnetic or superconducting leads has been extensively studied [11–13].

Consider the ultrasmall quantum dot (with very large charging energy and sparse, discrete spectrum), weakly coupled to external electrodes via tunnel barriers. Even for non-magnetic leads, the spin of an electron manifests itself in the appearance of the Kondo effect. If one allows magnetic electrodes, there appear additional interesting effects. The Kondo scale itself depends on the polarisation $P$ of the ferromagnetic leads. The Kondo temperature $T_K$ has been found to be [14]

$$
T_K(P) = D \exp \left\{ -\frac{1}{N(0)J_0} \arctanh \frac{P}{P} \right\} 
$$

(1)

where $N(0)$ is the total density of states at the Fermi energy, $D$ the effective scale, $J_0$ the Kondo coupling and $P = (N↑ - N↓)/(N↑ + N↓)$ the polarisation.

Quantum-dot-based devices also allow us the study of strongly nonlinear transport. The presence of the signatures of the equilibrium and non-equilibrium Kondo effect in transport through quantum dots has first been predicted theoretically [15, 16] and later confirmed [17] in measurements of the differential conductance $G(V) = dI/dV$. In metals containing magnetic impurities, the Kondo effect manifests itself as an increase of resistance at temperatures $T < T_K$, while in transport through quantum dots one gets enhancement of zero bias conductance $G(0)$ which eventually reaches the unitary limit $2e^2/h$.

The nanostructure consisting of a quantum dot and external electrodes (normal or otherwise) can be modelled by the Anderson Hamiltonian

$$
H = \sum_{\mathbf{k},\mathbf{l},\sigma} \xi_{\mathbf{k},\mathbf{l}} c_{\mathbf{k},\mathbf{l},\sigma}^\dagger c_{\mathbf{k},\mathbf{l},\sigma} + \sum_{\sigma} E_\sigma d_\sigma^\dagger d_\sigma + U n_{d\uparrow} n_{d\downarrow} + \sum_{\mathbf{k},\mathbf{l},\sigma} (V_{\mathbf{k},\mathbf{l}} c_{\mathbf{k},\mathbf{l},\sigma}^\dagger d_\sigma + V_{\mathbf{k},\mathbf{l}}^* d_\sigma^\dagger c_{\mathbf{k},\mathbf{l},\sigma})
$$

(2)

Here the operators $c_{\mathbf{k},\mathbf{l},\sigma}^\dagger, c_{\mathbf{k},\mathbf{l},\sigma}$ correspond to annihilation and creation of the conduction electrons in the (normal) leads, the energies $\xi_{\mathbf{k},\mathbf{l},\sigma} - \mu_{\beta}$ in the left ($\beta = L$) or right h.s. ($\beta = R$) electrodes are measured with respect to the chemical potentials $\mu_L$ and $\mu_R$. Operators $d_\sigma, d_\sigma^\dagger$ refer to the localised electrons on the dot which is characterised by a single energy level $\varepsilon_d$ and the charging energy $U$. The last term in Eq. (2) describes hybridisation between the electrons on the dot and external leads.

A proper technique to study the non-equilibrium transport is the Keldysh non-equilibrium Green’s function method [18] and non-crossing approximation to treat many body interactions.

In Figures (1) and (2) we show the temperature dependence of the conductance $G$ and thermopower $S$ of the quantum dot connected to non-magnetic leads. The Green functions have been calculated in the non-crossing approximation and the limit of
infinitely large charging energy $U = \infty$ has been assumed. Note the increase of $G$ at low temperatures and its saturation at $T = 0$, where $G = 2e^2/h$ – the unitary limit. The important point is that $S$ changes the sign at temperatures close to the Kondo temperature. It is the appearance of the Kondo resonance which changes the slope of the spectrum of electrons at the Fermi level and this leads to the change of sign of the thermopower.

![Fig. 1. Temperature dependence of the conductance $G$ of a quantum dot calculated in the non-crossing approximation. Note the increase of $G$ at low temperatures and its saturation at $T = 0$, where $G = 2e^2/h$ – the unitary limit.](image)

![Fig. 2. Temperature dependence of the thermopower $S$ of a quantum dot calculated in the non-crossing approximation. The change of sign of $S$ marks the appearance of the Kondo effect.](image)

To understand the change of sign of the thermopower with decreasing temperature one has to note that the Kondo resonance forms slightly above the Fermi energy. It
changes the slope of the density of states. The thermopower which depends on the asymmetry (slope) of the density of states at the Fermi level thus changes sign.

Recently, we studied the thermoelectric phenomena of a quantum dot attached to two magnetically polarised [19], as well as nonmagnetic [20] leads. The Kondo effect becomes less pronounced with increasing magnetic polarisation of the leads and this influences all the transport coefficients. It is an interesting observation that the Fermi liquid behaviour is recovered at temperatures $T < T_K$ both for normal as well as magnetic electrodes.

3. The spin Hall effect

The driving force behind the studies of spintronics is the desire to use the electron spin in information storage and processing devices. Spin control, injection and detection require clever tricks. Methods enabling fast generation and manipulation of spin currents by applying electric field are of particular interest. It is the spin Hall effect which has become of great interest. The effect has been analysed in a number of theoretical papers.

The spin Hall effect (SHE) is closely related to the well-known anomalous Hall effect (AHE), frequently observed in ferromagnetic materials. In ferromagnets, the anomalous Hall effect is connected inter alia with spin-orbit interaction. The spin up (down) carriers moving under the influence of external voltage in the presence of spin-orbit interaction preferably scatter to the left (right) with respect to original trajectory causing the transverse spin current. This is the essence of the spin Hall effect. Such scattering does not produce an extra charge imbalance and vice versa the spin current, i.e. the movement of spin up electrons in the direction opposite to spin down electrons under the influence of spin-orbit scattering induces an extra perpendicular voltage, which contributes to the anomalous Hall effect.

The SHE has been theoretically predicted in the early seventies [21] and rediscovered a few years ago [22]. Since then, in view of possible applications in spintronic devices it has been very intensively studied theoretically and experimentally [23]. The effects are very subtle. One distinguishes the intrinsic and extrinsic SHE. For the purpose of this paper, it is enough to say that the extrinsic effect requires spin dependent scattering on impurities, while the intrinsic SHE is due to spin-orbit coupling (SOC) terms in single particle Hamiltonian of a clean system. These can be of two types, commonly known as Dresselhaus and Rashba couplings. The Dresselhaus SOC results from the bulk band structure, and is connected with the absence of bulk inversion symmetry (the lattice without an inversion centre) and depends on the material studied. On the other hand, the Rashba SOC develops because of structure inversion asymmetry (no centre of inversion in nanostructure confining potential) and may thus be controlled by electric field applied to, e.g., quantum wells. It has been found that in narrow 2D quantum well of GaSb, the Dresselhaus spin-orbit coupling takes on the form:
\[ H_D = \alpha_D (\sigma_x \hat{k}_x - \sigma_y \hat{k}_y) \]  

(3)

where \( \sigma_x, \sigma_y \) are the Pauli matrices, \( \hat{k}_i \) is the unit vector in the direction \( i \), \( \alpha_D \) – the coupling constant \((2–20) \times 10^{-10} \text{eV-cm}\) and diminishes with increasing the width of the well. The Rashba term has a similar structure

\[ H_R = \alpha_R (\sigma_x \hat{k}_x - \sigma_y \hat{k}_y) \]  

(4)

The coupling constant \( \alpha_R \) in InAs based quantum well can be as large as \((1–6) \times 10^{-9} \text{eV-cm}\). It is important to realise that in semiconductors the effective spin-orbit coupling may exceed that calculated for an electron in vacuum by 6 orders of magnitude.

In narrow samples, the spin Hall effect leads to spin accumulation at the opposite edges of the sample. Recently, the effect has been observed experimentally via optical techniques [24] and more recently by direct measurement [25]. The comparison of experiment with theory, however, is not satisfactory and calls for better understanding of the effect.
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Spin-dependent electronic transport in a ferromagnetic single-electron transistor (FM SET) is studied theoretically in the Coulomb blockade regime [1]. Two external electrodes and the central part (island) of the device are assumed to be ferromagnetic, with the corresponding magnetizations being non-collinear in a general case. First order (sequential) transport is suppressed in the Coulomb blockade regime, so the second order (co-tunnelling) processes give the dominant contribution to the current. The co-tunnelling processes take place via four intermediate (virtual) states of the island: two of them are with one extra electron on the central electrode of the device (in the spin-majority or spin-minority subbands), whereas the other two virtual states are with a hole (in the spin-majority or spin-minority subbands) in the central electrode. The co-tunnelling processes create electron-hole excitations of the central electrode, and in a general case they also can create spin excitations. However, we assume relatively fast spin relaxation in the island, hence the spin accumulation is neglected. Basic transport characteristics, like tunnelling current and tunnel magnetoresistance are calculated for an arbitrary magnetic configuration of the system.
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1. Introduction

Electronic transport through magnetic nanometer-size devices has been extensively studied due to expected future application. In such nanoscale systems, one can manipulate not only a single electron charge, but also a single electron spin. In real double-barrier tunnel junctions, magnetic moments of the electrodes can form a non-collinear magnetic configuration and can have strong influence on the transport characteristics. In our recent paper [2], we have shown that transport characteristics in the sequential tun-
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nelling regime strongly depend on the magnetic configuration of ferromagnetic single-electron transistor (FM SETs).

In this paper, we present the results of our theoretical analysis of spin-dependent co-tunnelling transport in a FM SET whose all three electrodes are ferromagnetic and made of the same material. The corresponding magnetizations are generally non-collinear and oriented in a common plane. In a general case, an external gate voltage can be applied to the island. The gate, however, is neglected in this paper, where we analyze the dependence of electric current and tunnel magnetoresistance (TMR) on the transport voltage and on the angles between magnetizations. Since the analysis is restricted to co-tunnelling processes only, the results are applicable for bias voltage significantly below the resonance (threshold voltage, at which the first Coulomb step appears).

The numerical analysis of the transport characteristics is restricted to the zero temperature limit, with the corresponding transition rates determined from the Fermi golden rule for the second-order transitions. It is also assumed that spin relaxation on the island is sufficiently fast to neglect spin accumulation. The electric current flowing through the device and the resulting tunnel magnetoresistance are calculated for different magnetic configurations of the device.

2. Model and theoretical description

The considered FM SET consists of three electrodes made of the same ferromagnetic material – a small metallic central electrode (called an island) connected by tunnel barriers to two external ferromagnetic electrodes, to which a transport voltage \( V \) is applied. Magnetic moments of the electrodes are oriented arbitrary within a common plane.

In our considerations, we take into account only co-tunnelling processes at zero temperature. If the barrier resistances exceed significantly the quantum resistance, \( R_j \gg R_q = h/e^2 \) \((j = 1, 2)\), the sequential tunnelling in the Coulomb blockade regime for \( T \to 0 \) K is exponentially suppressed \((I \propto \exp(\Delta E/kT))\), with \( \Delta E \) being the increase in the energy), and the dominant contribution to current is due to co-tunnelling processes. The co-tunnelling processes go via intermediate (virtual) states of the island. In the case considered, we have four virtual states of the island; two of them are with one extra electron (spin-majority or spin-minority) on the central electrode of the device, whereas the other two virtual states are with a hole (in the spin-majority or spin-minority subbands) in the central electrode. An important property of the co-tunnelling is that the electrons involved in the co-tunnelling processes not only transfer charge, but also create electron-hole excitations of the central electrode (inelastic co-tunnelling). The calculations in this paper are carried out in the limit of fast spin relaxation processes (no spin accumulation on the island). Apart from this, the island is assumed to be large enough to neglect the quantization effects in the island (the relevant energy spectrum can be treated as a continuous one).
The second-order electron tunnelling rate from the spin majority/minority (+/−) subband of the left (L) electrode to the spin majority/minority (+/−) electron channel of the right (R) electrode is given by [3]:

\[
\Gamma_{L\rightarrow R}^{\pm\rightarrow\pm} = \frac{2\pi}{\hbar} \sum_{i,f} \sum_{v} \frac{|\langle i|H_{t}|v\rangle\langle v|H_{t}|f\rangle|^{2}}{\varepsilon_{v} - \varepsilon_{i}} \delta(\varepsilon_{v} - \varepsilon_{i})
\]  

(1)

where \(\varepsilon_{i}\) and \(\varepsilon_{f}\) are the energies of initial \(|i\rangle\) and final \(|f\rangle\) states of the system, \(\varepsilon_{v}\) is the energy of the virtual state \(|v\rangle\), and \(H_{t}|i\rangle\) is the tunnelling Hamiltonian.

Taking into account the local quantization axes in all three electrodes (two external and the central one), and assuming constant (independent of energy) density of states in the leads and constant transfer matrix elements, one can write the tunnelling rate from the spin majority/minority (+/−) subband of the left electrode to the spin majority/minority (+/−) electron channel of the right electrode in the form,

\[
\Gamma_{L\rightarrow R}^{\pm\rightarrow\pm} = \frac{\cos^{2}\beta}{2} \cos^{2}\alpha \int \frac{d\varepsilon_{1} d\varepsilon_{2} d\varepsilon_{3} d\varepsilon_{4}}{2 \varepsilon_{1}^2 \varepsilon_{2}^2 \varepsilon_{3}^2 \varepsilon_{4}^2} \left(f(\varepsilon_{1})[1 - f(\varepsilon_{2})][1 - f(\varepsilon_{3})][1 - f(\varepsilon_{4})] \right)
\]

\[
\times \left( \frac{1}{\varepsilon_{2} - \varepsilon_{1} + E_{1}} + \frac{1}{\varepsilon_{4} - \varepsilon_{3} + E_{2}} \right)^{2} \delta(eV + \varepsilon_{1} - \varepsilon_{2} + \varepsilon_{3} - \varepsilon_{4})
\]

(3)
where \( f(\varepsilon) \) is the Fermi distribution function, \( \varepsilon_1 \) and \( \varepsilon_4 \) are the energies measured from the Fermi level of the left and right electrodes, whereas \( \varepsilon_2 \) and \( \varepsilon_3 \) are measured from the Fermi level of the island. Apart from this, \( E_1 \) and \( E_2 \) are the changes in the electrostatic energies associated with the two different virtual states:

\[
E_1 = e \left( \frac{e}{2} - \frac{VC_2}{C_\Sigma} \right) \quad \text{and} \quad E_2 = e \left( \frac{e}{2} - \frac{VC_1}{C_\Sigma} \right)
\]

where \( C_1 \) and \( C_2 \) are the capacitances of the left and right junctions, and \( C_\Sigma = C_1 + C_2 \). In the zero temperature approximation and for small voltages \((eV \ll E_1, E_2)\), the above integral can be calculated analytically and one gets

\[
\gamma = \frac{\hbar}{12\pi e} \left( \frac{1}{E_1} + \frac{1}{E_2} \right)^2 V^3 \quad \text{(4)}
\]

In the co-tunnelling regime, the electric current flowing through the system can be then calculated as

\[
I_{L\rightarrow R}(V) = e \sum_{\sigma=\uparrow, \downarrow} \sum_{\sigma'\rightarrow\sigma''} \left[ \Gamma^{\sigma\rightarrow\sigma'}_{L\rightarrow R} - \Gamma^{\sigma'\rightarrow\sigma''}_{R\rightarrow L} \right]
\]

where \( \Gamma^{\sigma\rightarrow\sigma'}_{L\rightarrow R} \) is the spin-dependent tunnelling rate for backward processes.

Let us now present some numerical results on electric current and tunnel magnetoresistance, obtained with the formulas derived above.

### 3. Numerical results and discussion

Using Equation (5), we can calculate co-tunnelling current for any magnetic configuration of the device, and hence also the tunnel magnetoresistance effect defined by the ratio \([4]\)

\[
TMR = \frac{I(\beta = 0, \alpha = 0)}{I(\beta, \alpha)} - 1 \quad \text{(6)}
\]

where \( I(\beta, \alpha) \) is the current flowing in the non-collinear magnetic configuration (in the parallel configuration we have \( \beta = 0 \) and \( \alpha = 0 \)).

In Figure 1, we show the results of numerical calculations of electric current flowing through the system as a function of the bias voltage for selected values of the angles. The upper part corresponds to \( \beta = 0 \), whereas the lower one to \( \beta = \alpha \). The electric current in the Coulomb blockade regime varies as the third power of the voltage, \( I \propto V^3 \).
Fig. 1. The electric current as a function of the bias voltage in a FM SET with non-collinear magnetizations for different angles between magnetic moments. The parameters taken in numerical calculations are: $C_1 = C_2 = 1 \text{ aF}$, $R_{i_2}^+ = 0.5 \text{ M} \Omega$, $R_{i_1}^- = 0.1 \text{ M} \Omega$, $R_{i_2}^+ = 25 \text{ M} \Omega$, $R_{i_2}^- = 5 \text{ M} \Omega$, whereas $R_i^w = \sqrt{R_i^+ R_i^-}$ for $i = 1, 2$. The bias voltage was applied symmetrically: $V_2 = -V_1 = -V/2$.

Fig. 2. The dependences of electric current (a), (c) and TMR (b), (d) on the angles between magnetizations, calculated for the bias voltage $V = 24 \text{ mV}$. The other parameters are the same as in Fig.1.

The currents flowing in the system depend on its magnetic configuration, and this difference gives rise to a nonzero TMR which, however, is constant over the whole bias range (this may change in systems where the assumptions made in this paper are
not obeyed). The angular dependence of current and the associated TMR is shown in Fig. 2 which clearly shows that electric current has a minimum in the antiparallel magnetic configuration, which corresponds to a maximum in TMR.

4. Conclusions

In this paper, we have studied transport characteristics of a single-electron transistor in the co-tunnelling regime. The analyzed device consists of a ferromagnetic particle (island) and two ferromagnetic external electrodes (made of the same material), whose magnetizations are oriented arbitrary. We have calculated electric current flowing through such a device and the corresponding TMR. Bias dependence of electric current reveals its variation with the bias as $I \propto V^3$, while the TMR effect is independent of the bias voltage. Furthermore, the current flowing through the system, as well as the TMR, strongly depend on the angles between magnetizations.
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The study of silver nanoparticles by scanning electron microscopy, energy dispersive X-ray analysis and scanning tunnelling microscopy
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The authors present results of studies on commercially available silver nanoparticles fabricated by Ameox Microelectronics and delivered in the form of silver powder. The studies were carried out by scanning electron microscopy (SEM), energy dispersive X-ray analysis (EDX) and scanning tunnelling microscopy (STM). Chemical analysis performed with the use of EDX revealed that the powder contains about 74% of silver. Further studies of the silver granulate by use of SEM explicitly indicated the presence of micrometre-size conglomerates composed of much smaller particles. Silver powder was dissolved in n-hexane, and colloid solution was obtained, in which the particles were subjected to the process of segregation. The colloid, obtained with this method, in which one expected to find particles of smaller sizes, was deposited on the Au(111) surface. The results of the studies of the sample prepared by means of STM enabled us to estimate the distribution of silver nanoparticles size, which appeared to be normal with a relatively small standard deviation.
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1. Introduction

Over the past few years, studies on nanosilver have remained of interests to many scientific groups because of its potential technological application in many spheres of life. The properties of silver nanoparticles investigated so far allow their use among others in medicine [1, 2], optics [3, 4], or in electronics [5, 6]. From the nanotechnological point of view, the application of nanosilver in the form of colloidal ink for forming conducting tracks with micrometrical width [7, 8] is of potential interest.

The technique of producing silver particles of nanometrical size is well known and widely used. It is based on thermal decomposition of silver salt of a fatty acid in the atmosphere of neutral gas (Argon) [9]. As a result of that process, powder consisting of silver particles surrounded by stabilising substances in the form of alkyl chain is
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obtained. Such particles demonstrate strong tendency for aggregation and formation compact micrometrical structures [10] only possible to segregate in organic solvents such as toluene, hexane, benzene [11].

In this paper, we describe results of nanosilver studies carried out by means of the following techniques: scanning electron microscopy (SEM), energy dispersive X-ray analysis (EDX) and scanning tunnelling microscopy (STM). Studies carried out by SEM and EDX, global techniques, enabled not only a detailed examination of silver powder morphology, but also its chemical composition analysis. However, they appeared insufficient for distribution analysis of single particle sizes. For this purpose, the STM high resolution technique was used. In the conducted experiment we managed to separate particles from the silver powder by means of hexane and then deposit them on the Au(111) surface. It allowed us to observe single particles with the use of STM and carry out a detailed distribution analysis of their size. The results we obtained proved a narrow particle size distribution which is well described by normal distribution.

2. Experimental

We used nanosilver in the form of silver powder supplied by Amepox Microelectronics. The studies of silver powder were carried out by means of a scanning electron microscope Vega 5135 MM from Tescan company (SE Detector, 30 kV, high vacuum $5 \times 10^{-3}$ Pa) working with EDX Link 300 ISIS from Oxford Instruments (Detector Si(Li), 30 kV, low vacuum 10 Pa, resolution 60 eV). The samples were prepared by fixing the powder particles to microscope holder, using a conducting carbon strip.

For single nanoparticle studies, we used a home-built STM [12] working in air at room temperature. Preparing the sample required separating single silver particles from the powder delivered for studies. For this purpose, we dissolved 1 mg of silver powder in 5 ml of hexane (Aldrich, Chromasolvz, 97%). The solution prepared in this way was subjected to the process of particles selection. Particles of sizes larger than nanometrical, deposited on the test tube bottom formed sediment but the smallest ones formed a homogeneous colloid solution. After 24 hours, 20 $\mu$l of the obtained colloid was additionally dissolved in 5 ml hexane, which allowed obtaining a transparent solution which was deposited on the Au(111) surface (Georg Albert PVD – Beschichtungen). After the evaporation of the solvent (two hours), the sample was examined with the STM microscopy. The studies were carried out under constant current mode $I_t = 1$ nA, at tip sample voltage $U_t = 0.2$ V. For the experiment, we used a mechanically sharpened, platinum-iridium tip (Pt 90%, Ir 10%).

3. Results and discussion

Figure 1 shows typical results of the studies of silver powder deposited on a carbon strip by means of SEM. Part (a) of the figure represents the view of the sample
at 300× magnification which stands for examining the area of 800×800 μm² surface. Around the examined area, one can notice the presence of objects of sizes within 200 μm to 300 μm. Those objects consist of tiny particles, as can be proved by SEM studies results gathered on one of the particles.

The above results are shown in Fig. 1b (25×25 μm² area, magnification 10 000×). It is easy to notice that the examined particles consist of a number of smaller objects of 0.5 μm to few micrometers in size. However, we did not manage to examine the structure of the observed nanoparticles because of difficulties connected with getting higher magnification. The problem was caused by washing out the details on SEM picture which appeared as a result of sample charging. The charging evidences low electric conductivity of the medium. It should be mentioned that the examined silver nanoparticles are surrounded by a nonconducting carbon stabilizer. In our opinion, the stabilizer is responsible for sample loading effects during the attempts of receiving a higher magnification. Another factor responsible for difficulties connected with getting higher magnification was high susceptibility of nanoparticles to aggregate into larger conglomerates. We should point here that, except for nanoparticle conglomerates, in silver powder there may appear stable grain of size ranging even to single micrometers. It is not unlikely that a part of the examined objects belongs to such categories.

In Figure 2, a standard EDX spectrum recorded on the examined sample is shown. In the middle part of the presented spectrum one can clearly see five peaks located between 2 kV and 4 kV. Those maxima are directly related to the silver characteristic lines K and L. The maximum located on the left part of the spectrum at 0.2 kV clearly
comes from carbon. The hardly visible maximum located at 0.5 keV is connected with the oxygen characteristic line. The carbon and oxygen spots in the examined samples confirm the presence of stabilizers composed of alkyl chains. The spectra obtained during EDX studies were used for carrying out the quantitative analysis. For that purpose, SEMQuant software and the ZAF procedure were applied. Quantitative analysis proved high silver contents (74%) in the examined samples. Except for silver, we also show the presence of coal and oxygen, the contents of which amounted to 21% and 5%, respectively.

Fig. 2. EDX characteristic spectrum obtained for silver powder. Visible peaks confirm the presence of carbon and oxygen substances in the sample.

Because of the failure of examining particles at high magnification with SEM, we decided to use microscope allowing picturing conducting surfaces with single nanometer resolution – STM. However, low conductivity of particles seemed to be an obstacle, which was indicated by SEM studies. But we should remember that STM can picture the areas and objects having relatively high resistances because of a high resistance of the tunnel junction. An additional argument for using STM was the relatively high silver contents in the examined samples, as well as their grained structure. In order to carry out STM studies, we had to use an additional preparing procedure by dissolving the powder in hexane.

The particles of nanometer size were separated and deposited on Au(111) surfaces, which was chosen as a surface for STM studies. In Figure 3a, a topographical 150×150 nm² STM picture of pure Au(111) just before deposition of particles is shown. In this picture, one can see large monoatomic flat area surfaces and a monoatomic 0.24 nm high step. Additionally, the height profile recorded along white arrow depicted in the figure is shown in the inset. Such topographic pictures are characteristic of pure gold and were recorded in various parts of Au(111) surfaces. After deposition of particles, we could also observe monoatomic flat terraces and 0.24 nm high
steps. But we also notice additional objects, not observed on pure gold. A typical topographical picture, obtained after deposition is shown in Fig. 3b. One can see that although thiol was not used as substance for binding nanoparticles to the gold surface [3], we managed to deposit firmly the sample.

![Figure 3](image_url)

**Fig. 3.** The STM picture of Au(111) surface before (a) and (b) after silver nanoparticle deposition, the area of scanning –150×150 nm². Inset in Fig. 3a shows the height profile taken along an arrow depicted in the figure.

![Figure 4](image_url)

**Fig. 4.** The histogram of silver nanoparticles sizes obtained by means of the STM results.

A sample prepared in this way exhibited stability during the studies in air and lack of coagulation processes. Observation of immobile single nanoparticles enabled the analyses of their size distributions. The obtained histogram (Fig. 4) confirms the fact
that for 100 observed nanoparticles – distribution of their sizes is a narrow normal one with a 6.4 nm average value and a 1.4 nm standard deviation. The theoretical curve of standard distribution fitted to the results of our studies (Fig. 4) was calculated by means of MS Excel program. The nanoparticle sizes calculated by us are comparable with the results of similar studies conducted with other measurement techniques [14, 15].

4. Conclusions

The obtained results of SEM and EDX studies confirm the fact that silver powder consists of micrometrical conglomerates which contain large amounts of silver (about 74%). During the studies, we have managed to separate single nanoparticles from the powder and deposit them on Au(111) surface without using thiol molecules. The results of STM studies demonstrated that the colloid created specially for these studies contained nanometrical particles and the nanoparticle silver analysis has shown that spread of sizes is a subject of normal distribution with a 6.4 nm average value and a 1.4 nm standard deviation.
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Phase diagrams and properties of the ground state of the anisotropic Kondo lattice model
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The properties of the half-filled Kondo lattice model with anisotropic intersubsystem exchange interaction \( J_{XY} \) and \( J_Z \) are discussed. The phase diagram and ground state characteristics of the system are determined within a variational mean-field approximation for the case of rectangular density of states (DOS) for itinerant electrons. The ground state phase diagram is found to exhibit five different phases: Kondo singlet state, two planar antiferromagnetic phases, and two Ising antiferromagnetic (Néel) phases.

Key words: Kondo lattice; exchange interaction; phase diagram

1. Introduction

The Kondo lattice model (KLM) is one of the most common models for heavy fermion materials, Kondo insulators and also for manganites (in its ferromagnetic version). In the model, charge fluctuations for localized electrons are suppressed, which leads to a coupled electron–spin system. Crucial for physics of this system is a strong competition between demagnetization resulting from the Kondo effect and magnetism, which tends to yield magnetic orderings. Up to now, most of the studies of this model focused on the case of isotropic exchange interaction [1–6].

In this paper, we present some of our results concerning the case of the Kondo lattice model (KLM) with anisotropic exchange couplings \( J_{XY} \) and \( J_Z \). The model is defined by the following Hamiltonian:

\[
H = \sum_{\langle ij \rangle} t c_i^\sigma c_j^\sigma + \sum_i J_Z S_i^z \sigma_i^+ + \frac{1}{2} J_{XY} \left( S_i^+ \sigma_i^- + S_i^- \sigma_i^+ \right)
\]

(1)

*Corresponding author, e-mail: masi@amu.edu.pl
where $S_i^\mu$ and $\sigma_i^\mu$ are the spin operators for localized $d$ electrons at $i$th site and those for itinerant $c$ electrons, respectively:

$$S_i^\mu = \frac{1}{2} \sum_{\sigma\sigma'} d_i^\sigma \tau_{\sigma\sigma'} d_i^{\sigma'}, \quad \sigma_i^\mu = \frac{1}{2} \sum_{\sigma\sigma'} c_i^\sigma \tau_{\sigma\sigma'} c_i^{\sigma'},$$

with the Pauli matrices $\tau_{\sigma\sigma'}$, and with a local constraint $d_i^+ d_i^- + d_i^- d_i^+ = 1$, such that every d orbital is always occupied by just one electron. The bandwidth parameter $D$ of c electron band is defined by $2D = 2zt$, where $z$ is the number of nearest neighbours (nn).

We performed a detailed analysis of the phase diagrams and thermodynamic properties of model (1) for $d$-dimensional hypercubic lattices and arbitrary, positive and negative $J_{XY}$ and $J_Z$ [7]. In the analysis, we used an extended mean-field approximation (MFA-HFA), analogous to that used in the treatment of the isotropic Kondo lattice model [2, 4]. Below, we only quote the main results of this investigation, concentrating on the case of a half-filled electron band. We restrict our analysis to the pure phases and assume rectangular density of states (DOS) for c electron band.

Considered phases are characterised by the following order parameters:

• planar antiferromagnetic (AF$_{XY}$)

$$\sigma_Q^{XY} \neq 0, \quad S_Q^{XY} \neq 0$$

where

$$\sigma_Q^{XY} = \frac{1}{2N} \sum_i \langle \sigma_i^x \rangle e^{-iQR}, \quad S_Q^{XY} = \frac{1}{2N} \sum_i \langle S_i^x \rangle e^{-iQR},$$

$$\sigma_i^x = c_i^+ c_i^-, \quad S_i^x = d_i^+ d_i^-.$$ 

• uniaxial AF state (AF$_Z$)

$$\sigma_Q^z \neq 0, \quad S_Q^z \neq 0$$

where

$$\sigma_Q^z = \frac{1}{N} \sum_i \langle 2\sigma_i^x \rangle e^{-iQR}, \quad S_Q^z = \frac{1}{N} \sum_i \langle 2S_i^x \rangle e^{-iQR}.$$ 

• Kondo state (K)

$$\lambda = \frac{1}{2N} \sum_i \langle [d_i^\sigma c_i^\sigma] + hc \rangle = \frac{1}{2N} \sum_k \langle [d_i^\sigma c_k^\sigma] + hc \rangle$$
2. Results and discussion

The ground state phase diagram of the considered model calculated for rectangular density of states (DOS) is shown in Fig. 1. In the next two figures, the plots of the order parameters and the quasi-particle gaps in the excitation spectrum as a function of increasing interactions are presented: in Fig. 2 as a function of $J_{XY}/2D$ for $J_Z = 0$, whereas Fig. 3 as a function of $J_Z/2D$ for $J_{XY}/2D = 0.14$.

The diagram in Fig. 1 has been derived for $J_{XY} \geq 0$ and consists of four phases: K Kondo singlet state, I AF$_Z$ Néel 1 (Ising AF with parallel sublattice uniaxial magnetizations of spins and electrons), II AF$_Z$ Néel 2 (Ising AF with antiparallel sublattice magnetizations) and II AF$_{XY}$ (planar AF with antiparallel sublattice $XY$ magnetization).

For $J_{XY} \leq 0$ the diagram has the same form with the replacement of II AF$_{XY}$ by I AF$_{XY}$ (planar antiferromagnet with parallel sublattice $XY$ magnetizations of spins and electrons).

Let us shortly point out the main conclusions:

- For small values of $J_{XY}/2D$ and $J_Z/2D$ the ground states are AF$_{XY}$, if $|J_{XY}|>|J_Z|$ and AF$_Z$ if $|J_{XY}|<|J_Z|$, for both signs of $J_{XY}$ and $J_Z$.

- For $|J_{XY}|>|J_Z|$ with increasing $|J_{XY}|/2D$ the system exhibits a transition from AF$_{XY}$ to Kondo state at $(|J_{XY}|/2D)_c$. The value $(|J_{XY}|/2D)_c$ depends on the strength of $J_Z$: $J_Z > 0$ reduces this critical value, whereas $J_Z < 0$ enhances it (cf. Fig. 1).

- For $0 < |J_{XY}|<|J_Z|$, the system remains in the I AF$_Z$ state for any $|J_Z|/2D$, if $J_Z < 0$, whereas for $J_Z > 0$ the increase of $|J_Z|/2D$ yields a transition II AF$_Z \rightarrow$ K, at the critical value $(|J_{XY}|/2D)_c$ which slowly decreases with increasing $J_Z/2D$ (cf. Fig. 1).
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Fig. 2. Variation of the II AF_{XY} and Kondo (K) order parameters and the quasiparticle gap at $T = 0$ as a function of $J_{XY}/2D$ for $J_Z = 0$.

Fig. 3. Variation of the II AF_{XY}, II AF_{Z} and Kondo (K) order parameters and the quasiparticle gap at $T = 0$ as a function of $J_{Z}/2D$ for $J_{XY}/2D = 0.14$.

- In the considered case of half filled electron band at $T = 0$ all phases are nonmetallic, with the quasi-particle gaps: $E_{g} = |J_{Z}S_{Q}^{Z}|$, for AF_{Z} states, $E_{g} = |J_{XY}S_{Q}^{XY}|$, for
AF\textsubscript{XY} states and \( E_g = \sqrt{D^2 + X^2} - D \), where \( X = (2J_{XY} + J_Z)\lambda \), for K state. Notice a sharp decrease of the gap at the transitions from AF\textsubscript{XY} and AF\textsubscript{Z} to Kondo state (cf. Figs. 2 and 3).

- With increasing \( J_Z/2D \) \((\infty < J_Z/2D < \infty)\) for fixed \( J_{XY}/2D > 0 \) one can observe the following sequences of transitions (cf. Figs. 1, 3):
  
  \[
  \begin{align*}
  &\text{I} \quad \text{AF}_Z \rightarrow \text{AF}_{XY} \rightarrow \text{II} \quad \text{AF}_Z \rightarrow \text{K}, \quad \text{if} \quad |J_{XY}|/2D < (J_{XY}/2D)_0 \\
  &\text{I} \quad \text{AF}_Z \rightarrow \text{AF}_{XY} \rightarrow \text{K}, \quad \text{if} \quad |J_{XY}|/2D > (J_{XY}/2D)_0,
  \end{align*}
  \]

where \((J_{XY}/2D)_0 = 0.145 \) for a rectangular DOS.

Our present studies of model (1) concentrate on the effects of external magnetic field and take into consideration mixed ordered phases.
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Properties of extended Hubbard models with anisotropic spin-exchange interaction
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The phase diagrams and electron orderings of the half-filled extended Hubbard models with anisotropic spin-exchange interactions ($J_\perp$, $J_\parallel$) are studied. The cases of ferromagnetic ($J_\alpha < 0$) and antiferromagnetic ($J_\alpha > 0$) exchange couplings are considered for repulsive on-site interaction ($U \geq 0$). The analysis of these $t$-$U$-$J_\perp$-$J_\parallel$ models is performed for $d$-dimensional hypercubic lattices including $d = 1$ and $d = \infty$ by means of the (broken symmetry) HFA supplemented, for $d = \infty$, by the slave-boson mean-field method. The basic features of the derived phase diagrams are discussed.
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1. Introduction

The extended Hubbard model with anisotropic spin exchange interactions is a conceptually simple phenomenological model for studying correlations and for description of magnetism and other types of electron orderings in narrow band systems with easy-plane or easy-axis magnetic anisotropy.

The model Hamiltonian is of the form:

$$ H = -\sum_{i,j,\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_{i,\sigma} n_{i\sigma} n_{i\bar{\sigma}} + (1/2) \sum_{i,j} J_\perp \left( \sigma_i^\dagger \sigma_j^\dagger + h.c. \right) + \sum_{i,j} J_\parallel \sigma_i^\dagger \sigma_j^\dagger \quad (1) $$

where $t$ is the single electron hopping integral, $U$ is the on-site density interaction, $J_\perp$ and $J_\parallel$ are XY and Z components of intersite magnetic exchange interaction, respectively, $\mu$ is the chemical potential, and $\Sigma'$ restricts the summation to nearest neighbours (nn). The spin operators $\{\hat{\sigma}_i\}$ are defined by $\sigma_i^\dagger = (1/2)(n_{i\uparrow} - n_{i\downarrow})$, $\sigma_i^\dagger = c_{i\uparrow}^\dagger c_{i\downarrow} = (\sigma_i^-)^\dagger$.

*Corresponding author, e-mail: czart@amu.edu.pl
For strong on-site repulsion and isotropic antiferromagnetic exchange \((J_\parallel = J_\perp = J > 0)\) the model (1) was extensively studied in the context of high \(T_c\) superconductivity (HTS). Recently, such a model with transverse (XY-type) anisotropic exchange has been proposed by Japaridze et al. [1] as a suitable approach for description of narrow band systems with easy-plane magnetic anisotropy. In particular, the authors studied the weak-coupling ground-state phase diagram of the one-dimensional \(t-U-J_\perp\) model at half filling \((n = 1)\) using the continuum-limit (infinite band) field theory approach [1] as well as (for \(U > 0\)) the density-matrix renormalization group (DMRG) method [2].

The purpose of our research is an extension of those studies and discussion of the properties of the \(t-U-J_\perp-J_\parallel\) model in arbitrary dimension \((1 \leq d \leq \infty)\), both at \(T = 0\) and \(T > 0\). We performed a detailed analysis of the phase diagrams and thermodynamic properties of this model for \(d\)-dimensional hypercubic lattices [3]. Preliminary results for the case \(J_\parallel = 0\), and \(2 \leq d \leq \infty\) have been given in [4].

In the analysis, we have used the (broken symmetry) HFA supplemented for \(d = \infty\) by the spin and charge rotationally invariant slave boson mean-field approach (SBMFA), analogous to that applied previously for the attractive Hubbard model [5] and the Penson–Kolb–Hubbard model [6]. In the following, we shortly summarize the results of our investigation of the model (1) obtained for \(1 \leq d \leq \infty\) lattices in the case of exchange interactions \(J_\parallel, J_\perp\) of either sign and \(U \geq 0\), and discuss basic features of the derived phase diagrams.

2. Summary of the results

In Figures 1–3 we show representative ground state diagrams of the model (1) at half-filling and \(U \geq 0\) derived for lattice structures of various dimensions, including \(d = 1, d = 2\) and \(d = \infty\). Figures 1 are plotted for \(J_\perp \neq 0, J_\parallel = 0\), Figs. 2 – for \(J_\parallel \neq 0, J_\perp = 0\) and Fig. 3 for \(J_\parallel = J_\perp = J\).

Fig. 1. Ground state phase diagrams of the half-filled \(t-U-J_\perp\) \((J_\parallel = 0)\) model: a) for the 1 D chain, b) for \(d = \infty\) hypercubic lattice, determined within the broken symmetry HFA. The SBMFA phase diagram for \(d = \infty\) is almost identical to (b). In 1 Fig. b: \(t' = td^2, J_\perp' = J_\parallel d\)
For $d = \infty$ the diagrams involve exclusively site-located magnetic orderings (cf. Fig. 1b): uniaxial ferromagnetic (F$_Z$) phase, with $x_{F_Z} = (1/N) \sum_i \langle \sigma_i^z \rangle \neq 0$, and antiferromagnetic (AF$_Z$) one, with $x_{AF_Z} = (1/N) \sum_i \langle \sigma_i^z \rangle \neq 0$, as well as the planar ferromagnetic (F$_{XY}$) phase, with $x_{F_{XY}} = (1/N) \sum_i \langle \sigma_i^+ \rangle \neq 0$, and antiferromagnetic (AF$_{XY}$) one, with $x_{AF_{XY}} = (1/N) \sum_i \langle \sigma_i^+ \rangle \neq 0$. It is shown in Fig. 1b plotted for the case of $J_{||} \neq 0, J_\perp = 0$. The diagram for $J_{||} \neq 0, J_\perp = 0$ has exactly the same form as Fig. 1b if one makes the replacements: $J_\perp \rightarrow J_{||}, F_{XY} \rightarrow F_Z, AF_Z \rightarrow AF_{XY}$ and $AF_{XY} \rightarrow AF_Z$. The phase diagrams for $d = \infty$ determined within SBMFA are almost identical to those obtained in HFA, although the values of the order parameters and the energy gaps in various phases can be substantially reduced by the correlation effects.

For $d \leq 3$, the model can also exhibit various bond-located orderings. In the considered case of repulsive $U$, they are realized for ferromagnetic exchange interactions ($J_{||} < 0$) in the weak/intermediate coupling regimes: in the case of $t$-$U$-$J_{\perp}$ model ($J_{||} = 0$) this is the triplet superconductivity (TS) order for $d = 1$ (Fig. 1a), whereas for the $t$-$U$-$J_{\perp}$ model ($J_{||} = 0$) the bond AF$_{XY}$ order (bAF$_{XY}$) for $d = 1$ (Fig. 2b) and the spin-flux (spin nematic) order (SF$_{XY}$) for $d = 2$ (Fig. 2a). The phase diagram of $t$-$U$-$J_{||}$ model for $d = 1$ shown in Fig. 2b has been obtained numerically using the level crossing approach for finite-size clusters, analogous to that applied previously for the Hubbard model with intersite Coulomb interaction by Nakamura [7]. The corresponding HFA diagram has a very similar form, except that close to the boundary line separating the AF$_{XY}$ and bAF$_{XY}$ states one finds a narrow regime of the mixed ordered phase: $AF_{XY} + bAF_{XY}$. 

![Fig. 2. Ground state phase diagrams of the half-filled $t$-$U$-$J_{||}$ ($J_{\perp} = 0$) model (a) for the $d = 2$ SQ lattice determined within the (broken symmetry) HFA, and (b) for the 1D chain, obtained numerically, using level-crossing approach for finite-size clusters (L = 12)](image-url)
In any dimension, for anisotropic exchange interactions the transition at \( T = 0 \) to the ferromagnetic phases (\( F_{XY} \) and \( F_Z \)) is of the first order (except of \( U = 0 \) for \( d = \infty \)) and occurs only above some critical values of \( |J_\alpha|/D \) (\( J_\alpha < 0, \alpha = \perp, || \)) which for large \( U \) decrease with increasing \( U \) (Figs. 1–3). This is in obvious contrast with the properties of the antiferromagnetic phases (\( AF_{XY} \) and \( AF_Z \)), which at \( T = 0 \) and \( U \geq 0 \) are stable for any \( J_\alpha > 0 \) and exhibit smooth crossovers from the weak coupling limit to the local magnetic moment regime with increasing \( J_\alpha > 0 \).

![Ground state diagram of the \( t-U-J \) model \((J = J_\perp = J_\parallel)\) at half filling for \( d = 2 \) SQ lattice calculated within (broken symmetry) HFA. The line denotes first-order phase boundary](image)

In Figure 4, we present the plots of order parameters with increasing \( |J_\parallel| \) at \( T = 0 \) for \( F_Z \) and \( AF_Z \) phases of the \( t-J_\parallel \) model \((U = 0)\) in \( d = \infty \).

![The order parameters \( x_\alpha \) at \( T = 0 \) as a function of the coupling parameters \( V_\alpha \) for \( AF_Z \) phase of the \( t-J_\parallel > 0 \) model (solid curve, \( V_\alpha = 2J^* \)) as well as for the \( F_Z \) phase of the \( t-J_\parallel < 0 \) model (dotted curve, \( V_\alpha = -2J^* \)), calculated for the \( d = \infty \) lattice \((J' = J_\parallel d, I' = t d^{1/2}, J_\perp = 0, U = 0)\)](image)

Let us shortly summarize our findings concerning possible effects of anisotropic spin exchange interactions at half-filling.

(i) The \( XY \) spin exchange \((J_\perp)\) can stabilize planar ferro- (antiferro) magnetic orderings with \( x_{F_{XY}} \neq 0 \) (for \( J_\perp < 0 \)) and \( x_{AF_{XY}} \neq 0 \) (for \( J_\perp > 0 \)), as well as the triplet superconductivity (TS), for \( d = 1 \) lattices in the weak/intermediate coupling regime and \( J_\perp < 0 \) (Fig. 1a), and the charge-flux (orbital AF) order for \( d = 2 \) lattices [3].
Extended Hubbard models with anisotropic spin-exchange interaction

(ii) The longitudinal exchange \((J_{||})\) favorize uniaxial ferro- (antiferro) magnetic orderings with \(x_{Fz} \neq 0\) (for \(J_{||} < 0\)), \(x_{AFz}\) (for \(J_{||} > 0\)), as well as the bond AF \(X_{z}Y_{z}\) order in the weak/intermediate coupling limit and \(J_{||} < 0\) for \(d = 1\), and the spin-flux (spin nematic) order for \(d = 2\) lattice (Figs. 2a, b and Fig. 4).

(iii) In the case of isotropic spin exchange \((J_{||} = J_{\perp} = J)\) and \(U = 0\) the stable phase at \(T = 0\) is the isotropic AF (F) state, for any \(J > 0\) \((J < 0)\), whereas \(U > 0\) favourizes the AF phase and makes this state stable also in a definite range of \(J < 0\) (cf. Fig. 3).

The problems studied are of relevance for various classes of narrow band magnetic materials including the transition metal and rare earth compounds, where the effects of exchange anisotropy can be important. Possible applications of the model considered include also unconventional superconductors showing close proximity of magnetic and superconducting orderings (see [1, 2] and references therein), e.g. (i) \((TMTSF)_{2}X\) family of organic materials (the Bechgaard salts), (ii) \(UGe_{2}, URhGe\) and \(ZrZn_{2}\) (coexistence of TS with magnetic orderings), (iii) the ruthenate compounds: \(Sr_{2}RuO_{4}\) (TS), \(SrRuO_{4}\) (F), \(SrRuO_{6}\) (AF). Let us also mention the experimentally observed easy plane anisotropy of the spin exchange in \(Sr_{2}RuO_{4}\).
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Fracton oscillations in the net fractals
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Assuming that the force constants scale as $\sigma(\lambda x) = \lambda^{-\alpha} \sigma(x)$, we construct the model of elastic (linear) excitations on a fractal (fractons). We show that the fractons, a specific class of fractals, “net fractals”, can be assumed as the log-scale phonons. Further, we discuss propagation of elastic medium perturbation in terms of fractional dynamics. Within this approach we find two different modes of vibrations, both expressed with the help of generalized Mittag–Leffler functions.
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1. Introduction

The concept of fractal has become a powerful tool in analysis of common aspects of many complex processes observed in physics, biology, chemistry or earth sciences. Brownian motion, turbulence, colloid aggregation or biological pattern formation can be fully understood only when the idea of self-similarity of fractal structures is applied [1]. The hallmark of fractality is a hierarchical organization of its elements, described by discrete scaling laws, which makes the fractal, regardless of the magnification or contraction scale, look the same. This property of fractals is called self-similarity, self-affinity or self-replicability. Although physical systems modelled by fractals are non-translation invariant, it is a well known fact that the self-similar fractals, as well as the physical quantities on fractal systems, show log-periodicities [1]. This opens the possibility to describe the symmetries of self-similar fractals in the way that is reminiscent of conventional formalism developed for crystalline systems. Motivated by this fact, we present a study of fractal excitations (fractons), which is similar in spirit to the phonon approach in the solid state theory.

A self-similar symmetry of a fractal is a transformation that leaves the system invariant, in the sense that taken as a whole it looks the same after transformation as it

*E-mail: z.bak@ajd.czest.pl
Consider a "net fractal" cluster as defined above, consisting of a specific model which, we believe, describes behaviour of some real systems. In our study, we focus on a universal level without referring to the specific physical model. In Eq. (2), one meets two problems: first, elastic constants $k_{m,n}$ and mass $m$ did before, although individual points of the pattern may be moved by the transformation. We say that $K \subset \mathbb{R}^3$ satisfies the scaling law $S$, or is a self-similar fractal, if $S:K = K$. Let us limit our considerations to fractals in which the self-similarity can be realized only via linear maps, i.e., transformations which point $r = (x_1, x_2, x_3) \in K \subset \mathbb{R}^3$ transform into point $r' = (x'_1, x'_2, x'_3)$ according to the formula $x'_i = S_i x_i + S_0$, where $i = 1, 2, 3$. The vector form of the linear self-similar transformation can be written as $r' = S \cdot r$, where $S$ is the matrix of the linear self-similar transformation. If we orient coordinate axes along the eigenvectors of the matrix $S$ (i.e., $x = (x_1, x_2, x_3) \rightarrow (\epsilon, \eta, \rho)$), then the linear self-similar mapping reduces to the transformation $S: (\epsilon, \eta, \rho) \rightarrow (\lambda_1 \epsilon, \lambda_2 \eta, \lambda_3 \rho)$. In the case of infinite-size fractals, also the inverse $S^{-1}$ mapping fulfils the self-similarity conditions $S^{-1} \cdot K = K$ and for any $x \in K$, we have

$$S^{-1} \cdot x = S_1^{-1} \cdot S_2^{-1} \cdot S_3^{-1} \cdot x = (\lambda_1^{-1} x, \lambda_2^{-1} \eta, \lambda_3^{-1} \rho)$$  \hspace{1cm} (1)

Consider a more general transformation of the type $S^{(m,n,l)} = (S_1)^m (S_2)^n (S_3)^l$, where $(S_j)^{m,n,l}$ denotes $n$-tuple superposition of transformation $S_j$ and define a class of infinite "net fractals" $G_{nf}$, for which the relation $S^{(m,n,l)}:G_{nf} = G_{nf}$ is valid. Action of $S^{(m,n,l)}$ transforms any point $x \in \mathbb{R}^3$ according to the formula $S^{(m,n,l)}: x = (\lambda_1^{-1} x, \lambda_2^{-1} \eta, \lambda_3^{-1} \rho)$, where $m, n, l$ are arbitrary (negative or positive) integers. In view of this relation, we have that $S^{(m,n,l)}:G_{nf} \subset G_{nf}$ i.e. $S^{(m,n,l)}$ are the injective scaling mappings. For any linear $S_1$ and $F_1 \subset \mathbb{R}$ by definition we have $S_1: F_1 = F_1$ and for any $x_0 \in F_1$ we have $S_1: x_0 = \lambda_1 x_0$, consequently $(S_1)^m: x_0 = \lambda_1^m x_0$. Using the logarithmic scale we have $\log(x_0/x_1) = m \ln \lambda_1 (m = \pm 1, \pm 2 \ldots)$. This is nothing but a 1D crystal lattice with the lattice spacing given by $a_1 = \ln \lambda_1$. Using the multi-logarithmic scale, we can see that the family of mappings $S^{(m,n,l)}$ is isomorphic with a 3D crystal lattice. This means that the isomorphism $S^{(m,n,l)} \leftrightarrow (m a_1, n a_2, l a_3)$ holds, the same refers to the placement of its characteristic building blocks. The purpose of this paper is to study the vibrations in a system deformable over fractal subset.

2. Fractons

Most theoretical studies of the vibrations of a fractal limit to considerations at universal level without referring the specific physical model. In our study, we focus on a specific model which, we believe, describes behaviour of some real systems. Consider a "net fractal" cluster as defined above, consisting of $N$ atoms with unit mass and linear springs connecting nearest-neighbour sites. The equations of motion of the atoms are [2]:

$$\ddot{u}_n(t) + \sum_m k_{m,n} u_n(t) = 0$$  \hspace{1cm} (2)

where the sum goes over all nearest neighbour sites of the fractal site $n$. When trying to work with Eq. (2), one meets two problems: first, elastic constants $k_{m,n}$ and mass...
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distribution depend on coordinates, and secondly, it is associated with the ambiguities
in the definitions of the local displacements \( u_n \). The local strain \( \epsilon (x, t) \) and
local displacements on the fractal system can be defined in two ways. One of the defi-
nitions refers to the internal geometry and microscopic interactions, while the other
defines the strain directly in terms of the effect of deformations on the (suitably aver-
aged) mass distribution. Since we are interested in the study of fractal acoustics, we
should use the latter definition which is directly relevant to the experiment. As was
pointed out by Alexander [2], in this case the vibrational displacements are the vec-
tors in the embedding space and are not restricted by the internal geometry of the frac-
tal. Let us now discuss the non-homogeneities of mass and force constants. Since, due
to rapid fluctuations, on a short length scales the strains and density can be defined
only as the scale dependent local averages [2], we can assume that fractal of the size \( r \)
has, on the average a mass \( m(r) = m_0(r/a)^d \), where \( d \) is the fractal mass dimension. It is
natural to assume that the self-similarity of the fractal is reflected also in the dilation
symmetry. Assuming that \( \omega \) is the eigenfrequency of the fracton oscillations, we can
find that the force constants \( k_i \) scale as \( k_i = m_i \omega^2 \propto (r/a)^d \omega^2 \). In view of the latter
relation, from here on, we assume that the forces which tend to restore the equilibrium
positions of species, are linear (as regards to the coordinates of the excited fractal
system). However, contrary to the conventional solid elastic constants, they are not
homogenous and depend on coordinates.

Let us assume that elastic forces follow the common power law scaling with the
separation [2]. As we have shown above, when presented in the logarithmic coordi-
nates, the mass density of such a fractal becomes uniform, the same refers to the elas-
tic constants. Suppose the fractal is perturbed locally (e.g., in the vicinity of the equi-
librium position \( x_0 \), with the energy \( \epsilon_0 \) and consider the amplitude of this excitation. In real
space, the amplitude of local fluctuation has the form \( u_n = |x_0 - x_n| \), while in the
log coordinates we have \( \zeta_n = |\xi_0 - \xi_n| \), where \( \zeta_n = \ln x_n \). Consider first a somewhat un-
realistic case when there are no broken bonds in the log-scale picture. In this case (in
the log scale) we have a homogeneous system with uniform mass and elastic constant
distribution. Under above conditions, application of the continuous medium approxi-
mation is justified. Thus, when perturbed the log coordinates \( \zeta_n \) and the local dis-
placement \( \zeta(x,t) \) should satisfy the classical wave equation \( \nabla^2 \zeta - \frac{1}{c^2}\frac{\partial^2 \zeta}{\partial t^2} = 0 \) with
the plane wave solution \( \zeta = \zeta_0 \exp(ik\zeta - i\omega t) = \zeta_0(x) \exp(i\omega t) \), when the relation \( \zeta_n = \ln x_n \) is taken into account. As we can see from above, the fracton appears to be the
log-scale phonon. When transformed to the physical space, the log-scale phonon solu-
tion displays power law scaling with purely imaginary scaling exponent. The exten-
sive discussion of the systems with complex scaling factors was given by Sornette [3],
who proved that this type of scaling results in log-periodic oscillations of physical
quantities. In classical physics, the Huygens principle says that any point of an iso-
tropic medium reached by a travelling wave is the source of an outcoming spherical
wave. By analogy to the Huygens principle, we assume that the fractal excitation can
excite neighbouring fractal cluster provided that there is some contact between them.
This means that wave propagation in a fractal, granular medium is associated with chaotic trajectories, which travel over chaotically distributed fractal clusters. There is no straight lanes which characterize sound propagation in conventional physics. The dead ends with no connection to the neighbouring fractal clusters play the role of temporary traps which slow down the propagation. This is nothing but the picture of continuous random walks (CTRW). Such scenario indicates that the model of space-time fractional diffusion can be applied in description of wave propagation [5]. Within this approach, the generalized wave equation for the amplitude of local oscillation \( u(x,t) \) can be formally written as [6]

\[
\frac{1}{c^{2\alpha}} D^{2\beta} u(x,t) - \frac{1}{c^{2\alpha}}, D^{2\alpha} u(x,t) = 0
\]

The fractional time derivative reflects the CTRW effect while fractional space derivatives describe the reduced dimensionality of the system. Let us write down the fractal counterpart of the wave-equation. Since there are many definitions of fractional derivatives in any approach which involves the fractional calculus techniques one should define which definition of fractional pseudo-differential are used. Following the approaches of [4, 5] we assume that the fractional time derivatives \( D^\alpha \) are that of Caputo, while the space \( D^\beta \) ones are these of Riesz [5, 6]. To avoid many cumbersome aspects of these operators it is enough to work with the Fourier transforms \( F\{u\} \) of the oscillation amplitude \( u(x,t) \) [5]:

\[
F\{D^{2\beta} u(x,t)\} = -k^{2\beta} F\{u(x,t)\}
\]

where \( k \) is the transform variable. A similar relation holds for the time derivative. Finding the solution of Eq. (3) for arbitrary values \( \alpha \) and \( \beta \) in its most general form is impossible, however, under additional assumptions we can find some specific solutions. Indeed, suppose we can separate the variables \( x \) and \( t \). This means we assume that \( u(x,t) = u_1(x)u_2(t) \). Provided that our solutions fulfill such an assumption, we can rewrite Eq. (3) as:

\[
\frac{1}{u_1(x)} D^{2\beta} u_1(x) - \frac{1}{c^{2\alpha}u_2(t)} D^{2\alpha} u_2(t) = 0
\]

Equation (4) is equivalent to two independent differential equations of single variable \( x \) or \( t \) which solved give us the oscillation amplitude in the form

\[
u(x,t) = u_1(x) |x|^{\beta-1} t^{\alpha-1} E_{\beta,\beta}(iK|x|) E_{\alpha,\alpha}(iKct)
\]

where \( E_{\alpha,\alpha}(x) \) is the generalized Mittag–Leffler function given by:

\[
E_{\alpha,\beta}(x) = \sum_{j=0}^{\infty} x^j \Gamma(j\alpha + \beta)
\]
3. Discussion and summary

The Mittag–Leffler function $E_{\alpha}(x)$ behaves like a stretched-exponential $\exp(-|x|^\alpha)$, at short times [4, 5] and like $x^\alpha$ as $x \to \infty$. As we know, the generalized Mittag–Leffler function can be assumed as the counterparts of exponential function defined on a space of fractional dimension. This means that for $\alpha \to 1$ solution of Eq. (6) reduces to conventional plane-wave $u \propto \exp(kx - i\omega t)$. Suppose that our finite system is extended over a continuous manifold $M$ limited by the boundary $\partial M$. Let us set the typical, Cauchy type, boundary conditions in the form $u(x,t)|_{\partial M} = 0$. It can be easily seen that in the case of symmetrical $M$ (e.g., $x \in [-L, L]$) solution of Eq. (6) can satisfy these boundary conditions. Indeed, our boundary conditions are equivalent to $E_{\alpha}(iK|L|) = 0$. This means that the number of allowed vibrational eigenmodes is equal to the number of zeroes $x_n$, i.e. $E_{\alpha}(x_n) = 0$ of the generalized Mittag–Leffler functions. Thus, the allowed values of $K$ ($K$ is the counterpart of the wave vector $k$ in the conventional, bulk systems) becomes quantized, $K_n = x_n/L$. As we know, Mittag–Leffler functions have a finite and odd number of zeroes thus the conditions $u(x,t)|_{\partial M} = 0$ makes that only a finite number of vibrational eigenmodes within finite fractal system is possible.

In summary, we have shown that the fracton excitations on the “net fractals”, when presented in the log-scale, resemble phonons in conventional 3D solids. The results obtained above refer to the “net fractals” which are ideal generalizations of some real fractals. Most real fractals consist of backbone and sidebranches (dead ends) attached to it. Thus, real fractals differ from the discussed above “net fractals” since they show the log-periodicity, at least along the backbone. It was suggested [2] that during vibration only the fractal backbone is stressed, while these parts of the mass which are located on the sidebranches are moved along rigidly without being strained. The arguments given above suggest that in a real dendritic fractal at most one vibrational eigenmode should display the log-scale features. We should point here that the fractal systems can be formed by an assembly of mobile particles (e.g. excitons or electrons confined within quantum well [7]). Their mobility and vibrations described by fractional spectral dimension are the source of unusual physical phenomena in these systems [8]. We believe that the presented model of fractal excitations provides a guideline for analysis of other phenomena on mesoscopic fractal systems like spin waves, resonant transmission/absorption through fractal slits, fractal plasmons or fractal antennas (fractal electrodynamics).
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The effect of electron–electron interactions on the conditions of existence of a surface state
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Electronic surface states in one-dimensional two-band tight-binding approximation model are studied using the Green function method. The local density of states at successive atoms in a semi-infinite chain, even in the case of atoms distant from the surface, is found to be clearly different from that observed in an unperturbed (infinite) chain. The surface atom occupancy is calculated self-consistently, with the effect of electron–electron interactions taken into account. The electron–electron interactions are shown to have a significant impact on the conditions of existence of surface states.
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1. Introduction

The presence of electronic surface states has a substantial effect on the properties of solids. Many apparently surprising features of mesoscopic and nanoscopic systems in which surface effects are particularly conspicuous, the surface representing a significant part of the whole, can be elucidated by the conditions of existence of surface states.

One of the basic models used for description of electronic properties of solids is the tight binding approximation (TBA) model. The pioneering studies on the conditions of existence of an electronic surface state, based on a single-band model of a finite crystal, were reported by Goodwin [1]. The single-band model was then generalized by Artman [2], who introduced a double-band model to investigate the existence of two types of surface states: Shockley states which are induced only by breaking the translational symmetry of a crystal, and Tamm states, generated as a result of introducing an additional perturbation [3]. A breakthrough was marked by the paper by Kalkstein and Soven [4], in which Green’s function formalism was used for the
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determination of properties of surface and bulk states in a semi-infinite crystal with a perturbed surface.

The problem of multi-electron effects and their impact on conditions of existence of a surface state has not yet been exhaustively discussed. Papers on chemisorption which is a related issue, are available, though [5, 6]. As in the case of chemisorption, the simplest way of including the impact of the multi-electron effects on the conditions of surface state existence consists in incorporating interaction of electron with charge density into the Coulomb model. Introducing the Hartree potential into the TBA model of a semi-infinite crystal amounts (in the simplest case) to surface atom site energy renormalization.

This study is focused on surface states in a 1 D semi-infinite atom chain being a model of an ionic crystal with two atoms in the unit cell [7, 8]. Multi-electron effects are taken into account only in the Hartree approximation. The surface atom occupancy and site energy values are found through self-consistent calculations using Green’s function formalism [4].

2. Model

The model assumes non-zero resonance integral values only for neighbouring sites. Orbitals s and p are alternately attributed to successive chain sites. Hence, resonance integrals for successive site pairs alternate in sign, taking values site energies associated with s or p orbitals denoted \( \alpha_e \) or \( \alpha_0 \), respectively (Fig. 1).

\[
\begin{array}{ccccccc}
\beta & -\beta & \beta & -\beta \\
+ & - & + & - & + & \ldots
\end{array}
\]

\[
a'_e, \quad \alpha_0, \quad \alpha_e, \quad \alpha_0, \quad \alpha_e
\]

Fig. 1. The model of a semi-infinite 1 D crystal with two-atom unit cell. The surface site \((n = 0)\) is occupied by an adatom with the site energy \( \alpha'_e \). The alternating resonance integral sign is a consequence of interaction between s and p orbitals.

The wave function in the TBA model is assumed to be a linear combination of atomic functions:

\[
|k\rangle = \sum_n (c_{2n}|2n\rangle + c_{2n+1}|2n+1\rangle)
\]

the sum involving all the two-atom unit cells. Expressed in the atomic function basis, the Hamiltonian of an infinite (unperturbed) chain has the following form:
\[ \hat{H}_0 = \sum_n (\alpha_n |2n\rangle \langle 2n| + \alpha_e |2n+1\rangle \langle 2n+1| + \beta |2n\rangle \langle 2n| - \beta |2n+1\rangle \langle 2n+1|) \] (2)

A surface introduced into the system is regarded as a perturbation breaking the infinite chain into two separate semi-infinite ones [6]:

\[ \hat{H} = \hat{H}_0 + \hat{V} \] (3)

\[ \hat{V} = (\alpha'_e - \alpha_e)(|1\rangle \langle -1| + |0\rangle \langle 0|) + \beta(|1\rangle \langle 0| + |0\rangle \langle -1|) \] (4)

The non-zero values of elements \( V(0,0) \) and \( V(1,1) \) allow adsorption of atoms of various types.

Derived from the secular equation for Hamiltonian \( \hat{H}_0 \), the expansion coefficients \( c_n \) and the dispersion relation read as follows:

\[ \begin{cases} 
  c_{2m} = A e^{i\theta/2} \\
  c_{2m+1} = A B e^{i\theta/2} 
\end{cases} \] (5)

\[ X = \pm \sqrt{\tau^2 + 2 - 2 \cos \theta} \] (6)

where

\[ A = \sqrt{\frac{X + \tau}{2N \xi}}, \quad B = \frac{2i \sin(\theta/2)}{X + \tau} \] (7)

and

\[ \xi = \begin{cases} 
  X, & |X| > \tau \\
  \tau, & |X| < \tau 
\end{cases} \] (8)

Parameters \( X \) and \( \theta \) represent the dimensionless energy and wave vector, respectively:

\[ X = \frac{E - \overline{\alpha}}{\beta}, \quad \theta = \frac{2\pi k}{N} \] (9)

\( \overline{\alpha} \) and \( \tau \) are defined as follows:

\[ \overline{\alpha} = \frac{\alpha_e + \alpha_o}{2}, \quad \tau = \frac{\alpha_e - \alpha_o}{2\beta} \] (10)

The Greenian matrix elements:

\[ \hat{G}_0(k) = \sum_n \frac{|n\rangle \langle n|}{E - E_n(k)} \] (11)
expressed in the atomic function basis, read within the energy bands:

\[ G_0(2m,2n) = -\frac{X + \tau}{\beta} \frac{t_Z^{\alpha-m}}{t_c - t_s} \]  
\[ G_0(2m+1,2n+1) = -\frac{X - \tau}{\beta} \frac{t_Z^{\alpha-m}}{t_c - t_s} \]  
\[ G_0(2m,2n+1) = \frac{1-t_Z}{\beta} \frac{t_Z^{\alpha-m}}{t_c - t_s} \]  
\[ G_0(2m+1,2n) = \frac{1-t_Z^{-1}}{\beta} \frac{t_Z^{\alpha-m}}{t_c - t_s} \]  

where

\[ t_s = Z + \text{sign}(X) i \sqrt{Z^2 - 1}, \quad t_c = Z - \text{sign}(X) i \sqrt{Z^2 - 1} \]  

and

\[ Z = \frac{\tau^2 + 2 - X^2}{2} = \cos \theta \]  

Selected Greenian matrix elements for perturbed (semi-infinite) crystal can be found from the Dyson equation:

\[ \hat{G} = \hat{G}_0 + \hat{G}_0 \hat{V} \hat{G} \]  

The diagonal elements read:

\[ G(m,m) = G_0(m,m) + \frac{G_0(0,m)(G_0(m,0)V(0,0) + G_0(m,-1)V(-1,0))}{1 - G_0(0,0)V(0,0) - G_0(0,-1)V(-1,0)} \]  

This allows the determination of the local density of states (LDOS):

\[ \rho(X,m) = -\pi \text{Im}\left[ \beta G(m,m) \right] \]  

and the surface state occupancy in successive chain sites:

\[ \langle n(m) \rangle = \text{Res}\left[ G(m,m), X_s \right] \]  

where \( X_s \) is the surface state energy determined from the condition of \( G(m,m) \) zeroing.
Self-consistent renormalization of the site energy at successive sites is necessary for electron–electron interactions to be taken into account. By defining

\[ \tau_m = \frac{\alpha_m - \alpha}{\beta}, \quad \alpha_m = \alpha_0, \alpha, \alpha_0, \alpha, \alpha_0, \ldots \]  \hspace{1cm} (22)

we get:

\[ \tau'_m = \tau_m + U \langle n(m) \rangle \]  \hspace{1cm} (23)

where \( U \) is a parameter defining interaction of electron with charge density. Surface state localization is equivalent to state occupancy fading inward the crystal. Therefore, the highest site energy gradient is expected at the surface. In the first approximation, site energy modification can concern only the surface atom.

The surface perturbation parameter can be expressed as follows:

\[ \Delta_e = \frac{\alpha'_e - \alpha}{\beta} = \tau'_0 - \tau_{2m}, \quad m = 1, 2, 3, \ldots \]  \hspace{1cm} (24)

When interaction of electron with charge density is taken into account:

\[ \Delta'_e = \tau'_0 - \tau_{2m}, \quad m = 1, 2, 3, \ldots \]  \hspace{1cm} (25)

In the case considered here (\( \tau = 1 \)), the surface state energy is expressed by the following formula:

\[ X_{s\pm} = \frac{1 + \Delta'_e \pm \sqrt{1 - 4 \Delta'_e^2 + 6 \Delta'_e^2 + 4 \Delta'_e^2 + \Delta'_e^6}}{2 \Delta'_e^2} \]  \hspace{1cm} (26)

\( X_{s+} \) and \( X_{s-} \) being the solutions valid for \( |\Delta'_e + 1/2| > \sqrt{5}/2 \) and \( \Delta'_e < 0 \) respectively.

### 3. Results

Computations were performed at \( \tau = 1 \) (\( \alpha_e - \alpha_0 = 2 \beta \)). Figure 2 shows the surface state energy, \( X_s \), plotted versus the surface perturbation. No Shockley states are found to exist in the model discussed [5], as no surface states are found in the absence of perturbation. Tamm states, induced through modifying the surface atom site energy, are found to emerge from the upper energy band (associated with \( \alpha_e \)).

The surface states emerging from the bottom edge of the band are induced by an arbitrarily small perturbation value. For surface states to be induced above the upper band, however, the perturbation value must be positive and fulfill the condition \( \Delta'_e > 1/2(\sqrt{5} - 1) \). Perturbation values from the interval \( 0 < \Delta'_e < 1/2(\sqrt{5} - 1) \) correspond to the non-existence of surface states. The solid and dotted lines in Fig. 2 represent...
surface state levels found with or without the electron–electron interactions taken into account, respectively. Clearly, the multi-electron effects (in the Hartree approximation) boost the surface state energy levels, resulting in weakened or strengthened localization of surface states below or above the upper band, respectively. However, the electron–electron interactions have no effect on the interval of surface perturbation parameter values at which surface states are found to exist.

The effect of the surface on the electronic states in the considered chain is the most evident in the LDOS spectrum. Figure 3 shows the LDOS plots obtained for the four sites closest to the surface: $n = 0, 1, 2, 3$. Three different perturbation values are assumed, corresponding to surface state appearing below the upper band ($\Delta_e = -0.75$), not induced at all ($\Delta_e = 0.5$), and induced above the upper band ($\Delta_e = 1$). The solid and dotted lines represent the LDOS calculated with multi-electron effects taken into account or neglected, respectively. As a result of including the multi-electron effects, the LDOS in the upper band is increased; at the same time, the occupancy of the surface state below the band decreases, and the state moves towards the band edge. An opposite effect is found to occur for the surface state above the upper band: the LDOS in the band is found to decrease, while the surface state occupancy increases and the state moves inwards the gap. Comparing relative occupancy changes at successive sites, one notes a stronger localization in states closer to the band edge. Because of band asymmetry, the surface state occupancy should be compared between either even or odd sites. With multi-electron effects taken into account, the occupancy ratio of site ($n = 0$) (the surface atom) to site $n = 2$ is found to increase or decrease for states above or below the upper band, respectively. Note that even in the absence of surface states, the presence of the surface still affects the LDOS spectrum. The van Hove singularities at the band edges are eliminated, and LDOS minima appear inside the bands.
Conditions of existence of a surface state

Fig. 3. The local densities of states, ($\pi \rho (X)$) at successive chain sites starting from the surface ($n = 0, 1, 2, 3$). Results obtained at three different perturbation values, $\Delta_n$, are grouped into columns. The dashed line represents the LDOS for infinite chain. The dotted and solid lines represent the LDOS found for semi-infinite chain with electron–electron interactions neglected or taken into account, respectively. The arrows indicate the surface state occupancy.

4. Conclusions

Focused on the effect of electron–electron interactions on the conditions of surface state existence (in the Hartree approximation), the study presented above shows that the localization of surface states generated above or below the upper energy band can be increased or decreased, respectively, by the electron–electron interactions in the considered model. However, the interval of perturbation of the values of surface...
parameters corresponding to surface state existence is found to remain unaffected by taking these interactions into account in the calculations.
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Spin reversal processes in a single molecular magnet between two ferromagnetic leads
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The effect of spin polarized transport between ferromagnetic metallic electrodes on the relaxation process of a single molecular magnet (SMM) is considered theoretically. The relaxation times are calculated in the second order approximation (Fermi golden rule). The main objective of the work is to analyze the possible mechanisms responsible for the reversal of a SMM's spin. We investigate the regime in which the spin reversal is driven by an external magnetic field. In such a case, the magnetic switching of a SMM is essentially induced by the quantum tunneling of magnetization. The total charge flowing between the electrodes during the reversal process is calculated, and the analysis shows that such a system under consideration can serve as an electronic pump.
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1. Introduction

In recent years, with the advent of new experimental techniques allowing to attach electrodes to individual molecules, transport properties of single molecules have attracted much attention [1–4]. Among many distinctive classes of molecules, the ones with permanent magnetic moment (single molecular magnets, SMMs) are of particular interest. Their uniqueness follows from their special behaviour in the presence of magnetic field [5, 6]. Due to their large spins and high anisotropy barriers, these molecules exhibit magnetic hysteresis loops with characteristic steps caused by the quantum tunneling of magnetization (QTM). Both their properties and their nanoscale size put SMMs forward as a potential candidate for future applications in information storage and information processing, as well as in spintronics devices.

*Corresponding author, e-mail: maciej_misiorny@epf.pl
The main objective of this work is to investigate the influence of exchange interaction between tunneling electrons and a SMM on the relaxation processes which accompany QTM driven by an external magnetic field. Coupling of the SMM to external leads (via tunneling electrons) is the main source of spin relaxation in the case under consideration. Moreover, the relaxation processes are associated with a transfer of charge from one lead to the other (at zero bias voltage). Consequently, the system may be considered an electronic pump, in which the charge flow between electrodes is driven by an external magnetic field due to the effect of QTM.

2. Model

The system under consideration consists of a SMM sandwiched between two ferromagnetic leads: left (L) and right (R). Magnetic moments of the leads are collinear and either parallel or antiparallel to an external magnetic field along the z axis. The leads are characterized by parabolic conduction bands with the energy dispersion $\epsilon_{pK}^{\sigma}$, for $p = L, R$. Interaction between the electrons in the leads and the SMM is described by the Appelbaum Hamiltonian [7, 8]:

$$H_{app}^{int} = \sum_{\alpha \beta} \frac{J}{N_L N_R} \sigma_{\alpha \beta} \cdot S \left( a^{\alpha+}_{L \alpha} a^{\beta+}_{R \beta} + a^{\alpha-}_{L \alpha} a^{\beta-}_{R \beta} \right)$$  

where $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ is the Pauli spin operator, $S$ stands for the SMM spin operator, $a^{\alpha+}_{i \alpha}$ ($a^{\alpha-}_{i \alpha}$) is the creation (annihilation) operator of an electron in the lead $p$ ($p = L, R$), and $J$ is the exchange interaction constant (assumed independent of energy and polarizations of both leads). Furthermore, $J$ is normalized in such a way that it is independent of the size of the electrodes, and $N_L$ ($N_R$) denotes the number of elementary cells in the left (right) lead. Using the Hamiltonian (1), we restrict our considerations only to the case of all electrons scattered off the SMM to the opposite electrode (electrons interact with the SMM during the tunneling processes).

The effective Hamiltonian for the ground state spin multiplet of an independent SMM can be written in the form [5, 6],

$$H_{SMM} = -D S_z^2 + E \left( S_z^2 + S_z^2 \right) + g \mu_B \left( H_z S_z + H_x S_x \right)$$  

where $D$ and $E$ are the second-order anisotropy constants, and the last term stands for the Zeeman energy. The transverse terms (the terms proportional to $E$ and $H_x$) account for the occurrence of QTM at resonant fields during the magnetic field sweeping. In the absence of transverse terms and assuming that $H_z = -H$, the energy of the state corresponding to $S_z = m$ is

$$E_m = -D m^2 - g \mu_B H m$$  

3. Theory and method

The Fermi golden rule was applied to derive characteristic transition times between the neighbouring molecular states. The times for transitions from $S_z = m$ to $S_z = m + 1$, i.e., to the state with larger $S_z$ component, are given by the following formulae:

\[
\frac{1}{\tau_{mm}^{LR}} = \frac{1}{\tau_{mm}^{RL}} + \frac{1}{\tau_{mm}^{RR}}
\]

\[
\frac{1}{\tau_{mm}^{LR}} = \frac{2\pi}{\hbar} \left| \int v_{ee}^L D^L_+ v_{ee}^R D^R_+ [A_+(m)]^2 \right| ^2 \zeta \left[ D(2m+1) + g\mu BH \right]
\]

\[
\frac{1}{\tau_{mm}^{RL}} = \frac{2\pi}{\hbar} \left| \int v_{ee}^L D^L_- v_{ee}^R D^R_- [A_-(m)]^2 \right| \zeta \left[ D(2m+1) + g\mu BH \right]
\]

where the indices $LR$ and $RL$ distinguish between electrons tunneling from left to right and from right to left, respectively. Apart from this, $D^p_\sigma$ is the density of states at the Fermi level in the lead $p$, $v_{ee}^p$ is its primitive cell volume, $A_\sigma(m) = \sqrt{S(S+1) - m(m \pm 1)}$, and $\zeta(\varepsilon) = \varepsilon / [1 - \exp(-\varepsilon\beta)]$ with $\beta = (k_BT)^{-1}$. Analogously, for the transitions from $S_z = m$ to $S_z = m - 1$ we find

\[
\frac{1}{\tau_{mm}^{LR}} = \frac{1}{\tau_{mm}^{RL}} + \frac{1}{\tau_{mm}^{RR}}
\]

\[
\frac{1}{\tau_{mm}^{LR}} = \frac{2\pi}{\hbar} \left| \int v_{ee}^L D^L_- v_{ee}^R D^R_- [A_-(m)]^2 \right| \zeta \left[ -D(2m-1) - g\mu BH \right]
\]

\[
\frac{1}{\tau_{mm}^{RL}} = \frac{2\pi}{\hbar} \left| \int v_{ee}^L D^L_+ v_{ee}^R D^R_+ [A_+(m)]^2 \right| \zeta \left[ -D(2m-1) - g\mu BH \right]
\]

Now, we calculate the mean value of the SMM’s spin as a function of magnetic field $H$ taking into account the effect of QTM in the molecule:

\[
\langle S_z \rangle = -S \left[ 1 - \sum_{n=0}^{M} P_{S-n}(H) \right] + \sum_{n=0}^{M} (S-n) P_{S-n}(H)
\]
\[ e \dot{P}_S = \frac{1}{\tau_{S-1}} P_{S-1} \]
\[ e \dot{P}_m = \frac{1}{\tau_{m-1}} P_{m-1} - \frac{1}{\tau_m} P_m, \quad S - M + 1 \leq m \leq S - 1 \]
\[ e \dot{P}_{S-M} = -\frac{1}{\tau_{S-M}} P_{S-M} \]

where \( \dot{\phi} \equiv d\phi/dH \) and \( e \equiv dH/dt \) is the field sweeping rate. In Eqs. (9) we neglected the relaxation to the lower states, for transition times \( \tau_m \to 0 \) when \( m \geq 1 \) for the relevant magnetic fields. Additionally, relaxation times \( \tau_m \) are considerably smaller than the time scale set by the rate at which the field is varied. Consequently, we assumed that the SMM relaxes to the state \( S_z = S \) before each subsequent tunneling act. Therefore the boundary conditions for resonant field \( H^{(M)} \) are:

\[
\begin{align*}
P_0 \left( H = H^{(M)} \right) &= \sum_{j=0}^{M-1} \tilde{P}_{S-j} \\
P_m \left( H = H^{(M)} \right) &= 0, \quad S - M + 1 \leq m \leq S - 1 \\
P_{S-M} \left( H = H^{(M)} \right) &= \tilde{P}_{S-M}
\end{align*}
\]

where \( \tilde{P}_{S-j} \) is the probability for SMM to tunnel from the state \( S_z = -S \) to the state \( S_z = S - j \). The latter can be obtained analytically with the use of the two-level Landau–Zener model \([1, 9, 10]\),

\[
\tilde{P}_{S-j} = (1 - F_j) \prod_{n=0}^{j-1} F_n \quad \text{and} \quad F_n = \exp \left( -\frac{\pi A^2}{2(2S - n) \hbar g \mu_B c} \right)
\]

Each relaxation process is associated with a single electron charge transfer from one electrode to the other. The total average number of electrons flowing between the electrodes due to relaxation processes during the reversal of the SMM’s spin driven by an external magnetic field owing to QTM is

\[
Q_{LR} = \frac{1}{c} \sum_{j=1}^{M} \int_{H^{(j)}}^{H^{(j+1)}} dH \ P_{S-j} \left( H \right) \left[ \frac{1}{\tau_{S-j}^{LR} \left( H \right)} - \frac{1}{\tau_{S-j}^{RL} \left( H \right)} \right]
\]

where \( M \) is determined from the condition \( \tilde{P}_{S-(M+1)} = 0 \), which essentially means that QTM is no longer observed in the system. Since relaxation processes due to the interaction of electrons tunneling between the leads with the SMM take place extremely
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fast, we assumed that transition times \( \tau_{S_j}^{LR} \) and \( \tau_{S_j}^{RL} \) do not depend on the field. Consequently, we were able to solve analytically Eqs. (9) and (12):

\[
Q_{LR} = \Gamma \sum_{j=1}^{M} j \tilde{P}_{S_j}
\]

where \( \Gamma \) is the coefficient whose value depends on whether we consider the parallel or antiparallel configuration of magnetic moments of the electrodes. It can be expressed in terms of polarizations of the electrodes, \( P^p \) for \( p = L, R \), defined as

\[
P^p = \frac{D^p - D^m}{D^p + D^m}
\]

where + and – denote majority and minority electrons in the electrodes, respectively:

\[
\Gamma_{\text{parallel}} = \frac{P^L - P^R}{1 - P^L P^R} \quad \text{and} \quad \Gamma_{\text{antiparallel}} = \frac{P^L + P^R}{1 + P^L P^R}
\]

4. Numerical results and discussion

Consider now the numerical results obtained with the formulae derived above. The average spin of a SMM (see Fig. 1) and the number of electrons pumped between the electrodes during the reversal of the SMM’s spin driven by an external magnetic field (Fig. 2), have been calculated for Fe8, using the parameters from Refs. [5] and [10]. Since the blocking temperature for Fe8 is 0.36 K, the numerical calculations have been done for \( T = 0.01 \) K, when no thermal excitations are allowed. For the electrodes we assumed: \( \nu_{ec}^L = \nu_{ec}^R = 10^{-28} \text{ m}^3 \), and free electron density \( n = 10^{29} \text{ m}^3 \). Apart from this, we assumed \( J = 1 \text{ meV} \).

It is apparent that the average charge, \( Q_{LR} \), transferred between the electrodes during the reversal process of SMM’s spin depends on \( M \), i.e. the number of states to which the system can tunnel from its initial state \( S_z = -S \) (Eq. (13)). Moreover, \( Q_{LR} \) depends on the field sweeping rate \( c \) through the probabilities \( \tilde{P}_{S_j} \) (Eq. (11)). It follows from the analysis of their behaviour as functions of \( c \) that we can restrict considerations to the range \( 0.1 \leq c \leq 1 \text{ T/s} \), in which up to 5 levels are engaged in the reversal process.

The mean value of the SMM’s spin is shown in Fig. 1 as a function of magnetic field. It exhibits characteristic steps which occur owing to the QTM for certain values of the field. The height of steps depends on the field sweeping rate through the Landau–Zener probabilities (11). The higher the rate, the more levels take part in the reversal process.
The average charge pumped between the leads depends on the field sweeping rate, magnetic configuration of the electrodes, and the spin polarization of the leads. In Figure 2, we show the average charge pumped between the electrodes in the parallel configuration. One may notice that the sign of the average charge pumped between the leads (direction of average electron flow) is determined by the electrode polarizations. The direction of electron flow can be described by an auxiliary parameter $\alpha = P^R/P^L$. Let us assume that $P^L$ is kept constant, while $P^R$ is varied. In the case shown in Fig. 2, the electrons flow from left to right for $0 \leq \alpha < 1$, whereas for $1 < \alpha \leq 1/P^L$ they flow in the opposite direction. For $\alpha = 1$ there is no resultant flow of charge.
In conclusion, we have shown that the exchange interaction of electrons tunneling between two electrodes and a SMM leads to charge pumping during the spin reversal process due to QTM driven by an external magnetic field. The effect can be accounted for by taking into account spin relaxation processes involving electron transitions between different electrodes.
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Electronic structure of $\text{U}_5\text{Ge}_4$
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$\text{U}_5\text{Ge}_4$ crystallizes in a hexagonal $\text{Ti}_5\text{Ga}_4$ type structure with two inequivalent crystallographic sites occupied by uranium atoms. The band structure calculations were performed by the method of tight binding version of the linear muffin-tin orbital in the atomic sphere approximation (TB-LMTO ASA). The calculations showed that both types of uranium atoms can be magnetically ordered and then their spin magnetic moments are equal to 0.5 and $-1.2 \mu_B$/atom, respectively.
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1. Introduction

Uranium germanides have been widely investigated both experimentally and theoretically because of their interesting anomalous physical properties. The recent thorough reinvestigation of the U–Ge system has finally established the existence of six compounds with the chemical formulae $\text{U}_5\text{Ge}_4$, $\text{UGe}$, $\text{U}_3\text{Ge}_5$, $\text{UGe}_2$, $\text{UGe}_3$ and $\text{UGe}_{2-x}$, where $0.30 < x < 0.35$ [1]. $\text{U}_5\text{Ge}_4$ crystallizes in a hexagonal $\text{Ti}_5\text{Ga}_4$ type structure with $P6_3/mcm$ space group [2]. The unit cell has a complex structure and contains 18 atoms: uranium atoms occupy two inequivalent sites, 4d and 6g, and germanium atoms also two sites: 6g and 2b. Magnetic susceptibility investigations showed a nearly temperature independent paramagnetic behaviour down to 2 K [1, 2]. Lack of magnetic order was explained by a direct overlap between 5f shells of uranium U(4d) along the $c$ axis, according to a short distance between each U(4d) atom, and delocalization of 5f electrons of U(6g) atoms probably occurring via hybridization effects with the sp shells of the surrounding germanium atoms. The interatomic distances between uranium atoms are as follows [2]: U(4d)–U(4d) 2.931 Å, U(4d)–U(6g) 3.484 Å and U(6g)–U(6g) 3.832 Å. This means that the distances are below and above so-called Hill limit [3] equal to ca. 3.4 Å, and one can expect magnetic moments lo-
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cated on U(6g) atoms. A similar situation was observed in UGe [4], where for one of three types of uranium atoms, the inter-uranium distances were below the Hill limit, and for remaining ones – above the Hill limit, which strongly influenced their magnetic moments.

The aim of this paper is to present the electronic structure of U₅Ge₄ for both non-magnetic and a hypothetical magnetic case.

2. The method of calculations and results

The electronic structures for nonmagnetic and magnetic cases were calculated using the spin-polarized tight-binding linear muffin-tin orbital (TB LMTO) method in the atomic sphere approximation (ASA) [5, 6].

![Fig. 1. The total (per f.u.) and site projected (per atom) densities of electronic states (DOS) for U₅Ge₄ in the paramagnetic state (a) and a hypothetical magnetic state (b)](image)

The overlap volume of the muffin-tin spheres is about 9%. The standard combined corrections [5] for overlapping were used to compensate errors due to the ASA. The experimental values of the lattice constants [2] were used in the calculations. Spin-orbit interactions were taken into account in the form proposed by Min and Jang [7]. The exchange correlation potential was assumed in the form proposed by von Barth and Hedin [8]. Self-consistent calculations were carried out for 396 k-points in the
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irreducible wedge (1/24) of the Brillouin zone. For integration over the Brillouin zone the tetrahedron method was used [9]. The iterations were repeated until the total energies of the consecutive iteration steps were the same within the error of 0.01 mRy.

The X-ray photoemission spectroscopy (XPS) is a very useful tool to confirm the band structure calculations. To the best of our knowledge, up to now, spectra of $U_5Ge_4$ have not been recorded. We present computed photoemission spectra. The method used here consists in weighting the density of states (DOS) with appropriate atomic cross sections for photon scattering [10] and applying a convolution with a Gaussian function which accounts for a finite experimental resolution $\delta$. In our case, the photon energy is equal to 1486.6 eV (AlK$_\alpha$ source) and the parameter $\delta$ is equal to 0.3 eV.

The densities of electronic states (DOS) are presented in Fig. 1 for nonmagnetic and magnetic cases. In both cases, the valence bands can be divided into three parts:

- around 18–20 eV below the Fermi level ($E_F$) formed mainly by 6p electrons of the uranium atoms;
- around 7–10 eV below $E_F$ formed mainly by Ge(4s) electrons;
- between 5 and 0 eV below $E_F$, formed by Ge(4p) and U(6d+5f) electrons.

Table 1. Spin projected ($\uparrow$, $\downarrow$) densities of electronic states (DOS $\{\text{states/(eV spin (f.u. or atom))}\}$) at the Fermi level for $U_5Ge_4$ in a nonmagnetic state (PM) and a magnetic one (FM)

<table>
<thead>
<tr>
<th>Type of DOS</th>
<th>Spin direction</th>
<th>Total and l-decomposed DOS (per f.u.)</th>
<th>Atom (position)</th>
<th>Spin direction</th>
<th>Site-projected DOS (per atom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>$\uparrow$</td>
<td>–</td>
<td>10.65</td>
<td>$\uparrow$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$\downarrow$</td>
<td>–</td>
<td>12.12</td>
<td>$\downarrow$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$\uparrow+\downarrow$</td>
<td>23.32</td>
<td>22.77</td>
<td>$\uparrow+\downarrow$</td>
<td>–</td>
</tr>
<tr>
<td>Total for s electrons</td>
<td>$\uparrow$</td>
<td>–</td>
<td>0.14</td>
<td>$\uparrow$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$\downarrow$</td>
<td>–</td>
<td>0.06</td>
<td>$\downarrow$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$\uparrow+\downarrow$</td>
<td>0.21</td>
<td>0.20</td>
<td>$\uparrow+\downarrow$</td>
<td>–</td>
</tr>
<tr>
<td>Total for p electrons</td>
<td>$\uparrow$</td>
<td>–</td>
<td>0.61</td>
<td>$\uparrow$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$\downarrow$</td>
<td>–</td>
<td>0.36</td>
<td>$\downarrow$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$\uparrow+\downarrow$</td>
<td>0.85</td>
<td>0.97</td>
<td>$\uparrow+\downarrow$</td>
<td>–</td>
</tr>
<tr>
<td>Total for d electrons</td>
<td>$\uparrow$</td>
<td>–</td>
<td>1.91</td>
<td>$\uparrow$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$\downarrow$</td>
<td>–</td>
<td>1.00</td>
<td>$\downarrow$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$\uparrow+\downarrow$</td>
<td>2.56</td>
<td>2.91</td>
<td>$\uparrow+\downarrow$</td>
<td>–</td>
</tr>
<tr>
<td>Total for f electrons</td>
<td>$\uparrow$</td>
<td>–</td>
<td>7.98</td>
<td>$\uparrow$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$\downarrow$</td>
<td>–</td>
<td>10.72</td>
<td>$\downarrow$</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$\uparrow+\downarrow$</td>
<td>19.69</td>
<td>28.72</td>
<td>$\uparrow+\downarrow$</td>
<td>–</td>
</tr>
</tbody>
</table>

The main contribution to the total DOS at the Fermi level is provided by U(5f) electrons. The values of DOS ($E = E_F$) are collected in Table 1. Total energy calculations showed that the magnetically ordered state of the $U_5Ge_4$ is more stable than the nonmagnetic one. The isostructural antimonide $U_5Sb_4$ [11] and stannide $U_5Sn_4$ [2], having slightly larger interatomic distances than $U_5Ge_4$, exhibit ferromagnetic order-
In the case of U$_5$Ge$_4$, the calculated spin magnetic moments are equal to: 0.50, –1.21, 0.01, and 0.03 $\mu_B$/atom for U(4d), U(6g), Ge(6g), and Ge(2b), respectively. We see that the U(4d) atom, with the shortest inter-uranium distances, has significantly reduced moment comparing with the moment of the U(6g) atom. For U(4d) atoms, the hybridization effects reduce the heights of 5f and 6p DOS plots, and the appropriate bands are more broadened than for U(6g) atoms.

The calculated photoemission spectra are presented in Fig. 2. The spectra were calculated based on the paramagnetic DOS functions since the system is nonmagnetic down to 2 K. The total spectrum is dominated by one main peak located close to the Fermi level. Ge atoms provide only small contribution to the total spectrum. The significant uranium contribution comes from considerable contribution of DOS function and large value of cross sections for 5f electrons.

3. Conclusions

In this paper, the electronic structure of U$_5$Ge$_4$ has been calculated by the TB-LMTO method. The calculations were performed with and without spin polarization. The main results are summarized as follows:

The results of calculations of the band structure show that the magnetically ordered state of U$_5$Ge$_4$ is more stable than the nonmagnetic one.

The U(5f) bands dominate the densities of states near the Fermi level on calculated X-ray photoemission spectrum.
The values of spin magnetic moments on uranium atoms are strongly dependent on the local environments and are equal to 0.50 and \( -1.21 \, \mu_B/\text{atom}\) for U(4d) and U(6g) atoms, respectively.
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Polaron transport through molecular quantum dots. Charging-induced NDR and rectification
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The polaronic transport through molecules weakly connected to metallic electrodes in the nonlinear response regime has been studied. Molecule itself is treated as a quantum dot with discrete energy levels, its connection to the electrodes is described within the wide-band approximation, while the charging is incorporated by means of the self-consistent potential. Non-perturbative computational scheme, used in this work, is based on the Green’s function theory within the framework of polaron transformation. This method transforms the many-body electron-phonon interaction problem into a one-body multi-channel single-electron scattering problem with occupation of polaron levels calculated in a self-consistent way. In particular, three different phenomena are discussed in detail resulting from charging in polaronic transport via discrete quantum states: the suppression of the current at higher voltages, negative differential resistance (NDR effect), and rectification.

Key words: polaronic transport; decoherence; molecular quantum dot; negative differential resistance (NDR); rectification

1. Introduction

Electronic conduction through molecular junctions composed of molecules sandwiched between electrodes is of great importance because of their potential to become future electronic devices [1]. The current–voltage characteristics (I–V spectra) of such nanojunctions were measured experimentally and negative differential resistance (NDR effect) [2–4] as well as rectifying behaviour [5–8] were reported. Suggested possible mechanisms for NDR involve charging and/or conformational changes [9–13], while the dominant factors in inducing rectification are some geometric asymmetry in the molecular junction and in the electrostatic potential spatial profile [14–17]. Anyway, transport characteristics are usually discussed in the context of simple tunnelling through existing energy levels (molecular orbitals).

*E-mail: walczak@amu.edu.pl
Since molecules involved in the conduction process can be thermally activated to vibrations (phonon modes are excited), their transport properties should be strongly affected by electron-phonon interactions in the case when an electron spends enough time on the molecule. The contact time $\tau_c$ of the conduction electron with the molecule can be estimated by a straightforward generalization of the uncertainty principle: $\tau_c = \hbar \beta L / \Delta E_G$ ($\beta = 1 \text{ Å}^{-1}$) is the structure-dependent decay length of the electron transfer process, $L$ is the length of the molecular bridge, while $\Delta E_G$ is the excitation gap between the injection energy and the isolated bridge frontier orbital energy. The above dependence has important physical implications. For short bridges with large gaps ($\sigma$-bonded systems), the contact time $\tau_c \sim \text{fs}$ is far too short for significant vibronic coupling. For longer bridges with smaller gaps ($\pi$-type systems), the contact time $\tau_c \sim \text{ps}$ is of order of magnitude comparable to vibrational period. In the latter case, the vibronic coupling can be strong enough to lead to polaronic transport through molecular bridge, where the electronic virtual excitations of polaron states create conduction channels.

This paper is devoted to the question of polaronic transport through molecules weakly connected to the electrodes in the nonlinear response regime. The molecule itself is treated as a quantum dot with discrete energy levels, the molecule–metal couplings are described within the wide-band model, while the charging is incorporated by means of the mean-field approximation. Here we show that NDR and rectification can occur also in the case of polaronic transport due to the charging effects.

2. Model and method

Let us consider the simplest possible situation in which the molecular quantum dot is represented by one spin-degenerate electronic level coupled to a single vibrational mode (primary mode) while being also connected to two reservoirs of non-interacting electrons. The Hamiltonian of the whole system can be written in the form:

$$H = \sum_{k \alpha} \varepsilon_k c_k^{\dagger} c_k + \sum_{k \alpha} \left( \gamma_k c_k^{\dagger} c_j + \text{h.c.} \right) + \varepsilon_j c_j^{\dagger} c_j + \Omega d^{\dagger} d - \lambda \left( d + d^{\dagger} \right) c_j^{\dagger} c_j$$

(1)

where: $\varepsilon_j$ and $\varepsilon_k$ are the energies of electronic states on the molecular bridge and in the reservoirs (with momentum $k$), $\gamma_k$ is the strength of the molecule-reservoir coupling, $G$ is the phonon energy, $\lambda$ is the electron-phonon interaction parameter, $\alpha = L, R$ stands for the left and right reservoir. $c_k, c_j, d$ and their adjoints are annihilation and creation operators for electrons in the bridge level and in the reservoirs, and for the primary phonon mode, respectively.

We apply the so-called polaron transformation [18–21] where the electron states are expanded into the direct product states composed of single-electron states and $m$-phonon Fock states: $|j,m\rangle = c_j^{\dagger} (d^{\dagger})^m |0\rangle / \sqrt{m!}$, $|k,m\rangle = c_k^{\dagger} (d^{\dagger})^m |0\rangle / \sqrt{m!}$ ( $|0\rangle$ denotes the vacuum state). This method maps exactly the many-body hole-phonon inter-
action problem into a one-body multi-channel scattering problem. After eliminating
the reservoir degrees of freedom, we can present the effective Hamiltonian of the
reduced molecular system as:

\[ H_{\text{eff}} = \sum_{m,\alpha} \left( \epsilon_{j}^{m} + \lambda_{m}^{\alpha} \right) |j, m\rangle \langle j, m| - \sum_{m} \lambda_{m}^{\alpha} \left( |j, m\rangle \langle j, m + 1| + |j, m + 1\rangle \langle j, m| \right) \]  (2)

where: \( \epsilon_{j}^{m} = \epsilon_{j} + U_{\text{SCF}} + m\Omega \), \( \lambda_{m}^{\alpha} = \lambda \sqrt{m + 1} \), \( \Sigma_{m}^{\alpha} = -i \Gamma_{m}^{\alpha} / 2 \) is the self-energy in the
wide-band approximation, while \( \Gamma_{m}^{\alpha} = 2\pi |\gamma_{m}^{\alpha}|^{2} \rho_{\alpha} \) is the so-called linewidth function
with \( \gamma_{m}^{\alpha} (\equiv \gamma_{k}^{\alpha}) \) as the strength of the coupling between the \( m \)th conduction level and
the \( \alpha \) electrode described by density of states \( \rho_{\alpha} \). Particular energy levels are redefined with the help of the self-consistent potential \( U_{\text{SCF}} = U^{\alpha} \), in order to take into
account the charging effects, where the \( U \) parameter represents the on-level Hubbard
-type interaction constant, while the occupation of particular channels (polaron levels)
can be computed as:

\[ Q_{j}^{\alpha} = \frac{1}{\pi} \int_{-\infty}^{\infty} d\epsilon \frac{f_{L}^{\alpha}(\epsilon) \Gamma_{L} + f_{R}^{\alpha}(\epsilon) \Gamma_{R}}{4(\epsilon - \epsilon_{j}^{m})^{2} + (\Gamma_{L} + \Gamma_{R})^{2}} \]  (3)

where \( f_{\alpha}^{\alpha}(\epsilon) = \left( 1 + \exp(\beta(\epsilon + m\Omega - \mu_{\alpha})) \right)^{-1} \) is the Fermi function. Here the electro-
chemical potentials are given as: \( \mu_{\alpha} = \epsilon_{\alpha} + \eta eV \), \( \mu_{\alpha} = \epsilon_{\alpha} - (1 - \eta) eV \), \( \epsilon_{\alpha} \) denotes the
Fermi energy, \( V \) is applied bias, while the voltage division factor is \( \eta = 1/2 \). Since the
potential \( U_{\text{SCF}} \) is determined by the occupation \( Q_{j}^{\alpha} \), while \( Q_{j}^{\alpha} \) depends on \( U_{\text{SCF}} \) – both
quantities are recalculated in the self-consistent procedure. Index \( \alpha \) numbers the par-
ticular channels and their accessibility before scattering is determined by an appropri-
ate weight factor:

\[ P_{m} = \left[ 1 - \exp(-\beta\Omega) \right] \exp(-m\beta\Omega) \]

where \( \beta = 1/k_{B}\theta \), with \( \theta \) being the device working temperature. In practice, the maximum
amount of phonon quanta excited on each site is restricted to a finite number
\( m = m_{\text{max}} \) because of the numerical efficiency.

Choosing an appropriate matrix element of the molecular Green function defined
as: \( F(\epsilon) = (J\epsilon - H_{\text{eff}})^{-1} \), where \( J \) is the unit matrix, we can define the transmission
probability of each possible transition, where an electron incoming from the left res-
ervoir (channel \( m \)) can suffer inelastic collisions by absorbing or emitting phonons
before outgoing to the right reservoir (channel \( n \)):

\[ T_{m,n}(\epsilon) = \Gamma_{L} \Gamma_{R} | F_{m1,n1}(\epsilon) |^{2} \]

The electrical current flowing through the system is given by:
3. Results and discussion

Figure 1 presents the current–voltage dependences obtained for the symmetric anchoring case, i.e. the strength of the molecule–electrode connections is the same at both ends. We have chosen the following parameters of the model (given in eV): \( \epsilon_j = 0 \) (the reference energy of the LUMO level), \( \epsilon_F = -1 \), \( \Omega = 1 \), \( \lambda = 0.5 \), \( \rho_L^{-1} = \rho_R^{-1} = 20 \) (both electrodes are made of the same material), while the temperature of the system is set at \( T = 300 \text{ K} \) (\( \beta = 40 \text{ eV}^{-1} \)). Maximum number of allowed phonons \( m_{\text{max}} = 4 \) is used to obtain the results with accuracy better than 2\% for all the chosen parameters.

![Fig. 1. Current–voltage characteristics for a molecular quantum dot symmetrically connected with two reservoirs \( (\gamma_L = \gamma_R = 0.5 \text{ V}) \) for three different charging parameters: \( U = 0 \) (dashed line), \( U = 2 \text{ eV} \) (solid line) and \( U = 4 \text{ eV} \) (dashed-dotted line)](image)

The I–V function reveals the well-known staircase-like structure. When we neglect the vibronic coupling, only one current step positioned at \( V = 2|\epsilon_F - \epsilon_j|/e \) (= 2 V) is expected. However, in the presence of a strong electron-phonon coupling, two current steps in the I–V dependence are observed due to the polaron formation. Using the formula for polaron energies it is possible to deduce the positions of the main conductance peak \( V = V_0 - 2\lambda^2/(e\Omega) \) (= 1.5 V) and a one phonon side peak \( V = V_0 - 2\Omega/e - 2\lambda^2/(e\Omega) \) (= 3.5 V). The height of the latter peak as associated with the first excited state of a polaron is much smaller than that of the former peak which corresponds to the polaron ground state.

In the case of a non-zero charging parameter, we also observe two current steps but their positions are shifted towards higher biases. Moreover, inclusion of extremely large values for \( U \) results in suppression of the current at higher voltages. Surpris-
ingly, the charging-induced smoothing of the \( I-V \) curves (or equivalently the charging-induced broadening of the \( G-V \) function) is negligibly small. This conclusion stands in contradiction to the results obtained in the absence of phonons (see the paper by Walczak in [17]). Besides, after the first current step the NDR effect is documented (the differential conductance reaches negative values). Here we can formulate the following general conclusion: the higher is the value of the \( U \) parameter, the stronger NDR effect is observed. It is important to note that NDR cannot be generated by only one of the two considered interactions being combined effect of both polaron formation and charging.

Fig. 2. Current–voltage characteristics for a molecular quantum dot asymmetrically connected with two reservoirs (\( 10\gamma_L = \gamma_R = 1 \text{ eV} \)) for three different charging parameters: \( U = 0 \) (dashed line), \( U = 2 \text{ eV} \) (solid line) and \( U = 4 \text{ eV} \) (dashed-dotted line)

Fig. 3. Rectification ratios (RR) as functions of bias voltages for molecular quantum dot asymmetrically connected with two reservoirs (\( 10\gamma_L = \gamma_R = 1 \text{ eV} \)) for two different charging parameters: \( U = 2 \text{ eV} \) (solid line) and \( U = 4 \text{ eV} \) (dashed-dotted line)
In Figure 2, we plot transport characteristics for the asymmetric anchoring case, i.e. for the strength of the molecule–electrode connections being different at both ends. This situation can be realized experimentally by adjusting the molecule–electrode bond length or by linking the molecule with two electrodes with the help of different anchoring groups. Since the magnitude of the current flowing through the system is approximately proportional to the square of the smaller coupling $\gamma$ parameter, the current in this case is lower.

Our calculations indicate that the $I–V$ dependence is symmetric in the absence of charging (for $U = 0$). The rectification effect, in which the magnitude of the junction current depends on the bias polarity, is observed for the case of non-zero charging energy parameter (for $U > 0$). Within our model, this rectifying behaviour for higher voltages is due to a combined effect of asymmetric connections with the electrodes and charging itself. It is easy to draw the following general conclusion: asymmetry in transport characteristics increases with increasing the value of the $U$ parameter.

To quantify the asymmetry of the $I–V$ curve, we plot the rectification ratio $RR(V) = |I(V)/I(−V)|$ in Fig. 3. Here we show that for the chosen set of model parameters, the junction rectifies with factor $1 < RR < 2$ for $U = 2$ eV and $1 < RR < 3$ for $U = 4$ eV. The oscillatory character of the $RR$ quantity as a function of bias voltage is a direct consequence of the staircase-like structures of the $I–V$ dependences.

4. A concluding remark

In summary, it should be mentioned that recently Galperin et al. presented a “pure” polaron model where all the charging effects are omitted [22]. They have suggested that polaronic mechanism can be responsible for NDR and hysteretic/switching behaviour in molecular junctions. In their model, the self-consistency is associated with the energy of the resonant level shifted by polaron formation that in turn depends on the electronic occupation in that level. Here, in contrast, we describe a slightly different approach to polaronic transport, where the self-consistency is related to the energy of polaron level shifted by charging energy that in turn depends on the electronic occupation in that level.
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First principle calculations of zinc blende superlattice surfaces and multilayers with ferromagnetic dopants
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In order to understand conditions for appearance of half-metallicity in MnAs/AsGa(001) digital alloy superlattices, we calculated the electronic and magnetic structure of zinc blende multilayers in various ab initio supercell geometries for ferromagnetic dopants (Fe, Cr). The bulk atomic structure model is extended allowing consideration of the surface ferromagnetic metal monolayer (Fe, Cr) in the slab approximation. The calculations were performed using the density functional theory (DFT) method within the full-potential and linearized augmented plane-wave (LAPW) approach. This work presents detailed information about total and atom projected density of states (DOS) functions in the surface region of the investigated systems. Our interest was to look for common trends and differences in the electronic structures for different locations of ferromagnetic adatoms and surface monolayer (Fe, Cr) in the zinc blende digital alloy surfaces and multilayers.
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1. Introduction

Use of the molecular beam epitaxy (MBE) for microfabrication of magnetic semiconductor heterostructures allowed fabricating magnetic semiconductor multilayer structures, i.e., producing controlled magnetism via changes in the number of magnetic layers and the direction of spin momentum.

Investigating and synthesizing new spintronic materials has a great practical importance due to their application in future information technology and electronic devices. Among all proposed materials, semiconductors made by doping with magnetic ions (V, Cr, Mn, Fe, Co, and Ni) or preparing a hybrid structure of magnetic element with a semiconductor [1] exhibit the most promising properties. The (Ga,Mn)As heterostructures have opened a completely new method to combine magnetism with charge transport in well known semiconductor device structures.
Half-metallic (HM) random (diluted) and digital ferromagnetic dopants attract much interest as they have only one occupied set of spin density of states at the Fermi level, and thus should in principle be capable of 100% polarized spin current injection. They have been examined as the source of spin polarized electrons for innovative spintronic devices and sophisticated experiments [2]. Digital ferromagnetic heterostructures (i.e., digital alloys) have been fabricated by alternately depositing semiconductors such as GaAs and one submonolayer MnAs using low temperature molecular beam epitaxy, because only 0.5 ML of Mn can be deposited with this technique.

Theoretical calculations focused on conventional alloys containing randomly distributed Mn in the semiconductor host, predict $T_C$ on the basis of Zenner mode [3] and prove that an increase of the Mn concentration increases the Curie temperature of the random alloy Ga$_{1-x}$Mn$_x$As systems. The highest critical temperatures observed so far in (Ga,Mn)As have been in the range 50–110 K but the theory predicts that even at room temperature magnetism could be achievable. One approach to increasing $T_C$ is to replace random heterostructures with digital ferromagnetic heterostructures (DFH). The density functional theory (DFT) calculations for zinc blende (ZB) superlattices and their surfaces have been performed by few authors [4–6]. It has been reported that the half-metallicity of MnAs/AsGa digital alloys can be destroyed by Fe monolayers (0.5 ML) embedded in these zinc blende superlattice materials [7].

2. Method of calculation and results

The half-metallic properties of a M/MnAs/GaAs(001) (M = Fe, Cr) digital alloy superlattice surfaces have been investigated within the density functional theory, using the highly precise all-electron full-potential linearized augmented plane-wave (FP LAPW) method within the generalized gradient approximation (GGA Perdew –Burke–Ernzerhof 96) for the exchange and correlation functionals, implemented in WIEN2k program package [8].

Surfaces have been modelled using a supercell-slab model with periodic boundary conditions containing a set of 12 or 15 atoms (Fig. 1). Calculations have been performed for zinc blende (ZB) tetragonal unit cell geometry with $a_0/\sqrt{2}$ in the a and b directions for different spin channels with optimized lattice constant. Different spin channels self consistent slab calculations have been performed for a k-point set equivalent to one k point, until obtaining convergence and to four k points for DOS convergent calculations. All DOS surface (multilayer) calculations were performed after the surface relaxation calculations.

Each DFH slab (Fig. 1) was constructed by considering three GaAs tetragonal unit cells (four atoms in the cell), surface metallic 1 ML and a vacuum of 8–10 MLs, aligned along the x direction. Further details of the method have been published in Ref. [1]. One Ga atomic monocrystal plane in the first and third AsGa unit is substituted with the atomic Mn plane. The atomic structure of M/Ga$_{0.5}$Mn$_{0.5}$As/ Ga$_{0.5}$X$_{0.5}$As /Ga$_{0.5}$Mn$_{0.5}$As(001) (X = As, Cr, Fe and M = Fe, Cr) digital alloy multilayer consists of 14 atomic layers with one Fe
(Cr) layer on Ga-terminated surface. The first metallic plane is located on surface Ga positions and the second one in bcc geometry Fe (Cr) positions.

The total DOS calculations presented in Fig. 2 were performed for the Ga$_{0.5}$Mn$_{0.5}$As /Ga$_{0.5}$X$_{0.5}$As /Ga$_{0.5}$Mn$_{0.5}$As(001) (X = Ga, Fe, Cr) multilayers which simulate DOS function (001) surface calculations. The atomic slab construction from Fig. 1 has no surface metallic monolayer. The specific semiconductor gap of ~ 0.5 eV which is characteristic of half metallic compounds is evident in Fig. 2a (X = Ga) and Fig. 2c (X = Cr) for the minority spin DOS at the Fermi energy level. The half-metallicity is destroyed with 0.5 ML of Fe on the X plane position (Fig. 1) which is evident in
Fig. 2b and the DOS for that a multilayer has a sharp semiconductor character. It was found in experiment that bilayers CrAs and GaAs can be grown in zinc blende structure by molecular epitaxy [9].

Figures 3a–c and 3d show total DOS and local DOS functions for the magnetic states of 1 ML Fe on the Ga-terminated surface. The LDOS are calculated in planes of As1, Ga2 and As5 atoms, and the slab construction for this atomic configuration is explained in Fig. 1. The value of lattice mismatch of α-Fe (bcc) which is grown epitaxially on the (001) GaAs is only 1.4% [10] and is preferable for forming heterostructures to that of δ-Fe and γ-Fe, thus we use one of Fe interface atomic plane on Ga surface positions, and one atomic plane of bcc Fe geometry.

A similar slab construction is used for Cr/Ga0.5Mn0.5As/GaAs/Ga0.5Mn0.5As(001) surface DOS calculation but LDOSs are calculated for Mn1, X = Ga and Mn2 atomic planes and presented in Fig. 4.

The results of calculations of DOS functions in Fig. 3 confirm that 1 ML Fe surface layer deposited on Ga-terminated half metallic zinc blende superlattice destroys the half-metallicity of the entire multilayer. The local DOS function in As1, Ga2 and As5 planes have an evident semiconductor character. Although the minority spin total DOS function in Fig. 4 shows very small semiconductor gap at the $E_F$ level, visibly the LDOS for ferromagnetic dopants Mn1 and Mn2 have a half-metallic character.
First principle calculations of zinc blende superlattice

The calculated magnetic moments have the values in the range of (3.9–4.0)$\mu_B$ for Mn, (2.9–3.0)$\mu_B$ for Fe, and (2.8–3.1)$\mu_B$ for Cr atomic spheres in different superlattice geometries.

3. Conclusions

We investigated relaxed surfaces of zinc blende superlattices with ferromagnetic dopants (X = Fe, Cr) and M/Ga$_{0.5}$Mn$_{0.5}$As/GaAs/Ga$_{0.5}$Mn$_{0.5}$As(001) (M = Fe, Cr) multilayers using the self-consistent FLAPW method based on the spin polarized GGA approach for total and local DOS calculations. The main results of the calculations are as follows:

- Zinc blende Ga$_{0.5}$Mn$_{0.5}$As/ Ga$_{0.5}$X$_{0.5}$As /Ga$_{0.5}$Mn$_{0.5}$As(001) (X = Ga, Cr, Fe) superlattice surfaces simulated by 11 ML atomic system show half-metallic total DOS character for X = Ga and Cr, and a loss of half-metallicity for 0.5 ML of Fe in X atom position.
- The ZB heterostrucrure surface M/Ga$_{0.5}$Mn$_{0.5}$As/ GaAs /Ga$_{0.5}$Mn$_{0.5}$As(001) (M = Fe, Cr) with 1 ML metal M deposited on Ga-terminated surface loses of half-metallicity.
- Investigated ZB digital alloys demonstrate ferromagnetic arrangement of their metallic dopants (Mn, Fe, Cr).
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Prospect for research on spintronics of U$_3$As$_4$ ferromagnet and its semiconducting Th derivatives
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Low magnetic field magnetisation along easy magnetic axis [111], Hall resistivity and the effect of magnetic field of different directions on U$_3$As$_4$ resistivity along the easy axis as well as along the hard one ([100]) have been examined. The Hall resistivity reaches the highest value $\rho_H = 1.75 \, \mu\Omega \cdot m$ at $T = 113 \, K$ where it yields the giant anomalous Hall coefficient $R_S = 6.25 \, \mu\Omega \cdot m \cdot T^{-1}$ and the tangent of the Hall angle of 0.42. Magnetic field exceeding the demagnetisation field $H_{\text{demag}} < 0.28 \, T$ changes the resistivity by up to 36 % at $T = 77 \, K$.
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1. Introduction

Studies of magnetic and semiconducting properties in solid-state systems have served as an important test for understanding basic physics and discovering new applications in spintronics [1, 2]. During the last several decades, the anomalous Hall resistivity (AHR) and ferromagnetic anisotropy of resistivity FAR for sd electron systems have been experimentally investigated, to great extent motivated by the technological importance of both effects. On the other hand, these effects originate from anisotropy of the density of states and spin-orbit interaction [3], which can be fairly high in f-electron systems, thus we chose U$_3$As$_4$ and its thorium derivatives for AHR and FAR examinations in f-electron systems.

Uranium pnictides with U$_3$X$_4$ (X = P, As, Sb, and Bi) crystallise in a cubic structure and show ferromagnetic ordering with strongly anisotropic magnetisation and complex magnetic structures [4]. Two first compounds of the series show noncollinear magnetic structure with effective moment along the [111] axis (easy magnetic axis). The sublattice of U ions is split into 3 further sublattices with magnetic mo-

*Corresponding author, e-mail: Z.Henkie@int.pan.wroc.pl
ments of each tilted by a small angle $\alpha$ from the easy axis to [100], [010] and [001] axes, respectively. The two remaining pnictides show collinear magnetic ordering with the easy magnetic axis [100] and one third of uranium moments higher than the others. In this group of compounds, $U_3As_4$ has the highest Curie temperature $T_C = 198$ K, while its $\alpha = 3.1^\circ$. Magnetic field of 2 T applied along the hard axis at 77 K does not tilt noticeably the magnetic moments from the easy axis but 20 T at 4.2 K causes a spin-reorientation transition [5, 6]. These features favoured a long-standing interest in high-field magnetic properties of the $U_3X_4$ series. In this paper, we turn to examination of low magnetic field effect on electron transport properties of $U_3As_4$ because of its strong spin-orbit interaction and high anisotropy of density of states [7] that can be related to the spintronics. First Hall effect [8] and resistivity [9] examinations of $U_3As_4$ single crystals came before any study of their magnetic structure and should have been re-examined in reference to a previous short report on low-magnetic-field effect on resistivity [10].

2. Experimental

Crystals of $U_3As_4$ and $Th_3As_4$ were grown by the method of chemical vapour transport [11, 12]. Their crystal axes were determined with an optical goniometer. Next they were shaped into plates of dimensions 2.5x1.4x0.45 mm$^3$ along the <110>, <112> and <111> directions, respectively, by cutting with a wire saw and polishing. Magnetisation ($M$) was measured along <111>, Hall resistivity along <112>, with electrical current along <110>. Two specimens of a pillar shape of about 1 mm$^2$ cross-sections and 3 mm length along [111] and [100], respectively, were used for determination of resistivity in magnetic fields of various directions. Measurements of $M(T,H)$ were performed using a Quantum Design Magnetic Properties Measurement System, while resistivity and the Hall resistivity were determined using the conventional 4-point DC technique and an electromagnet.

3. Spontaneous Hall effect
and ferromagnetic anisotropy of resistivity

The magnetisation was determined for the magnetic field $H$ applied along [111] easy axis perpendicular to the plate of $U_3As_4$. Data presented in Fig. 1 allowed us to determine (by the shown linear extrapolation) the demagnetization field $H_{demag} = 0.286$ T and magnetic moment of U ion $\mu_U = 1.85 \mu_B$ at 4 K, that can be compared to $\mu_U = 1.82 \mu_B$ determined by means of neutron diffraction [4].

The Hall resistivity data $\rho_H = (V_H d)/I$ for the plate with the previously established magnetisation are presented in Fig. 2 for magnetic field $H = 0.78$ T ($V_H$ is the Hall
Spintronics of U$_3$As$_4$ ferromagnet and its semiconducting Th derivatives

$voltage, d$ is the plate thickness and $I$ is the electric current through the plate). Following Ref. 13 we have calculated the anomalous Hall coefficient using formulae (1):

$$\rho_H = R_0B + R_S4\pi M \quad for \ T < T_C \quad and \quad \rho_H/H = R_0 + R_S4\pi\chi(1 + 4\pi\chi N) \quad for \ T_C < T \ (1)$$

The demagnetising field determines the demagnetising factor $N$, i.e., $H_{\text{demag}} = 4\pi NM$. $R_0$ and $R_S$ denote the normal and anomalous Hall coefficients, and $\chi$ is the magnetic susceptibility. Previous high temperature studies (up to 450 K) showed that $R_0$ is by about 4 orders lower than $R_S$. $\rho_H$ reaches the highest value at 113 K, where it amounts to $R_S = 6.25 \ \mu\Omega\cdot m\cdot T^{-1}$. The tangent of the Hall angle at this temperature is of about 0.42.

![Fig. 1. Magnetisation vs. magnetic field applied along the easy magnetic axis perpendicular to the U$_3$As$_4$ plate](image)

Fig. 1. Magnetisation vs. magnetic field applied along the easy magnetic axis perpendicular to the U$_3$As$_4$ plate
Fig. 2. Temperature dependence of the Hall resistivity for the same plate sample as in Fig. 1.

Fig. 3. The dependence of $U_3As_4$ resistivity measured along: a) [100] axis, b) [111] axis, with the magnetic field along several crystal axes indicated on the plots.
Figure 3 shows the dependence of U₃As₄ resistivity along the [100] axis (a) and along [111] axis (b) on the magnetic field in various crystallographic directions at 77 K. The resistivity is normalized to that at \( T_C \) i.e. \( R_N = \rho(H,T)/\rho(0,T_C) \). In the case of Fig. 3a the direction of magnetic field is in the middle between two \( (H \parallel [011]) \) or four \( (H \parallel [100] \) or \( H \parallel [001]) \) easy directions. As such a low field cannot tilt the magnetic moment from the easy axis, we assume that in all these cases the saturation of magnetic domain is reached and that three different polydomain states of the sample are attained. We note that the resistivity of the specimen cut along [100] axis saturates in transverse field exceeding the value of \( H_{\text{demag}} \) determined, as shown above, from the \( M(H) \) dependence (for \( H \) along the easy magnetic axis perpendicular to the plate). In the case of Fig. 3b presenting the resistivity of U₃As₄ along the [111] axis, the direction of the field is parallel to the easy axis being either parallel to the pillar specimen axis \( (H \parallel [111]) \) or at the 70.5° angle with the specimen axis \( (H \parallel [1\bar{1}1]) \). As the magnetisation examination shows, this corresponds to the case of the monodomain state of specimen.

Fig. 4. Resistivity of U₃As₄ measured at \( T = 77 \) K along: a) [111] axis, b) [100] axis, magnetic field \( H = 0.65 \) T, rotating: a) in (100) or (001) plane for upper and lower curve of (a), respectively, b) in (211) plane
The solid line in Fig. 4b represents the resistivity of U₃As₄ along the [111] axis at 77 K in the field of 0.65 T rotating in the (211) plane, thus missing the \( H \parallel [11\bar{1}] \) direction. The dotted curve represents the resistivity expressed by the formula:

\[
R_N(\alpha_i, \beta_i) = a_0 + a_1 \left( \sum_{i=1,2,3} \alpha_i \beta_i \right)^2 + 2 \left( a_2 - a_i \right) \sum_{i,j} \alpha_i \beta_i \alpha_j \beta_j
\]

(2)

where \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) are the directional cosines of the spontaneous magnetisation with respect to the crystal axes [14]. The resistivity is measured in the direction determined by \( \beta_1, \beta_2 \) and \( \beta_3 \) cosines, while \( a_0, a_1 \) and \( a_2 \) are electrical anisotropy constants. Their values obtained by fitting Eq. (2) to resistivity measured at 77 K are: \( a_0 + a_1/3 = 0.600 \) and \( a_2 = 0.166 \). The step behaviour of the dotted curve is due to passing the magnetic field directions from black to white octant in the cube in Fig. 4b, causing the change of the \( \alpha_i \) cosines. The dashed curve presents the resistivity after switching off the magnetic field in the given direction. One can see that there is an additional resistivity over the dotted curve in the cases when the polydomain structure is expected, i.e. at zero field or the peaks at the steps of the solid lines.

From the solutions of Eq. (2) for the resistivity of U₃As₄ along [100] axis at 77 K, we find \( R_N = a_0 + a_1/3 \) for each magnetic domain and we may expect angle-independent resistivity in the field of 0.65 T, which only switches the spontaneous magnetisation from one easy axis to another. As a matter of fact, we observe peaks of \( R_N \) on the field rotating by an angle \( \eta \). We attribute this effect to polydomain structure and giant Hall resistivity, as proposed earlier [15]. The current passing the magnetic domains is bent to different directions in various domains due to different directions of the spontaneous magnetisation. This extends the current path and hence increases the resistivity.

4. Remarks and conclusions

Examination of diluted n-type \((m^*/m_0 \sim 0.2)\) solid solutions of U₃As₄ [16] in semi-conducting Th₃As₄ \((\Delta E = 0.43 \text{ eV})\) showed a location of the 5f states well below the conduction band. The recent report on obtaining p-type Th₃As₄ with an effective mass of the carrier higher by one order of magnitude seems to open a new ferromagnetic semiconductor field of research.

U₃As₄ exhibits a giant anomalous Hall effect. AHR reaches the highest value \( \rho_H = 1.75 \mu\Omega\text{m} \) at temperature \( T = 113 \text{ K} \), where it yields giant spontaneous Hall coefficient \( R_S = 6.25 \mu\Omega\text{m} \text{T}^{-1} \). The tangent of the Hall angle at this temperature is about 0.42. On the other hand, the magnetic field of 0.3 T at 77 K is sufficient to switch the magnetisation of any domain to an easy magnetic axis closest to the field direction. This changes the resistivity due to FAR by up to 30 %. Additional components of
variation of the resistivity of the same order as the FAR contribute to the AHR. This offers various possibilities to modify the resistivity of U₃As₄.
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Poisson’s ratio of a soft sphere system
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Monte Carlo simulations of soft spheres interacting through inverse power potentials, \( u(r) \propto r^{-n} \), have been performed. Poisson’s ratio of the soft sphere face-centred cubic crystals were determined using the constant pressure ensemble with variable box shape. It was shown that at high densities, particle motions decrease Poisson’s ratio with respect to the static case which corresponds to zero temperature. It was also shown that increasing the exponent \( n \) in the potential, one can decrease Poisson’s ratio.
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1. Introduction

In recent years, quickly growing interest in the systems interacting through the inverse power potential has been observed in the colloid and interface science communities. One of the reasons is that particles of different softness can be used for various applications. In the present work, we study Poisson’s ratio of three-dimensional soft spheres in the face-centred cubic phase (fcc). The studied system interacts by the inverse power potential [1–7]:

\[
u(r) = \varepsilon \left( \frac{\sigma}{r} \right)^n
\]

where \( r \) is the separation between two particles, \( \sigma \) is the particle diameter, \( \varepsilon \) sets the energy scale and \( n > 0 \) is a parameter determining the potential hardness (the softness is proportional to \( 1/n \)).

This work is a part of a project concentrating on the investigation of Poisson’s ratio in various model systems. We expect that studies of simple and well defined models constitute a way to a better understanding and description of a new class of mate-

*Corresponding author, e-mail: kww@ifmpan.poznan.pl
rials [8–14] which exhibit anomalous (negative) Poisson’s ratio [15]. Such unusual materials are of interest both for the fundamental research and for applications. Searching for mechanisms which can decrease Poisson’s ratio of model systems can help in designing new materials with negative Poisson’s ratios.

The aim of the paper is to investigate the influence of the exponent \(n\) on Poisson’s ratio of the fcc soft sphere crystalline phase as well as to determine explicitly the influence of temperature on Poisson’s ratio of the hard sphere system.

2. Details of simulation

The Monte Carlo (MC) simulations were performed in the variable box shape (NpT) ensemble by a method following the Parrinello-Rahman idea of averaging strain fluctuations [16] which was further developed in Refs. [17, 18]. The version of this method applied here is based on Refs. [19–21].

The MC simulation was carried out for particles interacting through the inverse power potential (1) for several values of \(n\): 12, 16, 24, 48, 96, 192, 384, 768. In all the simulations reduced units of the energy \(E^* = E/\varepsilon\), the dimensionless pressure \(p^* = p\sigma^3/\varepsilon\) and the dimensionless temperature \(T^* = k_B T/\varepsilon\) were used. A standard interaction cut off of 2.5 for \(n \leq 48\), and 2.0 for \(n > 48\) was applied.

Two kinds of trial motions were used. The first concerned changes of the sphere positions, and its acceptance ratio was kept close to 30%. The second kind of the motions corresponded to changes of the components of the symmetric box matrix and was tried about \(N^{1/2}\) times less frequently than the sphere motions. The box motions determined the size and the shape of the box and their acceptance ratio was close to 20%.

We simulated systems of 256 particles with periodic boundary condition whose \(T = 0\) ground state configuration is the fcc lattice occupying a cubic box of the side \(4\sqrt{2}a_0\) (\(a_0\) is the nearest-neighbour distance). It has been shown [22] that simulations of systems as small as \(N = 256\) give the elastic constants and Poisson’s ratios differing by only a few percent from the results obtained by extrapolation to the \(N \to \infty\) limit.

Typical lengths of the runs were equal to \(5 \times 10^6\) trial steps per particle (Monte Carlo cycles), after equilibration of \(10^6\) MC cycles.

3. Results and discussion

The question concerning the influence of particle motions (i.e. positive temperature) on the elastic properties of the soft sphere system can be answered by considering a static, i.e. zero temperature fcc lattice whose nearest-neighbouring sites (distanced by \(a\)) interact by the potential (1). The expressions for pressure, bulk modulus, elastic constants, and Poisson’s ratio of such a lattice can be found in Ref. [22]. Here, we only recollect Poisson’s ratio of the static model:
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\[ \nu = \frac{n + 6}{3n + 6} \]  \hspace{1cm} (2)

It is worth noting that Poisson’s ratio of a static model equals 1/3 in the limit \( n \to \infty \).

Fig. 1. Poisson’s ratio vs. softness (a) and temperature (b) at \( p^* = 37.69 \); HS – hard spheres

In Figure 1a, Poisson’s ratio of the soft sphere systems at the same pressure is plotted versus the softness parameter \( 1/n \). One can see that when \( T^* \to 0 \), the limiting values of Poisson’s ratio for \( n \to \infty \) tend towards the values of the static model. When \( T^* \to 1 \), Poisson’s ratio tends to its value obtained for the hard sphere system at the same pressure. An interesting conclusion which follows from this observation (see also Fig. 1b) is that when \( n \to \infty \) there is a discontinuity (“jump”) of Poisson’s ratio between its value 1/3 obtained for \( T = 0 \) for any finite \( n \) and the value \( \nu \approx 0.2 \) obtained for \( T > 0 \) for hard spheres [22]. A detailed analysis of this surprising effect will be made in a separate work. For large \( n \) (\( n > 384 \)) and for temperatures in the range \( 0.25 \leq T^* \leq 0.75 \), the values of Poisson’s ratio are lower than those obtained in the hard sphere limit \( (n \to \infty) \). In the latter case, Poisson’s ratio is lower than that for the static system. A similar effect has been observed for the soft disk system in two dimensions [23].

The temperature dependence of Poisson’s ratio is shown in Fig. 1b. An increase of the power \( n \) in the interaction potential leads to a decrease of Poisson’s ratio for soft spheres in the whole temperature range considered. It can be also seen that by increasing the temperature in the range \( 0 \leq T \leq 0.2 \), one can decrease Poisson’s ratio of soft spheres with respect to the static case (i.e. to the zero temperature limit) for \( n \geq 25 \).

### 4. Summary and conclusions

Poisson’s ratios were determined for a wide range of the softness parameter \((1/n)\) of the soft sphere potential and for a wide range of temperatures. These data can be used to construct temperature-softness dependence of this property.
Simulations of the soft spheres indicate that at $T^* = 0.001$, the difference between Poisson’s ratio for that model and for the static model is less than 2% when $n \geq 12$. On the other hand, simulations of the soft spheres at $T^* = 1$ show that Poisson’s ratio of hard spheres differs by less than 2% from that of the soft sphere system when $n \geq 384$.

We have shown that by introducing particle motions (i.e. by rising the temperature from $T = 0$ to small positive values, $T > 0$), one can decrease Poisson’s ratio of the soft sphere system with respect to the static case (i.e. to the zero temperature case) for finite $n \geq 25$. We have also found that by increasing the exponent $n$ in the interaction potential, one can decrease Poisson’s ratio at high pressures/low temperatures.
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Interference and Coulomb correlation effects in spin-polarized transport through coupled quantum dots
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Spin-dependent transport through two coupled single-level quantum dots attached to ferromagnetic leads with collinear (parallel and antiparallel) magnetizations is analyzed theoretically. The intra-dot Coulomb correlation is taken into account, whereas the inter-dot Coulomb repulsion is neglected. Transport characteristics, including conductance and tunnel magnetoresistance associated with the magnetization rotation from parallel to antiparallel configurations, are calculated by the nonequilibrium Green function technique. The relevant Green functions are derived by the equation of motion method in the Hartree–Fock approximation. We have found a splitting of the Fano peak, induced by the intra-dot Coulomb interaction. Apart from this, the intra-dot electron correlations are shown to lead to an enhancement of the tunnel magnetoresistance effect.
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1. Introduction

The Fano effect originates from quantum interference between resonant and non-resonant transmission processes [1]. The effect appears in experiments as an asymmetric line shape of the transmission spectra. Owing to a tunability of the parameters describing quantum dots (QDs), experimental investigation of the Fano effect in systems including QDs offers new possibilities, not accessible in traditional situations.

The Fano effect in electrical conductance occurs when the phase of electron wave in the non-resonant channel changes insignificantly within the energy Γ centred at the resonance level, where Γ stands for the discrete level width. The Fano line shape in various QD systems has been recently observed experimentally, and the experiments initiated extensive theoretical works on the coherent transport through coupled QDs.
However, in most theoretical works, the electron–electron interaction was neglected. Moreover, the considered situations were limited to transport through two quantum dots coupled either in series or in parallel to nonmagnetic electron reservoirs. The electron correlations in two QDs coupled in series to nonmagnetic leads have been taken into account in a recent paper [5]. As concerns transport through double quantum dots (DQDs) attached to magnetic leads, only a few papers have addressed this issue up to now [6–8].

In this paper we consider electronic transport through two QDs which are coupled to two ferromagnetic leads. The tunnel barrier between the dots is assumed to be magnetic, hence the inter-dot hopping parameter is spin dependent. The considerations are limited to QDs with vanishing inter-dot Coulomb interaction, while the intra-dot electron correlation is taken into account. Transport characteristics in the linear response regime are calculated using the Green function formalism [9–13]. Since the systems with Coulomb interaction usually cannot be treated exactly, we applied the Hartree–Fock approximation scheme to calculate the Green functions from the relevant equations of motion. The average values of the occupation numbers (which enter the expressions for the Green functions) have been calculated self-consistently.

2. Model and analytical solution

We consider two single-level quantum dots attached to ferromagnetic leads, and for simplicity we restrict our considerations to the case where magnetic moments of the leads are either parallel or antiparallel. The system is then described by Hamiltonian of the general form $H = H_{\text{leads}} + H_{\text{DQD}} + H_{\text{tunnel}}$. The term $H_{\text{leads}}$ describes the left ($L$) and right ($R$) electrodes in the non-interacting quasi-particle approximation, $H_{\text{leads}} = H_L + H_R$, with $H_{\alpha} = \sum_{k\sigma} \epsilon_{k\alpha}\sigma \ c_{k\sigma}^{\dagger} c_{k\sigma}$ (for $\alpha = L, R$). Here, $c_{k\sigma}^{\dagger}$ ($c_{k\sigma}$) is the creation (annihilation) operator of an electron with the wave number $k$ and spin $\sigma$ in the lead $\alpha$, whereas $\epsilon_{k\alpha}$ denotes the corresponding single-particle energy.

The second term of the Hamiltonian describes the two coupled quantum dots:

$$H_{\text{DQD}} = \sum_{i\sigma} \epsilon_{i\sigma} d_{i\sigma}^{\dagger} d_{i\sigma} + \sum_{\sigma} \left( t_{\sigma} d_{1\sigma}^{\dagger} d_{2\sigma} + h.c. \right) + \sum_{i} U_{i} n_{i\sigma} n_{i\sigma}$$

where $\epsilon_{i\sigma}$ is the energy of an $i$th dot level, $t_{\sigma}$ is the inter-dot hopping parameter, and $n_{i\sigma} \equiv d_{i\sigma}^{\dagger} d_{i\sigma}$ is the particle number operator. Both $t_{\sigma}$ and $\epsilon_{i\sigma}$ are assumed to be spin-dependent in a general case. The last term in Eq. (1) describes the intra-dot Coulomb interactions, with $U_{i}$ ($i = 1, 2$) denoting the corresponding Coulomb integrals.

The last term of the Hamiltonian, $H_{\text{tunnel}}$, describes electron tunneling from the leads to dots (and vice versa), and takes the form:

$$H_{\text{tunnel}} = \sum_{k\sigma} \sum_{i\sigma} \left( V_{k\sigma i\sigma}^{\alpha} c_{k\alpha}^{\dagger} d_{i\sigma} + h.c. \right)$$

(2)
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where $V^\alpha_{i\delta \sigma}$ is the relevant matrix element. Coupling of the dots to external leads can be parameterized in terms of $\Gamma^\alpha_{ij \sigma} = 2\pi \sum_k V^\alpha_{ik \sigma} V^{\alpha*}_{j\delta \sigma} \delta(\epsilon - \epsilon_{k\sigma})$. We assume that $\Gamma^\alpha_{ij \sigma}(\epsilon)$ is constant within the energy band, $\Gamma^\alpha_{ij \sigma}(\epsilon) = \Gamma^\alpha_{ij \sigma} = \text{const}$ for $\epsilon \in (-D, D)$, and $\Gamma^\alpha_{ij \sigma}(\epsilon) = 0$ otherwise. Here, 2D denotes the electron band width in the electrodes.

Electric current $J$ flowing through the system can be determined from the following standard formula [12, 13]:

$$J = \sum_{\sigma} J_{\sigma} = \frac{ie}{2\hbar} \sum_{\sigma} \int \frac{d\epsilon}{2\pi} \text{Tr} \left[ \left[ \Gamma_{\sigma}^L - \Gamma_{\sigma}^R \right] G_{\sigma}^\ast(\epsilon) \right]$$

$$+ \left[ f_L(\epsilon) \Gamma_{\sigma}^L - f_R(\epsilon) \Gamma_{\sigma}^R \right] \left[ G_{\sigma}^\ast(\epsilon) - G_{\sigma}^\ast(\epsilon) \right]$$

where $f_\sigma(\epsilon) = \left[ \exp\left\{ (\epsilon - \mu_\sigma)/k_B T \right\} + 1 \right]^{-1}$ is the Fermi–Dirac distribution function in the lead $\alpha$, $G_{\sigma}^\ast(\epsilon)$ and $G_{\sigma}^{\ast(a)}(\epsilon)$ are the Fourier transforms of the lesser and retarded (advanced) Green functions of the dots, and $\Gamma^\alpha_{ij \sigma}$ describes coupling of the dots to the lead $\alpha$ ($\alpha = L, R$),

$$\Gamma^\alpha_{ij \sigma} = \left( \begin{array}{cc} \Gamma^\alpha_{11 \sigma} & \sqrt{\Gamma^\alpha_{11 \sigma} \Gamma^\alpha_{22 \sigma}} \\ \sqrt{\Gamma^\alpha_{11 \sigma} \Gamma^\alpha_{22 \sigma}} & \Gamma^\alpha_{22 \sigma} \end{array} \right)$$

In the parallel magnetic configuration one can write:

$$\Gamma^L_{11 \sigma} = \Gamma_0(1 \pm p_L), \quad \Gamma^L_{22 \sigma} = \beta \Gamma_0(1 \pm p_L)$$

$$\Gamma^L_{12 \sigma} = \Gamma^R_{21 \sigma} = \Gamma_0 \sqrt{\beta}(1 \pm p_L), \quad \Gamma^R_{11 \sigma} = \gamma \beta \Gamma_0(1 \pm p_R)$$

$$\Gamma^R_{12 \sigma} = \Gamma^L_{21 \sigma} = \gamma \sqrt{\beta} \Gamma_0 \sqrt{\beta}(1 \pm p_R), \quad \Gamma^R_{22 \sigma} = \gamma \Gamma_0(1 \pm p_R)$$

for $\sigma = \uparrow$ (upper sign) and $\sigma = \downarrow$ (lower sign). Here, $p_\sigma$ is the polarization strength of the $\sigma$th lead, $\Gamma_0$ is a constant, the parameter $\beta$ takes into account the difference in the coupling strengths of a given electrode to the two dots, whereas $\gamma$ describes asymmetry in the coupling of the dots to the left and right leads. For $\beta = 0$ one finds DQDs connected in series.

To calculate the Green functions $G_{\sigma}^{\ast(a)}(\epsilon)$, we apply the method of equation of motion. First we write the equation of motion for the casual Green function $G_{ij \sigma}(\epsilon) = \langle \langle d_{i\sigma} | d_{j\sigma}^\dagger \rangle \rangle$

$$\epsilon \langle \langle d_{i\sigma} | d_{j\sigma}^\dagger \rangle \rangle = \langle \langle d_{i\sigma}, d_{j\sigma}^\dagger \rangle \rangle + \langle \langle [d_{i\sigma}, H] | d_{j\sigma}^\dagger \rangle \rangle$$

(5)
where $H$ denotes the full Hamiltonian of the system. Taking into account the explicit form of $H$, one arrives at the equation

$$
(e - e_{i\sigma})\langle \langle d_{i\sigma} | d^\sigma_{j\sigma} \rangle \rangle = \delta_{ij} + \delta_{i\sigma} t_{\sigma} \langle \langle d_{2\sigma} | d^\sigma_{j\sigma} \rangle \rangle + \delta_{j\sigma} t^*_{\sigma} \langle \langle d_{1\sigma} | d^\sigma_{j\sigma} \rangle \rangle + \sum_{k\alpha} V_{ik\sigma}^{\alpha*} \langle \langle c_{k\alpha\sigma} | d^\sigma_{j\sigma} \rangle \rangle + U_i \langle \langle n_{i\sigma} d_{i\sigma} | d^\sigma_{j\sigma} \rangle \rangle.
$$

(6)

Applying equation of motion to the Green function $\langle \langle c_{k\sigma\alpha} | d^\sigma_{j\sigma} \rangle \rangle$ one finds

$$
\langle \langle c_{k\sigma\alpha} | d^\sigma_{j\sigma} \rangle \rangle = \frac{1}{e - e_{k\sigma}} \sum_i V_{ik\sigma}^{\alpha*} \langle \langle d_{i\sigma} | d^\sigma_{j\sigma} \rangle \rangle
$$

(7)

Now, the Hartree–Fock approximation is applied to the higher-order Green function generated on the right hand side of Eq. (6):

$$
\langle \langle n_{i\sigma} d_{i\sigma} | d^\sigma_{j\sigma} \rangle \rangle = \langle n_{i\sigma} \rangle \langle \langle d_{i\sigma} | d^\sigma_{j\sigma} \rangle \rangle
$$

(8)

Applying the above decoupling procedure and introducing:

$$
\Sigma_{ij\sigma} = \Sigma_{ij\sigma}^L + \Sigma_{ij\sigma}^R
$$

(9)

one can rewrite Eq.(6) in the form,

$$
(e - e_{i\sigma} - U_i \langle \langle n_{i\sigma} \rangle \rangle) \langle \langle d_{i\sigma} | d^\sigma_{j\sigma} \rangle \rangle = \delta_{ij} + \delta_{i\sigma} t_{\sigma} \langle \langle d_{2\sigma} | d^\sigma_{j\sigma} \rangle \rangle + \delta_{j\sigma} t^*_{\sigma} \langle \langle d_{1\sigma} | d^\sigma_{j\sigma} \rangle \rangle + \sum_{k\alpha} V_{ik\sigma}^{\alpha*} \langle \langle d_{i\sigma} | d^\sigma_{j\sigma} \rangle \rangle + \sum_{k\alpha} \Sigma_{i\alpha\sigma} \langle \langle d_{i\sigma} | d^\sigma_{j\sigma} \rangle \rangle
$$

(11)

Now, the set of equations is closed and the casual Green function can be calculated. Having found the casual Green function, one can calculate the retarded and advanced Green functions $G_{i\sigma}^{(r,a)}(e)$ as $G_{i\sigma}^{(r,a)}(e) = G_{i\sigma}(e \pm i0^+)$. Writing the Green functions in the matrix form one arrives at the following formula:

$$
G_{i\sigma}^{(r,a)}(e) = \frac{1}{\Omega^{(r,a)}_{i\sigma}(e)} \begin{pmatrix}
\varepsilon - \varepsilon_{2\sigma} - \Sigma^{(r,a)}_{i\sigma}(e) - U_i \langle \langle n_{i\sigma} \rangle \rangle & t_{\sigma} + \Sigma^{(r,a)}_{2i\sigma}(e) \\
t_{\sigma} + \Sigma^{(a)}_{2i\sigma}(e) & \varepsilon - \varepsilon_{i\sigma} - \Sigma^{(a)}_{1i\sigma}(e) - U_i \langle \langle n_{i\sigma} \rangle \rangle - t_{\sigma} + \Sigma^{(r,a)}_{2i\sigma}(e)
\end{pmatrix}
$$

(12)

where $\Omega^{(r,a)}_{i\sigma}$ is defined as
Spin-polarized transport through coupled quantum dots

\[ \Omega_{(\alpha\sigma)}(\epsilon) = (\epsilon - \epsilon_{1\sigma} - \Sigma^{(a)}_{11\sigma} - U_{1}\langle n_{1\sigma} \rangle)(\epsilon - \epsilon_{2\sigma} - \Sigma^{(a)}_{22\sigma} - U_{2}\langle n_{2\sigma} \rangle) - (t_{\sigma} + \Sigma^{(a)}_{21\sigma})(t_{\sigma}^{*} + \Sigma^{(a)}_{12\sigma}) \]  

(13)

In Equation (13), the energy dependence of the self energies \( \Sigma^{(a)}_{\gamma\sigma} \) is not indicated explicitly for clarity reasons. The self-energies have the form:

\[ \Sigma^{(a)}_{\gamma\sigma}(\epsilon) = A_{\gamma\sigma}(\epsilon) \mp \frac{i}{2} \Gamma_{\gamma\sigma} \]  

(14)

with

\[ \Gamma_{\gamma\sigma} = \Gamma_{\gamma\sigma}^{L} + \Gamma_{\gamma\sigma}^{R} \]  

(15)

and

\[ A_{\gamma\sigma}(\epsilon) = \frac{1}{2\pi} \Gamma_{\gamma\sigma} \ln \left( \frac{D - \epsilon}{D + \epsilon} \right) \]  

(16)

The lesser Green function \( G^{<}_{\sigma}(\epsilon) \) can be derived from the Keldysh equation:

\[ G^{<}_{\sigma}(\epsilon) = G'_{\sigma}(\epsilon) \Sigma^{<}_{\sigma}(\epsilon) G^{a}_{\sigma}(\epsilon) \]  

(17)

In the zero bias (equilibrium) limit, the lesser self-energy \( \Sigma^{<}_{\sigma}(\epsilon) \) is given by the expression:

\[ \Sigma^{<}_{\sigma}(\epsilon) = i[f_{\sigma}(\epsilon)\Gamma_{\sigma}^{L} + f_{\sigma}(\epsilon)\Gamma_{\sigma}^{R}] \]

Finally, the average values of the occupation numbers, \( \langle n_{\alpha\sigma} \rangle \), have to be calculated self-consistently using the formula

\[ \langle n_{\alpha\sigma} \rangle = -i \int \frac{d\epsilon}{2\pi} G^{>}_{\alpha\sigma}(\epsilon) \]  

(18)

3. Numerical results

Using the formulas derived above, one can calculate numerically basic transport characteristics, like conductance and tunnel magnetoresistance. The latter quantity describes the change in the system resistance when magnetic configuration of the system varies from parallel to antiparallel, and is described quantitatively by the ratio \( (R_{AP} - R_{PP})/R_{PP} \), where \( R_{AP} \) and \( R_{PP} \) are the resistances in the antiparallel and parallel magnetic configurations, respectively. For the following discussion, we assume that the dot levels are spin-degenerate and equal, \( \epsilon_{i\sigma} = \epsilon_{0} \) (for \( i = 1, 2 \) and \( \sigma = \uparrow, \downarrow \)). The inter-
dot hopping parameter is assumed to be real and independent of the spin orientation, \( t_\sigma = t = t^* \) (for \( \sigma = \uparrow, \downarrow \)), and for numerical calculations we take \( t = 0.6 \) (the energy in this paper is measured in the units of \( \Gamma_0 \)). We note that for positive \( t \), the symmetric (anti-symmetric) state becomes anti-bonding (bonding) -- the situation is reversed for negative \( t \). Apart of this, we assume the same spin polarizations of the leads \( p_L = p_R = p = 0.4 \), different coupling of a given electrode to the two dots (described by the parameter \( \beta = 1/3 \)), and left-right symmetry of the coupling \( (y = 1) \). Finally, we assume the same intra-dot Coulomb parameters for both dots: \( U_1 = U_2 = U \). We point that the numerical results shown in this paper are valid for temperatures above the corresponding Kondo temperature \( T_K \).

Let us consider first a noninteracting \( (U = 0) \) case (see Fig. 1a). The inter-dot coupling lifts the level degeneracy. Consequently, the peak in the density of states becomes split into two components: a broad peak centred at the anti-bonding state and a narrow one corresponding to the bonding state [2, 8]. The conductance associated with the bonding state reveals the antiresonance behaviour with the characteristic Fano line shape clearly seen in Fig. 1a. In turn, the peak associated with the anti-
bonding state is relatively broad. As the asymmetry of the dot coupling to a given electrode is reduced, the width of the anti-bonding (bonding) resonance increases (decreases). Numerical results for $\beta = 1$ (not presented in this paper) show that the resonance corresponding to the bonding state becomes $\delta$-like, while the resonance due to the anti-bonding state acquires the width $\sim 4\Gamma_0$. Since coupling of the dots to external leads is spin-dependent, the corresponding level widths depend on the spin orientation, too. This is the reason why the splitting for the down spin orientation is clearly seen, whereas the one for the spin-up orientation is not well resolved (there is rather an abrupt drop in the conductance for $\epsilon_0 \sim t$).

Let us discuss now the influence of intra-dot Coulomb repulsion on the picture described above (Fig. 1) for $U > 0$. One can note a splitting of the Fano resonance in the total conductance, which occurs for a sufficiently large Coulomb integral $U$ (of the order or larger than the Fano-line width) and increases with increasing $U$. On the other hand, no such splitting can be seen for the anti-bonding peak. This is because the line width of the anti-bonding level (strongly coupled to the leads) is much larger than $U$ assumed in Fig. 1. It is also worth noting that no splitting of the Fano peak occurs for a sufficiently small value of $U$ (smaller than the Fano-line width).

The splitting of the Fano antiresonance line, induced by the Coulomb correlation in the dots, is also visible in each spin contribution of the conductance, as clearly visible in Fig. 1 for $U = 1$. However, the conductance vanishes only for one component of the split Fano line, while the second component corresponds to a finite and
positive conductance. This behaviour gives rise to the splitting of the Fano line in the total conductance, observed in Fig. 1. The two components of the Fano resonance are well separated, and the separation is of the order of $U$. Positions of the two Fano resonances are approximately at $\varepsilon_0 - t$ and $\varepsilon_0 \sim (t - U)$, as one could expect.

In Figure 2, we show TMR for indicated values of the Coulomb repulsion $U$. When the dot levels are well above or well below the Fermi level of the leads, TMR tends to the Julliere value, $2p^2/(1 - p^2)$, observed in planar magnetic junctions with the same ferromagnetic electrodes. When the dot levels approach the Fermi energy, the situation becomes more complex and TMR displays new features, as for instance some enhancement for $\varepsilon_0 \sim t$.

4. Summary and conclusions

In this paper, we considered transport through two coupled quantum dots attached to ferromagnetic leads. We have found the Lorenzian line shape resonance associated with the anti-bonding state, and the Fano line shape resonance associated with the bonding state. The influence of the resonances on the tunnel magnetoresistance was also analyzed and we found some enhancement of the magnetoresistance due to the intra-dot Coulomb correlations. These results have been obtained in the Hartree-Fock approximation. However, we have also performed calculations using higher order decoupling schemes, in particular we have analyzed transport in the Kondo regime. The details will be presented elsewhere.
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Role of the magnetic impurities in $\text{Ni}_2\text{Ti}_{1-x}\text{Mn}_x\text{Sn}$ Heusler type alloys. Ab-initio calculations
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We have studied electronic and magnetic properties of $\text{Ni}_2\text{Ti}_{1-x}\text{Mn}_x\text{Sn}$ Heusler type alloys. The calculations were carried out within the density functional theory using ab-initio TB LMTO-ASA method. We found that $\text{Ni}_2\text{Ti}_{1-x}\text{Mn}_x\text{Sn}$ becomes magnetic for a small manganese concentration $x = 0.0625$.
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1. Introduction

The electronic and magnetic properties of $\text{Ni}_2\text{TiSn}$ and $\text{Ni}_2\text{MnSn}$ Heusler type alloys have been studied in the last years experimentally and theoretically [1–8]. An interesting physical problem is the dependence of the magnetic moment on the distribution of atoms in the unit cell as well as the influence of the impurities on the magnetic and electronic properties. $\text{Ni}_2\text{TiSn}$ is a Pauli paramagnet, however, in $\text{Ni}_2\text{MnSn}$ the total magnetic moment is close to 4.0 $\mu_B$ [8]. We have analyzed the role of the magnetic impurities on the electronic structure and magnetic properties of the of $\text{Ni}_2\text{Ti}_{1-x}\text{Mn}_x\text{Sn}$ Heusler type alloys by ab-initio TB LMTO-ASA [9, 10] method. The recent ab-initio calculations [1–3, 5–6] have shown that chemical and atomic disorder strongly modify the electronic and magnetic properties of Heusler-type alloys. In this work, we present the electronic and magnetic properties of $\text{Ni}_2\text{Ti}_{1-x}\text{Mn}_x\text{Sn}$ as a function of Mn concentration.

2. The model and method of calculations

The electronic and magnetic properties were calculated using the spin polarized tight binding linearised muffin tin orbital (TB LMTO) method [9, 10] within the

*Corresponding author, e-mail: andrzej.jezierski@ifmpan.poznan.pl
atomic sphere approximation (ASA). The band calculations were performed for the theoretical lattice parameters estimated from the minimum of the total energy (Table 1).

Table 1. Lattice parameters for Ni$_2$Ti$_{1-x}$Mn$_x$Sn alloys

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mn concentration $x$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.00</td>
</tr>
<tr>
<td>Exp. lattice parameter [a.u.]</td>
<td>11.47</td>
</tr>
<tr>
<td>Lattice parameter para [a.u.]</td>
<td>11.46</td>
</tr>
<tr>
<td>Lattice parameter ferro [a.u.]</td>
<td>11.55</td>
</tr>
</tbody>
</table>

In the TB LMTO-ASA method, the atomic spheres were chosen in such a way that the sum of the volumes of all the atomic spheres of the unit cell and the overlapping of the atomic spheres was less than 10%. The exchange correlation potential was assumed in the form proposed by von Barth and Hedin [11] and we included in the calculations also the non-local corrections [12]. In the LMTO method, the scalar relativistic approximation for the band electrons and the fully relativistic treatment of the frozen core electrons were assumed during the self-consistent band calculations. The band calculations were performed for 256 $k$ points in the irreducible wedge of the Brillouin zone. Ni$_2$TiSn and Ni$_2$MnSn crystallize into $L\bar{2}1$ type structure consisting of four interpenetrating $fcc$ sublattices. Each $fcc$ sublattice can be divided into four simple cubic lattices and hence the $L\bar{2}1$ type structure can be considered as a 16-atom unit cell. In the case of the spin polarized system, we have performed the band calculations for 32- and 64-atom unit cells in order to get a smaller value of Mn concentration $x = 0.125$ and $x = 0.0625$, respectively. The titanium and manganese atoms are distributed randomly in Ti–Mn sublattices.

3. Results

Ab-initio band calculations were performed for paramagnetic and ferromagnetic Ni$_2$Ti$_{1-x}$Mn$_x$Sn alloys. The theoretical lattice parameters were estimated from the minimum of the total energy and the values are listed in Table 1 for paramagnetic and ferromagnetic systems. The theoretical values of the lattice parameters for the paramagnetic alloy are very close to the experimental results, however, the values obtained for the ferromagnetic systems are lower than the experimental ones. In the supercell model, Ti and Mn atoms were distributed in different sites of Ti–Mn sublattice. The density of states was calculated for the distribution of atoms for which the total energy had a minimum. In Figure 1, we present the total density of states for paramagnetic Ni$_2$(Ti$_{1-x}$Mn$_x$)Sn alloys for $x = 0.0, 0.25, 0.50, 0.75$ and $1.0$. The density of states at the Fermi energy $N(E_F)$ increases with the increasing Mn concentration.
We have also performed the spin-polarized calculations for the theoretical lattice parameters (Table 1) from which we estimated the magnetic moment.

The total density of states for the ferromagnetic Ni₂Ti₁₋ₓMnxSn alloys is presented in Fig. 2 for x = 0.25, 0.5 and 0.75. We observe the variation of positions of the peaks in the majority spin band. The change of the density of states at the Fermi level for the ferromagnetic alloys is listed in Table 2.

Table 2. Total \( N(E_F) \) and partial \( N_T(E_F) \) (T = Mn, Ni, Ti, Sn) density of states at the Fermi level (states/eV) for the ferromagnetic Ni₂Ti₁₋ₓMnxSn alloys

<table>
<thead>
<tr>
<th>x</th>
<th>( N(E_F) )</th>
<th>Mn</th>
<th>Ni</th>
<th>Ti</th>
<th>Sn</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>9.7</td>
<td>0.0</td>
<td>5.75</td>
<td>3.20</td>
<td>0.75</td>
</tr>
<tr>
<td>0.25</td>
<td>9.88</td>
<td>0.79</td>
<td>5.75</td>
<td>2.46</td>
<td>0.83</td>
</tr>
<tr>
<td>0.50</td>
<td>10.15</td>
<td>1.94</td>
<td>5.69</td>
<td>1.64</td>
<td>0.87</td>
</tr>
<tr>
<td>0.75</td>
<td>11.54</td>
<td>2.94</td>
<td>5.78</td>
<td>0.92</td>
<td>0.90</td>
</tr>
<tr>
<td>1.00</td>
<td>10.85</td>
<td>3.31</td>
<td>5.78</td>
<td>0.0</td>
<td>0.73</td>
</tr>
</tbody>
</table>

The maximum of \( N(E_F) \) is observed for \( x = 0.75 \). The contribution from Ni and Sn to the total \( N(E_F) \) is almost constant, however the contributions from Mn and Ti de-
Depend on the concentration $x$. The total magnetic moment increases with the increase of the Mn concentration (Fig. 3).

The triangles denote the theoretical values and the dots represent the experimental data [4]. We observe that Ni$_2$(Ti$_{1-x}$Mn$_x$)Sn becomes magnetic for $x > 0.0625$. The theoretical dependence of the magnetic moments is in a good agreement with the dependence $M_t = (Z_t - 24) \mu_B$ for the full-Heusler alloys, where $Z_t$ is the total number of valence electrons per unit cell. Worse agreement between experimental and theoretical values of the total magnetic moments may be connected to the lower values of the theoretical lattice parameter (Table 1).

4. Conclusions

The electronic and magnetic properties of Ni$_2$(Ti$_{1-x}$Mn$_x$)Sn change with the increase of manganese concentration. The spin-polarized ab-initio calculations indicate that a small concentration of manganese ($x = 0.0625$) leads to ferromagnetic ground states of the Ni$_2$Ti$_{0.94}$Mn$_{0.06}$Sn alloy. The theoretical values of the total magnetic moment change linearly with the increase of manganese concentration.
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Modelling of thermomagnetic curves obtained with Mössbauer spectrometry for two-phase nanocrystalline alloys
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Thermomagnetic curves obtained with Mössbauer spectrometry for two-phase nanocrystalline alloys have been analyzed theoretically. The main goal was to understand a slope jump in the temperature dependence of the hyperfine field for crystalline phase of higher Curie temperature at the Curie point of the amorphous phase. We propose a simple model introducing an effective exchange integral for one phase depending on mean spin value in the other phase. We also consider a strong spin polarization of the amorphous phase by penetrating field originating from nanocrystallites. Results of numerical calculations within the mean field approximation (MFA) reproduce qualitatively the experimental curves for nanocrystalline FINEMET and Fe–Nb–B alloys.
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1. Introduction

Nanocrystalline magnetic alloys of two-phase structure have recently been the object of intensive investigations due to their great application potential as soft magnets. The interactions between grains determine the thermomagnetic properties of nanocrystalline alloys which cannot be explained just as a combination of the magnetism of the independent crystalline and amorphous constituents. The main goal of this work is to analyse peculiarities in the thermomagnetic curves of the nanocrystalline phase when exceeding the Curie temperature of the amorphous matrix which is significantly lower than Curie temperature of the crystalline phase. The experimental data [1–5] obtained with Mössbauer spectrometry are interpreted within a simple thermodynamical model with effective exchange interactions considering both spin relaxation effects and spin polarization of the amorphous matrix induced by nanocrystallites.

*Corresponding author, e-mail: t.szumiata@pr.radom.pl
2. Theoretical model

Thermomagnetic behaviour of a ferromagnetic grain immersed in a weakly ferromagnetic matrix has been systematically investigated by Monte Carlo simulations [6]. However, this analysis was limited to the case of low temperature spin ordering. Moreover, a single-grain approximation provided a good description for the matrix only, whereas it did not properly consider possible spin relaxation effects (like superparamagnetism and superferromagnetism), important for nanocrystalline grains. Thus in our work we have implemented a simple phenomenological model which takes into account changes of inter-grain coupling caused by the weakening magnetism of the amorphous matrix at higher temperatures.

We assume that in the system composed of two magnetically coupled phases of distinctly different Curie points, an effective exchange integral (say, for the second phase) takes the form:

\[ J_{2}^{\text{eff}} = J_{2}(1 + q_{2} < S_{i}^{z} > /S_{1})/(1 + q_{2}) \]  

where \( J_{2} \) denotes the exchange integral for the second phase (a crystalline one) in a bulk form, \( < S_{i}^{z} > \) and \( S_{1} \) signify the mean value of spin projection and spin number of the first phase (i.e., amorphous matrix), respectively, and \( q_{2} \) is the dimensionless coupling coefficient which depends on the magnitude of possible spin relaxation and surface effects. At low temperatures \( < S_{i}^{z} > /S_{1} \to 1 \) and \( J_{2}^{\text{eff}} \to J_{2} \), because the entirely ordered magnetic system of the matrix suppresses spin relaxation of the strongly coupled grains. On the other hand, at temperatures above the Curie point \( T_{C1} \) of the matrix, \( < S_{i}^{z} > /S_{1} = 0 \) and \( J_{2}^{\text{eff}} \to J_{2}/(1+q_{2}) \), which means that due to spin relaxation effects the effective exchange integral value drops by the factor \( 1+q_{2} \).

The analytical calculations of the mean spin values \( < S_{i}^{z} > \) and \( < S_{j}^{z} > \) within the mean field approximation (MFA) applied to Ising spin system lead to the following equations:

\[
\begin{align*}
< S_{i}^{z} > &= B_{S_{i}} \left( z_{1}S_{1}J_{1} < S_{i}^{z} > (1 + q_{1} < S_{j}^{z} > /S_{j})/(1 + q_{2}) \right) \\
< S_{j}^{z} > &= B_{S_{j}} \left( 2z_{2}S_{2}J_{2} < S_{j}^{z} > (1 + q_{2} < S_{i}^{z} > /S_{i})/(1 + q_{2}) \right)
\end{align*}
\]  

where \( B_{S_{1}} \) and \( B_{S_{2}} \) are the Brillouin functions, \( z_{1} \) and \( z_{2} \) are the numbers of the nearest neighbours of the spins in the first and the second magnetic subsystem, respectively, \( T \) denotes absolute temperature and \( k \) is the Boltzman constant.

In some nanocrystalline alloys the magnetization of the amorphous matrix has been observed not to vanish up to the Curie point of the grains [2–4, 6]. This phenomenon can be explained in terms of magnetic polarization of amorphous residual ma-
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Matrix by penetrating exchange fields (of exponential decay) arising from nanocrystalline grains [6–8]. In our model, we consider these phenomena assuming that effective mean spin field felt by spins in the amorphous matrix is given by:

$$<S_i^r>^{ef} = <S_i^r> + q_1 <S_i^s>$$

Equation (3) has been introduced to the first dependence of Eqs. (2).

3. Model fitting to experimental data

The Mössbauer spectrometry (MS) provides information about magnetization state for various phases of the magnetic system, as well as for different magnetic sublattices within a given phase. Thus, this experimental technique is a very effective tool in the investigation of magnetically coupled systems such as nanocrystalline alloys. We have analyzed the MS thermomagnetic data available in literature for selected nanocrystalline materials and interpreted them in terms of our theoretical model. We have applied a simultaneous fitting procedure of theoretical curves with complete set of parameters for amorphous and nanocrystalline phases. Curves are the result of the numerical solution of the equations system (2) with fixed point method. For simplicity, we set spin numbers for both phases as $S_1 = S_2 = 1$ and coordination numbers as $z_1 = z_2 = 8$.

Fig. 1. Mössbauer experimental data [1] (points) and theoretical fits (thick solid lines) of thermal dependence of hyperfine magnetic fields for amorphous (1) and nanocrystalline phases (2) in FINEMET alloy. Additional thin solid line (1′) corresponds to the case of unpolarised amorphous matrix and line (2′) is for the bulk crystalline phase.
First, we examined a typical nanocrystalline FINEMET alloy of nominal composition Fe$_{73.5}$Cu$_1$Nb$_3$Si$_{13.5}$B$_9$. The sample was obtained by the controlled isothermal annealing of metallic glass ribbons rapidly quenched at 803 K during one hour [1]. The crystalline volume fraction was estimated with Mössbauer spectrometry as $p = 62\%$. Temperature dependences of hyperfine fields are shown in Fig. 1. For the amorphous matrix, mean values of broad hyperfine field distributions were calculated from MS spectra. Fe–Si nanocrystalline grains of the disordered DO$_3$ structure are represented in the MS spectra by several sharp sextets. In Figure 1, only the sextet of the maximum hyperfine field is considered (which corresponds to the Mössbauer nuclei surrounded by 8 iron atoms as their nearest neighbours). Since magnetic phase transition of the amorphous matrix occurs at well defined Curie point ($T_{c}^{am} = 609$ K), a model with an effective exchange interaction of the form (1) for both phases was applied in the fitting procedure. The estimated value of coupling parameter for the amorphous matrix is very high ($q_{am}^{eff} = 0.6$), which means that without the ferromagnetic crystalline phase a Curie temperature of the amorphous matrix would be much lower ($T_{c}^{am} \sim 420$ K – see Fig. 1). The experimental temperature dependence of hyperfine field for nanocrystallites shows a peculiar behavior in the vicinity of $T_{c}^{am}$ of the amorphous matrix. The theoretical curve reproduces the main feature, i.e. a change of decay rate of hyperfine field with increasing temperature in the region above $T_{c}^{am}$, which can be interpreted as a signature of the spin relaxation effects in the grains. Though the estimated value $q_{cr}^{eff} = 0.051$ seems to be relatively small, it results in a noticeable reduction of “bulk” value of the Curie temperature extrapolated from the region $T < T_{c}^{am}$ (i.e. $T_{c}^{B, cr} = 873$ K) to the value $T_{c}^{cr} = 831$ K extrapolated from high temperature part of experimental data set (see Fig. 1). The former value corresponds to the Curie temperature of the bulk Fe–Si alloy of about 22% silicon content, which coincides with Si content in the grains determined on the basis of relative absorption areas of Mössbauer subspectra [1]. However, the theoretical model does not explain the question why the observed drop of the hyperfine field occurs not exactly at $T_{c}^{am}$ (the hyperfine field almost does not change at all up to the temperature higher by about 30 K with respect to $T_{c}^{am}$). We suppose that the crucial role in this phenomenon could be played by the interface region between the grains and the amorphous remainder and it should be considered a third phase in the magnetically coupled system. However, in the case of FINEMET it is very difficult to separate the contribution of the interface layers because of the complexity of the Mössbauer spectra [1, 3, 10].

Another material analyzed in terms of thermomagnetic properties was the nanocrystalline Fe$_{80.5}$Nb$_{7}$B$_{12.5}$ alloy obtained by annealing of as cast amorphous ribbons for 1 hour at 783 K [4]. In the considered material, the grains are simple $\alpha$-Fe phase of bcc structure. Thus they contribute to the Mössbauer spectra as a single Zeeman sextet, whereas the amorphous matrix is represented by very broad hyperfine field distribution (HFD). The volumetric fraction of crystalline phase was determined.
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A very distinct feature is that hyperfine field (and magnetization) of the amorphous matrix does not fall to zero in the temperature range covered in the experiment. This suggests that spin polarization of the matrix by penetrating exchange field resulting from grains is very strong and deep. Thus we applied a model which assumes that an effective mean spin field in the amorphous matrix takes the form of Eq. (3). This model fits very well the experimental points corresponding to the amorphous matrix for $q_{am} = 0.13$. Within our model the Curie temperature for amorphous matrix $T_{C}^{am}$ without inter-phase magnetic coupling would be only about 313 K (Fig. 2), whereas predicted hyperfine magnetic field of amorphous matrix polarized by grains completely vanishes only at the Curie temperature of the crystalline phase. The theoretically estimated $T_{C}^{am}$ well corresponds to the point above which an experimental thermomagnetic curve for nanocrystallites changes the rate of decay. However, this phenomenon is not as pronounced as in FINEMET because of muddy magnetic phase transition in the amorphous phase. The theoretical curve for grains generally reproduces this feature, the quality of the fit, however, is not perfect. Introducing into the model an experimental value of the Curie temperature for a bulk $\alpha$-Fe phase ($T_{C}^{\beta_{cr}} = 1041$ K) we have estimated the value of the Curie temperature of the grain as $T_{C}^{cr} = 980$ K and the value of parameter $q^{cr} = 0.063$.

Fig. 2. Mössbauer experimental data [4] (points) and theoretical fits (thick solid lines) of thermal dependence of hyperfine magnetic fields for amorphous (1) and nanocrystalline (2) phases in Fe–Nb–B alloy. Additional thin line (1’) corresponds to the case of unpolarised amorphous matrix and line (2”) is for the bulk crystalline phase.
4. Conclusions

Our simple MFA model describes main features of thermomagnetic behaviour of nanocrystalline alloys considered as a magnetically coupled two-phase system in which both spin polarization of the amorphous matrix by the grains and spin relaxation effects in nanocrystallites are important. We obtained satisfactory fits of the theoretical model to the experimental data provided by the Mössbauer spectrometry for FINEMET and Fe–Nb–B alloys. The model qualitatively predicts the experimentally observed change of the slope of thermomagnetic curve for nanocrystallites above Curie temperature of the amorphous matrix, however it does not reproduce all details in the vicinity of this point (in particular, in the case of FINEMET). It also describes not vanishing magnetism of the amorphous matrix in Fe–Nb–B nanocrystalline material up to the Curie temperature of the strongly ferromagnetic grains. It is worth noticing that in Fe–Zr–B (NANOPERM) nanocrystalline materials magnetization of the amorphous material falls down even slower then in Fe–Nb–B [2] which cannot be explained in terms of the developed model. We intend to improve the model by considering the interface region as a third component of magnetically coupled nanocrystalline system as well as some inhomogeneity of the amorphous remainder. Both these factors are recognized as very important in the description of the magnetic properties of nanocrystalline alloys [2–6, 9, 10].
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Quantum spin system with on-site exchange in a magnetic field
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We present the results of a full diagonalisation applied to a 1 D quantum spin system with on-site exchange anisotropy. The model considered is a quantum generalization of the 1 D classical Blume–Capel model. Thermodynamic properties of the system in the presence of magnetic field are examined taking into account a quantum spin ladder with a periodic boundary condition, where each rung of the ladder contains two interacting spins –1/2. This effective spin –1 system exhibits very rich thermodynamic behaviour. We present the ground state results, showing many various types of magnetic configurations and compare it with the classical case. The calculations are performed in the unified simulation environment ALPS, which offers the fulldiag application.
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1. Introduction

We have studied the magnetic orderings in the frustrated quantum spin –1/2 ladder with the interaction anisotropy (the AF Heisenberg generalized ladder with $J_{\parallel} = J_{\text{diag}} = J, J_{\perp} = \Delta$ [1]). The scheme of the considered structure is shown in Fig. 1.

![Fig. 1. The scheme of the frustrated quantum spin –1/2 ladder with the interaction anisotropy](image)

---
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The exchange interactions between spins on the rung and along the main direction of the ladder are different. We examine the thermodynamic properties of the system as a function of $\Delta/J$. The Hamiltonian of the system considered takes the form:

$$\hat{H} = J \sum_{i,\alpha,\beta} \hat{\sigma}_i^{\alpha} \hat{\sigma}_{i+1}^{\beta} + \Delta \sum_i \hat{\sigma}_i^{\alpha} \hat{\sigma}_i^{\beta}$$  \hspace{1cm} (1)$$

where $\hat{\sigma}_i^{\alpha}$ is the quantum spin $-1/2$ operator on the $i$th rung and $\alpha$-leg of the ladder.

We take into account the influence of external magnetic field $h$ on the $z$ component of the spin and we add the Zeeman term

$$\hat{H}(h) = \hat{H} - h \sum_i (\hat{\sigma}_i^z + \hat{\sigma}_{i+1}^z)$$  \hspace{1cm} (2)$$

Such a model can be treated as the effective interacting ($J$) chain of spin $-1$ on the $i$th site with the on-site exchange ($\Delta$) [2] in the presence of a magnetic field ($h$).

We can show that the Hamiltonian (1) has a similar form as the well known Blume–Capel (BC) model [3] (we use the “classical” sign convention)

$$H_{\text{BC}} = -J \sum_{i,j} S_i S_j + D \sum_i S_i^2$$  \hspace{1cm} (3)$$

where $S_i$ is the classical spin $-1$ Ising operator which takes the values $\{-1,0,1\}$, $J$ is the exchange interaction and $D$ is the single-ion anisotropy. Formally, the Hamiltonian (3) can be rewritten into the equivalent form in terms of spin $-1/2$. Let us express each spin $S_i$ over the sum $\tilde{S}_i = \sigma_i^{A} + \sigma_i^{B}$ of two classical spins $\sigma_{i\alpha} = \pm 1/2$ on the $i$th site. This transformation is non-one-to-one and changes the number of eigenstates of effective spin $\tilde{S}_i = \{-1,0,0,1\}$. In our recent paper [4], we show that such a spin model with “zero”-state degeneracy can be transformed into the BC model with a temperature-dependent single ion anisotropy (at $T=0$ the models are identical). We rewrite the Hamiltonian (3) for $\tilde{S}_i$ in the new variable $\sigma_{i\alpha}$

$$\tilde{H} = -\tilde{J} \sum_{i,\alpha,\beta} \sigma_{i\alpha} \sigma_{i+1\beta} + 2\tilde{D} \sum_i \sigma_{i\alpha} \sigma_{i\beta} + C$$  \hspace{1cm} (4)$$

where $\alpha, \beta = \{A,B\}$, $\tilde{J} = J$, $\tilde{D} = D - k_B T \ln 2$ and $C = ND/2$, which yields a similar form as in Eq. (1).

In the analysis of the system, we have implemented the unified simulation environment ALPS [5], which offers the fulldiag application [6]. Using the XML language, we have first defined a new “diagonally connected ladder” graph structure, where $i = 1, \ldots, x$ (Fig. 2) where $x$ is the number of rungs, $2x$ – number of vertices, 1A, 1B, $x\alpha, x\beta, \ldots$ – are the proper symbols of the vertex number.
Quantum spin system with on-site exchange in a magnetic field

Fig. 2. “Diagonally connected ladder” graph structure

On the last defined ‘EDGE’ we impose periodic boundary conditions. In the diagonalization procedure we use also the model-dspin.xml file in which the quantum interactions between local spins \(-1/2\) are defined. After preparing the parameter.xml file, where we specify the type of the system, temperature, the value of the interactions etc., we start with the fulldiag procedure to get the eigenvalues of the system. Then we use the fulldiag-evaluate program to obtain thermodynamic properties of the system.

2. Results

We present the exact results of 12 quantum spins on the ladder with antiferromagnetic (AF) exchange interaction \((\Delta > 0, J = 1)\). For the family of \(\Delta J\) values we obtained the following thermodynamic characteristics: magnetization, specific heat, susceptibility, entropy and energy as functions of the magnetic field. In Figure 4, exemplary results for \(\Delta = 1.8\) are presented. The diagrams are symmetrical due to the spin degeneracy in the absence of magnetic field. Figure 4 presents possible magnetic orderings in the ground state in the plane \(h\Delta\) for the quantum case (Fig. 4a) and in \(hD\) for the classical case (Fig. 4b) (the results have been extrapolated from very low temperatures). In the quantum case, we observe some states with magnetization analogous as in the classical case. The classical disordered phase \((M = 0)\) corresponds to the dimer phase D2 of singlets along the rungs, while the Ising spin \(-1\) AF1 phase \((-1,1)\) is replaced by the dimer phase D1 (equivalent to the Haldane phase of the \(S = 1\) chain) \([3, 7]\). For \(|M| = 0.5\) we observe equivalent magnetic order in the classical, as well as in the quantum case. For \(|h| > h_c\) there is paramagnetic state (the saturated ferromagnetic) in both situations.
Fig. 3. The thermodynamic characteristics of the system as a function of external magnetic field $h$ for $\Delta = 1.8$ and $T = 0.05$

Fig. 4. The magnetic orderings in the ground state in the presence of magnetic field for the antiferromagnetic ladder described by the quantum model (a) and by the classical one (b)
Though the detailed structure of phase diagrams of the classical BC model (Fig. 4b) must be different from that presented for the quantum system (Fig. 4a), the multiphase composition for large $\Delta$ and $h$ of both models is similar.
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Precessional modes due to spin-transfer in spin-valve nanopillars
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Current-driven magnetic switching and magnetic dynamics in spin-valve nanopillars are considered in the framework of the macrospin model. The corresponding spin transfer torque is calculated in terms of the macroscopic model based on spin diffusion equations. Critical currents for switching from parallel to antiparallel magnetic configurations and to precessional regime are derived. Frequencies of the precessional modes are also calculated as a function of external magnetic field and electric current.
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1. Introduction

The quantum-mechanical phenomenon of spin transfer between polarized conduction electrons and localized magnetic moments of a thin magnetic film can induce switching and/or precession of the film magnetization [1]. The current-driven magnetization manipulation has been observed in experiments carried out on multilayers, nanowires, small particles, tunnel junctions, and nanopillar spin valves. The latter ones provide the most convincing experimental data [2, 3]. A typical nanopillar spin valve consists of thick and thin magnetic layers separated by a non-magnetic spacer layer, the thick layer acting as a source of spin current. Several theoretical models have also been developed to describe physical mechanisms of the spin-transfer and magnetic switching phenomena [4–7].

*Corresponding author, e-mail: martin.gmitra@upjs.sk
It has also been found that at some conditions electric current can cause transition to steady precessional modes where the energy is pumped from conduction electrons to localized magnetic moments [8, 9]. This phenomenon is of high importance due to possible applications in microwave generation. In typical Co/Cu/Co spin-valve systems, the precessional modes were found in a non-zero external magnetic field and for current exceeding certain critical value [10–13]. The critical current depends on the applied external magnetic field and intrinsic parameters of the nanopillar, like interfacial resistances, bulk resistivities, demagnetization field, anisotropy field or damping parameter of a thin film. In Co/Cu/Co spin valves, the current-induced steady precessions exist for external magnetic fields larger than the anisotropy field of the thin layer [10, 11]. For lower values of external field, the current drives switching to antiparallel (AP) or parallel (P) states, depending on the initial state of the system [12].

In this paper, we present the effects of spin-transfer torque on steady magnetization precessions, whose frequency can be manipulated by the external magnetic field and current density flowing through the system. We also discuss current-driven transition between two kinds of steady precessions.

2. Macrospin model

We consider a tri-layer system which is attached to two external nonmagnetic leads. A qualitative behaviour of a thin (free or sensing) layer can be described within the single-domain approximation (macrospin model) [10, 13]. Magnetic dynamics of the sensing layer is then described by the generalized Landau–Lifshitz–Gilbert equation:

\[
\frac{d\mathbf{s}}{dt} = -|\gamma_g| \mu_0 \mathbf{s} \times \mathbf{H}_{\text{eff}} - \alpha \frac{d\mathbf{s}}{dt} - \frac{|\gamma_g|}{M_s d} \mathbf{\tau}
\]  

(1)

where \( \mathbf{s} \) is the unit vector along the spin moment of the sensing layer, \( \gamma_g \) is the gyromagnetic ratio, \( \mu_0 \) is the magnetic vacuum permeability, \( \mathbf{H}_{\text{eff}} \) is an effective magnetic field acting on the sensing layer, \( \alpha \) is the damping parameter, \( M_s \) stands for the saturation magnetization, and \( d \) is the layer thickness. The effective field includes an external magnetic field \( H_{\text{ext}} \), the uniaxial magnetic anisotropy field \( H_a \), and the anisotropy due to the demagnetization field \( H_d \):

\[
H_{\text{eff}} = -H_{\text{ext}} \hat{e}_z - H_a (\mathbf{s} \cdot \hat{e}_z) \hat{e}_z + H_d (\mathbf{s} \cdot \hat{e}_x) \hat{e}_x
\]

where \( \hat{e}_x \) and \( \hat{e}_z \) are the unit vectors along the axes \( x \) (normal to the layers) and \( z \) (in-plane), respectively. The last term in Eq. (1) stands for the torque due to spin transfer,

\[
\mathbf{\tau} = a ||\mathbf{s}|| (\mathbf{s} \times \dot{\mathbf{s}}) + b ||\mathbf{s}|| \dot{\mathbf{s}}
\]
Here, $\mathbf{\hat{S}}$ is the unit vector along the spin moment of the thick (fixed) magnetic layer ($\mathbf{\hat{S}} = \mathbf{\hat{e}}_z$), $a$ and $b$ are the parameters that generally depend on the intrinsic nanopillar parameters and on magnetic configuration of the system [7]. The current $I$ is defined as positive when it flows from the thick magnetic layer towards the thin one. On linearizing Eq. (1) and performing standard stability analysis, one finds the critical current that destabilizes the P ($\mathbf{\hat{s}} = \mathbf{\hat{S}}$) configuration in the form [14]

$$I_c = \frac{c\mu_0 M_s d}{a - b\alpha} \left( H_a + H_{\text{ext}} + \frac{H_d}{2} \right)$$

(2)

where the parameters $a$ and $b$ are to be calculated for the P configuration. For $I > I_c$, the system is driven to AP state for $H_{\text{ext}} < H_a$ and to steady precessional regime for $H_{\text{ext}} > H_a$ [10, 15].

3. Numerical results

The numerical analysis is focused on the current-driven oscillatory magneto-resistance behaviour of the nanopillar Cu/Co(30)/Cu(10)/Co(4)/Cu (the numbers are layer thicknesses in nanometers). For the sensing layer, we assume saturation magnetization $M_s = 17.8$ kOe, anisotropy field $H_a = 986$ Oe, demagnetization field $H_d = 0.65 M_s$, and the Gilbert damping parameter $\alpha = 0.003$. The current induced torque, actually the parameters $a$ and $b$, have been calculated in terms of a macroscopic model in the diffusive transport regime [7], assuming that the spin current component perpendicular to the spin moment of the sensing layer is entirely absorbed in the interfacial region [4, 5]. The calculations have been performed for typical parameters obtained from CPP GMR experiments [16]. For the Co layers we assumed the bulk resistivity $\rho^* = 5.1$ $\mu\Omega$·cm, spin asymmetry factor $\beta = 0.51$, and spin-flip length $l_{sf} = 60$ nm, and for Cu layers $\rho^* = 0.5$ $\mu\Omega$·cm, $l_{sf} = 1000$ nm. In turn, for Co/Cu interfaces we assume the interfacial resistance $R^* = 0.52 \times 10^{-15}$ $\Omega$·m$^2$, the interface spin asymmetry factor $\gamma = 0.76$, and the mixing conductances $\text{Re}\{G_{\uparrow\downarrow}\} = 0.542 \times 10^{15}$ $\Omega^{-1}$·m$^{-2}$ and $\text{Im}\{G_{\uparrow\downarrow}\} = 0.016 \times 10^{15}$ $\Omega^{-1}$·m$^{-2}$.

The simulations were started with a nearly P configuration and for $I > I_c$, (the initial in-plane spin bias shift of the order of one degree was assumed). The inset in Fig. 1a shows the current dependence of the switching time $t_0$ from the P configuration to steady precessional regime for the magnetic fields as indicated. The switching time $t_0$ is defined as the point where $\mathbf{s}$ crosses zero for the first time. The current dependence of $t_0$ reveals a simple rational behaviour. However, the slope of the inverse plot does not depend on the applied magnetic field but we found its significant dependence on the initial bias (not shown). From the latter it follows that duration of the transient regime can be significantly affected by the initial bias, dependent, for example, on the thermal noise.
Fig. 1. Fundamental frequency of the magnetoresistance oscillations in Cu/Co(30)/Cu(10)/Co(4)/Cu (a), calculated as a function of the reduced current density, where \( I_0 = 10^8 \) A/cm\(^2\), and for magnetic fields as indicated. The inset shows the corresponding current dependence of the switching times (see text) for \( H_{\text{ext}} = 1.5 \) kOe; steady in-plane orbits for \( I/I_0 = 0.28, 0.3, 0.35 \) (b), and out-of-plane orbits for \( I/I_0 = 0.36, 0.50, 0.80 \) for \( H_{\text{ext}} = 1.5 \) kOe (c). The arrows indicate the change in orbits as the current increases.

The fundamental frequency \( \omega_0 \) (first harmonics) of the magnetoresistance oscillations is shown in Fig. 1a as a function of the current density and for different magnetic fields. The frequency first decreases with increasing current, and then increases showing a profound minimum. To understand the current dependence of the frequency, it is instructive to analyze steady spin orbits of the sensing layer. Figure 1b shows saddle-shaped in-plane precession (IPP) orbits. The arrow indicates the change in orbits as the current increases. Along the segments where \( \hat{s} \) moves almost in the layer plane, the spin precesses mainly around \( H_a \) and \( H_{\text{ext}} \), with the angular velocity proportional to \( |\gamma g| (H_a + H_{\text{ext}}) \). Along the remaining part (\( \hat{s} \) moves almost perpendicularly to the layer plane), the angular velocity is higher and proportional to \( |\gamma g| (H_a + H_{\text{ext}} + H_d) \). With increasing \( I \), the average orbital speed decreases while the arc length of the orbit increases. Consequently, \( \omega_0 \) decreases with increasing \( I \).

At a certain value of the current, at which the segments touch each other near the \( -z \) axis, the IPP orbit bifurcates into two so-called out-of-plane (OOP) orbits (Fig. 1c). The orbits are interchangeable with respect to the \( x \rightarrow -x \) and \( y \rightarrow -y \) reflections. The mirror symmetry with respect to the \( x \) axis has been reported in Ref. [13]. In our case, the additional mirror symmetry with respect to the \( y \) axis is due to a non-zero value of \( b \). A further increase in current increases spin torque and tends to push the orbit away from the layer plane. The arc length decreases and orbital speed increases due to larger demagnetization field. Consequently, \( \omega_0 \) increases with increasing \( I \).
Spin-transfer in spin-valve nanopillars

The frequency $\omega_0$ increases with the increased external magnetic field in both, IPP and OPP cases. We compared the field dependence of the recorded $\omega_0$ for selected current densities to the Kittel formula for small-angle elliptical precession of a thin film ferromagnet. For OPP we have found an increase in effective demagnetization term with increased current. Although, the formula fits very well to the $\omega_0(H_{ext})$ dependence, the effective demagnetization term differs from that considered in simulation. Similar discrepancies have been observed in experiments [10, 11]. The discrepancy can be associated with an additional effective field induced due to spin-transfer which pumps energy to the system and enables such precessions. In turn, for IPP the $\omega_0(H_{ext})$ reveals a dependence that cannot be fitted to the Kittel formula.

4. Conclusions

Spin polarized current is shown to drive magnetic switching and steady oscillations of the magnetic moment of the sensing layer. Frequency of the oscillations has been calculated as a function of the magnetic field and electric current. Two kinds of steady orbits have been revealed: in-plane and out-of-plane. The main features of these steady precessions have been also discussed.
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Polaron transport through DNA molecules
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We present results of theoretical studies on polaronic and incoherent transport through a DNA-based junction. Decoherence itself is modelled through the use of an imaginary dephasing potential. Non-perturbative computational scheme, used in this work, is based on Green’s functions within the framework of the so-called polaron transformation (GFT-PT). This method maps exactly the many-body hole–phonon interaction problem into a one-body multi-channel scattering problem, where the availability of particular conduction channels is determined by an appropriate weight factor. The results obtained for poly(dG)-poly(dC) DNA molecule reveal saturation effect of the current at high voltages, where for short chains we establish an exponential DNA length dependence. Besides, we document strong coupling and exponential dephasing dependences of the maximum current.
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1. Introduction

Recent advances in nanofabrication allow us to fabricate devices composed of individual DNA molecules connected to metallic electrodes and to measure current-voltage (I–V) characteristics of such junctions [1–4]. The actual magnitude of DNA conductivity and its physical mechanism is still under debate [5, 6]. In particular, long DNA oligomers are expected to be true insulators, while short biomolecules are rather semiconductors with a relatively large HOMO-LUMO gap. Since the residence time of the charge carrier on guanine G (nucleobase with lower oxidation potential) is long in comparison with characteristic time associated with molecular vibrations, the hole-type (positive ion) conduction is treated as incoherent. This means that the charge carrier is temporarily localized on guanine, losing its phase and exchanging energy with the biomolecule.

Since nucleobases involved in the conduction process are thermally activated to vibrations (phonon modes are excited) and vibrational coupling parameter is suffi-

*Corresponding author: masi@amu.edu.pl
ciently strong, charge carriers are locally coupled to phonons, leading to polaron for-
mation. The main purpose of this work is to study the polaronic and incoherent trans-
port through short poly(dG)-poly(dC) DNA treated as a linear chain of quantum dots,
where only one HOMO level on each guanine is taken into consideration, as shown in
Fig. 1.

Decoherence itself is modelled through the use of an imaginary (optical) dephasing
potential, where all the phase-breaking processes are included [7, 8]. This potential
has the sense of the coupling with external environment. It should be also noted that
recently polaron hopping was suggested as a possible mechanism to explain the trans-
port found on DNA stacks [9–12].

2. The model and method

In modelling the process of charge transfer through DNA, we consider the nucleo-
tide sequence as a system of \( N \) sites, in which each site corresponds to a GC base
pair. In this chain, a hole travels along energetically appropriate HOMO levels of
guanine bases, since their oxidation potential is lower than that of cytosine nucleo-
tides. Let us write down a simplified Hamiltonian of the whole system in the form:

\[
H = \sum_j \left[ (\varepsilon_j - i\phi_j) - \lambda(d_j + d^+_j) \right] c^+_j c_j - \sum_j \left[ t_{\text{eff}} c^+_j c_{j+1} + \text{h.c.} \right] + \sum_j \Omega d^+_j d_j + \sum_{k \neq j} \varepsilon_k c^+_k c_k + \sum_{k \neq j} \gamma_k c^+_k c_j + \text{h.c.} \right]
\]

where: \( \varepsilon_j \) and \( \varepsilon_k \) are the energies of holes on the \( j \)th site of the molecule and in the
reservoirs with momentum \( k \), \( \phi_j \) is the on-site dephasing potential, \( \lambda \) is the electron
–phonon interaction parameter, \( t_{\text{eff}} \) denotes the hopping integral between two
neighbouring sites (guanines), \( \Omega \) is the phonon energy, \( \gamma_k \) is the strength of the mole-
cule–reservoir coupling. Furthermore, \( c_k, c_j, d_j \) and their adjoints are annihilation and

![Fig. 1. A schematic representation of the inelastic scattering problem for the device composed of a series of molecular quantum dots connected to metals](image-url)
creation operators for holes in the reservoirs, at the molecular sites, and for the primary on-site phonons, respectively.

To proceed, we apply the so-called polaron transformation [13–16], where the electron states are expanded into the direct product states composed of single-electron states and \( m \)-phonon Fock states:

\[
|j,m\rangle = c_j^\dagger (d_j^\dagger)^m |0\rangle / \sqrt{m!}, \quad |k,m\rangle = c_k^\dagger (d_k^\dagger)^m |0\rangle / \sqrt{m!}
\]

where \( |0\rangle \) denotes the vacuum state. This method maps exactly the many-body hole–phonon interaction problem into a one-body multi-channel scattering problem. After eliminating the reservoir degrees of freedom, we can present the effective Hamiltonian of the reduced molecular system as:

\[
H_{\text{eff}} = \sum_{j,m} \left( \epsilon_j - i \phi_j^m + m \omega + \Sigma_n \right) \langle j,m | j,m \rangle - \sum_{j,m} t_{j,m}^n (\langle j,m | j+1,m + | j+1,m | j,m \rangle) \\
- \sum_{j,m} \lambda \sqrt{m+1} (\langle j,m | j,m+1 + | j,m+1 | j,m \rangle)
\]

(2)

where: \( \Sigma_n = -i \Gamma_n^m / 2 \) is the self-energy in the wide-band approximation, while \( \Gamma_n^m = 2 \pi | \gamma_n^m |^2 \rho_\alpha \) is the so-called linewidth function with \( \rho_\alpha \) as the density of states related to the \( \alpha \) electrode. Index \( m \) numbers the particular channels and their accessibility before scattering is determined by an appropriate weight factor: \( P_m = [1 - \exp(-\beta \Omega)] \exp(-m \beta \Omega) \), where \( \beta = 1/k_B \theta \), while \( \theta \) is the device working temperature. In practice, the maximum amount of phonon quanta excited on each site is restricted to a finite number \( m = m_{\text{max}} \) because of the numerical efficiency.

Choosing an appropriate matrix element of the molecular Green function defined as: \( F(\epsilon) = (J \epsilon - H_{\text{eff}})^{-1} \), where \( J \) is the unit matrix, we can define the transmission probability of each possible transition, where hole incoming from channel \( m \) is scattered on the DNA molecule, and then outgoing to channel \( n \):

\[
T_{m,n}(\epsilon) = \Gamma_n^m \Gamma_m^n | F_{m+1,n+1}(\epsilon) |^2
\]

where \( \pi = n + (N-1)m_{\text{max}} \). The electrical current flowing through the system is given by the following relation:

\[
I = \frac{e}{\pi \hbar} \sum_{m,n} d\epsilon \sum_{m,n} T_{m,n}(\epsilon) \left[ P_m f_L^m(\epsilon)(1-f_R^m(\epsilon)) - P_n f_L^m(\epsilon)(1-f_R^n(\epsilon)) \right] \\
\]

(3)

where:

\[
f_n^m(\epsilon) = \frac{1}{1 + \exp[\beta(\epsilon + m \Omega - \mu_\alpha)]}
\]
is the Fermi function, while the electrochemical potentials are defined as: $\mu_L = \varepsilon_F + eV/2$, $\mu_R = \varepsilon_F - eV/2$, $\varepsilon_F$ denoting the Fermi energy and $V$ being the applied bias.

3. Numerical results and discussion

A difficult part of the calculations of polaron properties is associated with choosing parameters for DNA. Here, we take the following energy parameters (given in eV): $\Gamma_L^* = \Gamma_R^* = 0.2$ (the case of weak molecule-metal contacts), $\varepsilon_g = 0$ (the reference energy of the HOMO level of guanine), $\varepsilon_F = -1.73$ (as deduced from the experimentally obtained conductivity gap), $\lambda = 0.3$ (as estimated from the reorganization energy), $\phi^* = 0.185$ (the fitting parameter), $\Omega = 0.13$, $t_{\text{eff}}^m = 0.6$ (as obtained from ab initio calculations of the two energy levels for a pair of overlapped guanine bases). Temperature $\theta$ is set at 300 K ($\beta = 0.025$/eV), while maximum amount of phonon quanta $m_{\text{max}} = 10$ is chosen to give fully converged results with the accuracy better than 1%
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Fig. 2. Current-voltage dependence for $N = 30$ pair poly(dG)-poly(dC) DNA (a); maximum value of the current as a function of the number of GC bases in the logarithmic scale (b); maximum current as a function of the coupling strength parameter for $N = 30$ (c); maximum value of the current as a function of dephasing potential in the logarithmic scale for $N = 30$ (d).

The calculated $I-V$ characteristics for a double-stranded 30-base pair poly(dG)-poly(dC) DNA molecule connected to two metallic electrodes is demonstrated in
Fig. 2a, where all the model parameters were reasonably chosen to quantitatively reproduce the experimental data (cf. Porath et al. [2]). Here, we observe the saturation effect at high voltages after the smoothing increase of the current, where we have \( dI/dV = 0 \). Our calculations indicate that the magnitude of the current flow exponentially depends on the DNA length: \( \ln(I_{\text{max}}) = 9.91 - 0.32N \) (as shown in Fig. 2b), the maximal current given in \( \mu A \) can thus be estimated from the following relation: \( (I_{\text{max}}) \approx 20.13\exp(-0.32N) \). This conclusion is in contradiction to the previous rate-equation calculations indicating the algebraic length dependence [17, 18]. The shape of the \( I-V \) curve does not change significantly upon changes in a wide range of model parameters, but the magnitude of the current flow is very different. Figure 2c shows that the maximum current smoothly increases with the increase of the coupling parameter \( \Gamma = \Gamma_l = \Gamma_r \). Interestingly enough, for extremely strong coupling \( (\Gamma > 1.4) \) we observe the opposite trend. The strength of the DNA-electrode coupling can be controlled by changing the distance between them. Furthermore, the magnitude of the current flow exponentially decreases with the increase of the dephasing potential: \( \ln(I_{\text{max}}) = 9.7 - 50\phi \), so the maximum current given in \( \mu A \) can be estimated from the following relation: \( (I_{\text{max}}) \approx 16.3\exp(-50\phi) \).

4. A brief summary

We have studied the polaronic and incoherent transport through DNA molecule (treated as a linear chain of quantum dots) using non-perturbative computational scheme (based on Green’s functions theory within the framework of polaron transformation), where decoherence is modelled through the use of an imaginary dephasing potential. It was shown that, with the model, we can reproduce experimental data by fitting the model parameters. According to our calculations, at high voltages we observe the saturation effect after the smoothing increase of the current. Here we found the exponential dependence of the saturation current vs. the length of the molecular bridge, so the transport through DNA does not have a purely hopping character. It was also shown that the maximum current smoothly increases with the increase of the coupling parameter until some critical point \( (\Gamma = 1.4) \) and then it starts decreasing. Besides, our predictions indicate the exponential decrease of the current flow with the increase of the dephasing potential.
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Films of Heusler alloys
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Heusler alloys (HA) are a class of materials which may be metals, semiconductors or semimetals, most of them being ferromagnets. Some new applications of HA in spintronics and micro-electromagnetic actuators require their preparation in the form of thin films. Deposition of a HA film is a challenging task from the point of view of its proper ordering. Local disorder and antisite disorder are the most probable reasons of failure in achieving 100% polarization in nanostructures containing HA layers. We will review some examples of tunnel magnetoresistance structures that include Co2YZ HA layers (Y = Mn, Cr, Fe, Z = Al, Si, Ga). The influence of structural ordering on the magnetic and transport properties of Co2MnGa films are given with an emphasis on crystallization process of the films with amorphous structure and a further improvement of its structural ordering. Equally difficult task concerns preparation of HA films with shape memory (SM) effect. Recent achievements in technology of HA with SM will be reviewed. We will focus on non-stoichiometric Ni–Mn–Ga sputtered films. Their SM properties critically depend on composition and post-deposition annealing conditions. By a proper choice of these conditions, the ordered Ni–Mn–Ga films exhibit a well defined SM effect near room temperature.
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1. Introduction

Heusler alloys (HA) with the chemical formula X2YZ are a class of materials with a variety of interesting physical properties. Depending on composition, they may be metals, semiconductors or semimetals, and additionally, most of them are ferromagnets. The full Heusler structure consists of four interpenetrating fcc sublattices with atoms at A(0,0,0), C(1/2,1/2,1/2), B(1/4,1/4,1/4), and D(3/4,3/4,3/4) positions which results in L21 crystal structure of the so-called full HA (Fig. 1) in which X1 and X2 sublattices are fully occupied. A large number of different elements can be chosen for
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X (Ni, Co, Fe, Pd, ...), Y (Mn, Ni, Fe, Co, Ti, ...), and Z (Ga, Al, In, Si, ...) offering rich possibilities for tuning their magnetic, electrical and mechanical properties.

In HA there is always some degree of chemical disorder, heavily influencing many of their physical properties. In the fully ordered HA, the four sublattices A, B, C, and D are occupied by X, Y, X, and Z atoms, respectively giving the $L2_1$ type of order as it is shown in Fig. 1. In reality, this fully ordered state is hard to be attained, and there is a variety of possible disorder [1]. When X atoms remain ordered and full disorder occurs between Y and Z sites only, we have a $B2$ (CsCl type) structure, for example. If disorder occurs between one X site and either Y or Z sites, the atomic arrangement may lead to a $DO_3$ ($Fe_3Al$) structure. And eventually, an $A2$ structure occurs if there is the atomic arrangement when random order occurs between all X, Y and Z sites.

Fig. 2. Spin-resolved DOS for Co$_2$MnX, X = Al, Si, Ga, Ge (from Ref. [2]) (a) with a spin-split band structure characteristic of insulating behaviour of the spin down electrons; field-induced strain of a single-variant sample of orthorhombic seven-layered phase in the Ni$_{48.8}$Mn$_{29.7}$Ga$_{21.5}$ alloy at 300 K (b) measured perpendicular to the magnetic field applied along the (100) direction (from Ref. [7])
Recently, HA has attracted attention since they show great potential for spintronic [2] or for electromechanical [3, 4] applications. The first aspect concerns half-metallic properties of some HA exhibiting 100% spin polarization at the Fermi level. Full spin polarization results from two types of band structures for the majority and minority spin bands: while the majority spin band shows a typical metallic behaviour, the minority spin band exhibits a semiconducting behaviour with a gap in density of states at the Fermi level (Fig. 2a). NiMnSb half Heusler compound was found to reveal a half metallic behaviour as early as in 1983 [5], but full HA such as Co2MnSi or Co2MnGe [6] have only recently been found (by electron energy band calculations) to possess full spin polarization.

The second aspect is related to shape memory effect of some HA – a reversible martensitic transformation resulting in a substantial mechanical strain. Ni2MnGa is the best known HA which exhibits both ferromagnetic behaviour and structural instabilities leading to a low temperature tetragonal distortion of the cubic cell, i.e., a martensitic transformation [3]. Additionally, for off-stoichiometric Ni–Mn–Ga HA, the martensitic transformation temperature may be tuned close to room temperature and various kinds of modulated structures in the martensitic phase may occur. It appeared that in such structurally metastable martensite phase, a rearrangement of martensitic variants can be realized under application of a relatively low magnetic field. As is shown in Fig. 2b, application of the magnetic field of ~1 T results in a huge (~10%) strain [7]. This effect is known as ferromagnetic shape memory effect (FSM). Recently a similar field-induced FSM effect has been found in non-stoichiometric Ni50Mn25−xSn25−x HA [8].

It is obvious that for any spintronic application one needs HA in the form of thin films. Therefore, a number of papers have been concerned with both theoretical aspects of half-metallic behaviour of the HA thin films as well as with technological aspects aimed at fabrication of HA films with the highest spin polarization under optimum conditions (see, for example Ref. [2]). The formation of a HA film is a challenging task from the point of view of a proper ordering of different elements into the four sublattices. Local disorder and antisite disorder effects are the most probable reasons of failure in achieving 100% polarization in nanostructures containing HA layers.

Equally difficult task concerns preparation of HA films exhibiting ferromagnetic shape memory effect. Single crystals of off-stoichiometric Ni–Mn–Ga alloy exhibit strains of 10% under application of a moderate magnetic field [7] but in the films the effect has been found to be much lower [9]. Recent achievements in the thin film technology of FSM alloys comprise thin Ni–Mn–Ga films deposited by molecular beam epitaxy (MBE) [10], laser ablation [11] and by sputtering [12]. Since their shape memory properties critically depend on composition and post-deposition annealing conditions, and by a constraint from a substrate, by a proper choice of the deposition conditions and post-deposition annealing, the ordered and partially or fully released Ni–Mn–Ga films exhibit a well defined shape memory effect near room temperature.
2. Electronic transport in Heusler alloy films

Spintronics, which uses the spin degrees of freedom, is currently attracting great interest due to a high potential for applications in magnetic sensors and other devices based on tunnel magnetoresistive effect [13]. Hence, the materials with a high degree of spin polarization $P$ at the Fermi level are needed to ensure as high as possible tunnel magnetoresistance ratio (TMR):

$$ TMR = \frac{R_{\uparrow\downarrow} - R_{\uparrow\uparrow}}{R_{\uparrow\uparrow}} = \frac{2P_1P_2}{1 - P_1P_2} \tag{1} $$

where $R_{\uparrow\downarrow}$ and $R_{\uparrow\uparrow}$ are resistances for antiparallel and parallel magnetization configurations in a magnetic tunnel junction (MTJ), respectively. This definition gives $TMR = \infty$ (in practice a very high value of $\sim 10^4$) for the full polarization $P_1 = P_2 = 100\%$ of the two ferromagnetic electrodes in TMJ.

A systematic search (based on electronic band calculations) for HA has revealed that Co$_2$MnGe, Co$_2$MnAl, Co$_2$MnSi and Co$_2$MnGa may be regarded as half-metallic ferromagnets with full (or almost full) spin polarization at the Fermi level [2, 6]. Recently, a considerable effort was devoted to HA containing Cr–Co$_2$CrAl and Co$_2$Cr$_{1-x}$Fe$_x$Al – since they have been also predicted to exhibit a complete spin polarization with both a high magnetization and a high Curie temperature [14, 15]. Co$_2$Cr$_{1-x}$Fe$_x$Al HA showed a high magnetoresistive effect of 60% in pressed powder pallets [14] and since this discovery a number of theoretical papers has confirmed their full polarization [16, 17]. However, in a spin valve MTJ containing Co$_2$Cr$_{0.6}$Fe$_{0.4}$Al electrode only a moderate TMR of $\sim 16\%$ has been found at RT [18].

Despite the predicted half-metallic properties of HA, in HA films much less than 100% spin polarization has been measured so far (see, for example, Ref. [19]). There are few useful methods of determining spin polarizations in ferromagnetic materials. Photoemission [20] and tunnelling spectroscopy [21] have been applied but the most appropriate seems to be point-contact Andreev reflection [22] in which a measurement of the conductance between a superconductor in a point contact with a ferromagnet can determine the spin polarization. Using this method, Clifford et al. [23] found the spin polarization of $\sim 80\%$ in Co$_2$Cr$_{0.6}$Fe$_{0.4}$Al bulk HA. The most extensively applied method, however, for the measurement of the spin polarization in half-metallic thin films is evaluation of $P$ from TMR effect in MTJ devices. Using a CoFe layer ($P \approx 50\%$) as a top electrode and a HA film as a bottom electrode [24] the resulting spin polarization can be simply estimated from the Juliere model described by Eq. (1). Keeping in mind that the magnetoresistance of such an MTJ depends not only on the electronic structure of HA but also on the quality of insulating barrier (AlO$_x$ in most cases), one may regard the resulting spin polarization of HA as a realistic limit determined both by a structural perfection of HA film and a HA/tunnel barrier interface quality on equal foot. On the other hand, such an approach gives some practical
insight on the realization of HA electrodes integrated with other components of an MTJ device.

Figure 3 juxtaposes some recent results concerning TMR characteristics of MTJ devices which include a HA layer as a bottom electrode. However, the most puzzling result (shown in Fig. 3a) concerns a relatively high TMR effect of ~60% at RT in pressed powder pellets of Co$_2$Cr$_{1-x}$Fe$_x$Al/Al$_2$O$_3$ [14]. Such a high value of TMR in the obviously defected samples with nonuniform microstructure resulted in further attempts [18, 25] aimed at fabrication of MTJ containing Co$_2$CrFeAl HA electrode with structural ordering as good as possible. However, as is seen in Fig. 3b, TMR in a spin valve structure Co$_2$Cr$_{1-x}$Fe$_x$Al (100 nm)/Al$_2$O$_3$(1.3 nm)/CoFe(3 nm)/NiFe (5nm)/IrMn (15 nm)/Ta (10 nm) has been found fairly low amounting to ~19% at RT for $x = 0.4$ [25]. It appeared that HA films prepared by magnetron sputtering on thermally oxidized Si substrates do not show the $L2_1$ structure as expected for the bulk, but reveal the $B2$ or
$A2$ structures, depending on Fe concentration. It was pointed out that better TMR characteristics might be obtained for $B2$ structure without Co–Cr type of disorder.

Recently Sakubara et al. [26] fabricated MTJ with epitaxially grown Co$_2$MnAl bottom electrodes combined with a magnetron sputtered Al–O tunnel barrier. As shown in Fig. 3c, MTJ with a stacking structure of epi-Co$_2$MnAl/AlO/CoFe/IrMn exhibits TMR $\approx 65\%$ at RT and $83\%$ at 2 K (see the inset in Fig. 3c). This result suggested that Co$_2$MnAl with $B2$ order is highly spin polarized, however the estimated spin-polarization of $\approx 59\%$ (Eq. (1)) is still smaller than the expected value of $76\%$ for the $B2$ structure [27]. Besides TMJ containing Co$_2$Cr$_{1-x}$Fe$_x$Al or Co$_2$MnAl HA electrodes, Co$_2$MnSi HA integrated in MTJ [28] offers even higher TMR values of $\approx 86\%$ at 10 K which roughly corresponds to $P = 60\%$ (Fig. 3d). Recently, Hütten et al. [24] demonstrated TMR value of $108\%$ at 20 K associated with the spin polarization of $72\%$. All these results clearly show that fabrication of MTJ or other spintronic devices in which HA electrodes would reveal full half-metallic characteristics (i.e. TMR $= \infty$) is still a challenging task, first of all, due to difficulties in preparation of HA layers with a good ordering, and secondly, due to difficulties with oxidation of HA in the course of the tunnel barrier formation.

Since the problem of ordering of HA films is one of the key issues in the application for spintronic devices, we have investigated kinetics of the ordering in Co$_2$MnGa HA film. Co$_2$MnGa has been shown [2] to reveal almost half-metallic behaviour. To obtain the Co$_2$MnGa alloy films with utmost disorder, they were vapour quenched onto the substrates cooled with liquid nitrogen. The as-deposited Co$_2$MnGa films were annealed at 293 (RT), 513, 598 and 728 K in high vacuum conditions. The resulting various structural states of Co$_2$MnGa HA films will be referred to as 1, 2, 3 and 4, respectively, to correspond to the above annealing conditions.

Fig. 4. TEM diffraction patterns of Co$_2$MnGa alloy films (a) deposited onto a substrate cooled with liquid nitrogen (left panel) and post annealed at 630 K (right panel); the saturation ($M_S$) and effective ($M_{\text{eff}}$) magnetization of Co$_2$MnGa films (b) as a function of annealing temperature. The numbers 1–4 denote corresponding films (see text)
Figure 4a (left panel) shows transmission electron microscopy (TEM) diffraction patterns of the Co$_2$MnGa film deposited onto an NaCl substrate cooled with liquid nitrogen. It is clearly seen that vapour quenching deposition onto cooled substrates leads to formation of an amorphous (nanocrystalline) state. After annealing at 630 K, the amorphous film becomes crystalline with the diffraction lines characteristic of B2 HA structure (Fig. 4a, right panel). A thorough X-ray diffraction characterization of the films annealed at $T > 600$ K suggests even the presence of L2$_1$ ordering for film 4. Generally, annealing of the vapour quenched Co$_2$MnGa films results in the formation of the amorphous, A2, B2 and L2$_1$ ordering for the films 1, 2, 3 and 4, respectively.

Figure 4b shows the dependence of RT values of $M_S$ (full symbols) and $M_{eff}$ (open symbols) on annealing temperature corresponding to the films 1, 2, 3, and 4, respectively. The amorphous film 1 is only weakly magnetic with $M_S \approx 25$ G. However, $M_{eff}$ of $\sim 200–300$ G, estimated from the position of the most intensive ferromagnetic (FMR) absorption, suggests its inhomogeneous magnetic state with local effective fields $4\pi M_{eff}$ as high as $\sim 3000$ G. Annealing at elevated temperatures results in a substantial increase in both $M_S$ and $M_{eff}$ up to 400 and 500 G, respectively. Since $M_S$ of the films 3 and 4 is practically the same, we argue that there is practically no difference in the magnetic properties of the Co$_2$MnGa films with B2 and L2$_1$ type of ordering. However, the saturation magnetization $M_S$ ($M_S = 450$ G, $2.5\mu_B$ per formula unit) of our films with the highest ordering is still lower than that of the bulk ($4\mu_B$) [2] and Co$_2$MnGa epitaxial films ($3.5\mu_B$) [29]. Moreover, $M_S$ and $M_{eff}$ differ substantially what may be related to a high easy plane anisotropy of Co$_2$MnGa films due to magnetostriction [29].

Using high-temperature FMR [30] measurements in the perpendicular configuration, we checked the temperature range in which the amorphous Co$_2$MnGa films order. Figure 5a shows temperature changes of the resonance field $H_{r_{\text{ppp}}}$ in the course of temperature cycling from RT to 570 K and back RT. In the range of ca. 420–430 K, the resonance field increases sharply, then it decreases in a way typical of a ferromagnetic
film with $T_C$ of 600 K and eventually at $\sim$550 K it grows again. In the cooling cycle, the temperature changes of the resonance field $H_{res}^\text{p}$ are typical of a well ordered Co$_2$MnGa alloy with $T_C$ of $\sim$ 650 K. These anomalies in the behaviour of $H_{res}^\text{p}$ vs. $T$ strongly suggest the presence of two structural transformations in amorphous Co$_2$MnGa at 430 and 540 K, respectively. Comparing FMR results shown in Fig. 5a with the TEM results, we supposed that these anomalies are related to the “amorphous $\rightarrow$ A2” and “A2 $\rightarrow$ B2” transformations, respectively. However, the electric resistivity $\rho$ of the initially amorphous Co$_2$MnGa film experiences a sharp increase between 450 and 540 K and then at $T \approx 550$ K it decreases again to a considerably higher value than that of the amorphous film, and slightly decreases at $T > 750$ K (Fig. 5b). Our preliminary TEM studies of the structure of the films annealed between 450 K and 540 K suggest formation of a two-phase metastable structure in this temperature region. In the temperature dependence on the cooling cycle, $\rho$ shows a semiconductor-like behaviour at 550 $> T >$ 800 K with a negative coefficient of resistivity and a metallic behaviour below 600–550 K. Both a high value of the resistivity in B2 structural ordering and the change in the temperature dependence of the resistivity may result from half-metallic behaviour of the ordered Co$_2$MnGa films.

In summary, we have shown, that unlike amorphous Ni$_2$MnZ ($Z = $ In, Ga, Ge) films, Co$_2$MnGa films in the amorphous state exhibit some weak ferromagnetic behaviour. According to the FMR and resistivity results, formation of an inhomogeneous metastable structure in the temperature range of 450–550 K has been observed. The structural “A2(B2) $\rightarrow$ L2$_1$” transition causes more significant increase in $M_S$ and $M_{eff}$ than the “amorphous state $\rightarrow$ A2” one. However, the saturation magnetization ($M_S = 450$ G, 2.5$\mu_B$ per formula unit) of our films with the highest ordering is still lower than that of the bulk (4$\mu_B$) and of Co$_2$MnGa epitaxial films (3.5$\mu_B$). Resistivity behaviour of the well ordered Co$_2$MnGa films suggests their half-metallic properties.

### 3. Ferromagnetic Heusler alloy films with shape memory effect

Ferromagnetic shape memory (FSM) alloys are a class of materials undergoing thermodynamically reversible martensitic transformations in a ferromagnetic state [3]. Such a structural phase transformation of a martensitic type has been reported in ternary intermetallic compounds Co–Ni–Al and Co–Ni–Ge and in iron(cobalt)-based alloys such as Fe–Pd(Pt) and Co–Ni and in Ni–Mn–Al, Co–Ni–Ga HA.

Ni–Mn–Ga HA with various stoichiometries have been the most extensively investigated FSM materials. For bulk stoichiometric Ni$_2$MnGa, the Curie temperature $T_C$ = 376 K and the martensitic transformation (MT) temperature is $T_M$ = 200 K [1]. Above $T_M$, Ni$_2$MnGa adopts L2$_1$ structure (Fig. 1). In the martensite phase Ni$_2$MnGa transforms into a twinned structure (as shown schematically in Fig. 6) composed of tetragonal phase with an enhanced anisotropy [3]. Generally, for the nonstoichiometric Ni–Mn–Ga HA there are several different martensite structures of tetragonal or
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orthorhombic symmetry. Some of them are modulated with a shuffling of the (110) atomic planes with a period of five (5M) or seven (7M) atomic planes [31, 32], or unmodulated [33, 34]. The lattice constant ratios give the maximum strain which is available from the twin rearrangement. This limit is of 6% in the 5M structure [35], and of 10% in the orthorhombic 7M martensite of Ni$_{1.95}$Mn$_{1.19}$Ga$_{0.86}$ [7].

Fig. 6. Schematic illustration of the martensitic transformation and twinning in two dimensions (from Ref. [2])

Fig. 7. Schematic representation of the magnetic field-induced redistribution of the martensitic domains (a). Domains benefiting from the applied field dominate (b) in the sample, leading to a macroscopic deformation (from Ref. [2])

As is shown in Fig. 7, magnetic fields or stress can rearrange the volume fraction of martensitic variants by the motion of twin boundaries to minimize the total energy. Such a rearrangement of the martensitic variants with magnetic field results in a large reversible strain. This change of crystallographic domain population by the application of an external magnetic field is the mechanism for the FSM effect (Fig. 7). Depending on a composition, the temperature of the phase transformation can be tuned in a wide range [4]. The large strain and ability to tune the temperature of transformation with the composition make Ni–Mn–Ga alloys a very attractive candidate for magnetic field driven actuators.

Recent efforts have focused on enabling the ferromagnetic shape memory or thermal shape memory effects on micrometer or smaller scales. Figure 8a shows a conceptual design of a microactuator [36]. A film is assumed to be deposited on the substrate in the austenite state, and is unstressed and released from a substrate. At high temperatures the film is in the austenite and is undeformed as shown in Fig. 8a in the left panel. On cooling, the film transforms to the martensite and bulges (Fig. 8a, right panel). Such tiny “machines” have been created [37] in reality (Fig. 8b). To design such “micromachines”, free-standing single crystal Ni–Mn–Ga films would be the best candidate since they allow the formation of austenite/single variant interfaces resulting in a specific tent-like deformation in the martensite phase. Recently, single
crystal \( \text{Ni}_2\text{MnGa} \) and \( \text{Ni}_2\text{Mn}_{1.2}\text{Ga}_{0.8} \) films (900 Å thick) have been grown by molecular beam epitaxy on (001) GaAs substrates with ScErAs interlayer [10]. The films were ferromagnetic with the Curie temperature of \( \sim 340 \) K. It has been observed that constraint of the substrate inhibited martensitic transformation, but after removal of the substrates to release the films, it enabled a martensitic phase transformation in the free-standing single crystal films to occur. In particular, the \( \text{Ni}_2\text{Mn}_{1.2}\text{Ga}_{0.8} \) films transformed into martensite phase at RT and showed the two-way shape memory effect upon thermal cycling. The ferromagnetic shape memory effect was demonstrated in free-standing stoichiometric \( \text{Ni}_2\text{MnGa} \) bridges and cantilevers at 135 K with magnetic field applied perpendicular to the sample surface but with no quantitative measurements of the effect.

Wuttig et al. [38] reported phase transformations in polycrystalline sputtered 1 μm thick Ni–Mn–Ga films deposited on Si cantilevers. They noticed that the films deposited on substrates held above 385 °C or annealed at 400 °C show an austenite/martensite transformation comparable to NiTi shape memory films.

Suzuki et al. [39] and M. Ohtsuka et al. [9] deposited 5 μm thick Ni–Mn–Ga films by sputtering on poly(vinyl alcohol) substrates. After separating from the substrates, the films were annealed at \( \sim 1100 \) K for ordering. They detected the martensitic transformation at \( \sim 250 \) K and \( \sim 320 \) K for the films of nominal composition \( \text{Ni}_2\text{MnGa} \) and \( \text{Ni}_{2.17}\text{MnGa} \), respectively. The two-way shape memory effect for the constraint-aged films was confirmed as well as a small (of 0.08%) FSM effect was detected under application of the external magnetic field of 5 T [9].

Using a new technique of ultra-high vacuum magnetron sputtering from Ni, Mn and \( \text{Ni}_2\text{Ga}_3 \) targets, Takeuchi et al. [12] produced thin film composition spreads onto micromachined arrays of mechanical cantilever libraries. They succeeded in detecting structural transformations and determined crystal structure with a scanning X-ray microdiffractometer, and performed a quantitative magnetization mapping of the spreads. They found that a large previously unexplored region outside the Heusler composition contains reversible martensites that are also ferromagnetic. There were also some attempts to produce Ni–Mn–Ga thin films by laser ablation [11, 40] but the
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results obtained did not show any clear signs of MT. We observed some signs of martensitic transformation in the flash-evaporated Ni–Mn–Ga films on mica substrates [41].

The presence of MT in thin films is a prerequisite for any applications in MEMS. However, MT in Ni–Mn–Ga films is much less documented and the results show that the transformation is governed by microstructure [42], constraint from substrates [10] and by structural ordering [9]. Here, we show some new results concerning the influence of MT on the magnetic, electrical and thermal shape memory effect in the sputter deposited Ni–Mn–Ga films.

The films (0.5–1 μm) were deposited by face-to-face sputtering onto rotating glass and mica substrates held at RT. The composition of the films was determined by X-ray fluorescence and was changed in a wide range from Ni60Mn30Ga10 to Ni56Mn31Ga21 by altering the configuration of Mn and Ni pieces placed on the targets. The Ni49Mn29.6Ga21.4 (A) and Ni56.4Mn21.8Ga21.8 (B) films were chosen for further characterization since they revealed MT at RT and well above the Curie temperature of ~360 K. The X-ray fluorescence spectroscopy confirmed a very uniform composition profiles of our sputtered samples. The films were annealed in 10⁻⁴ Pa vacuum at 873 K for 1 h. The structural characterization of the films was carried out by XRD using CuKα radiation with the sample tilted at an angle of 2° from the diffraction plane to suppress the reflections from mica substrates. The magnetic properties of our Ni–Mn–Ga films were investigated using FMR spectrometer operating at 9.08 GHz at temperatures from 78 K to 400 K in a magnetic field applied perpendicular and parallel to the film plane. The values of 4πM_eff were determined from the resonance fields H_{perp} taken in the perpendicular configuration at various temperatures; \[ \omega/\gamma = H_{perp} - 4\pi M_{eff}, \]

XRD patterns of our films show typically few broad peaks with (220) as the most prominent reflection (Fig. 9a) due to a high (110) texture. As we will show later, MT in the film A onsets at 310–320 K. Interestingly, the (220) peak of the film A is fairly broad of ~1° and does not split, a typical feature of our films with MT about RT. This suggests that the (220) reflection is formed by overlapping peaks both from austenite and martensite phases. The position of the (220) peak gives the cubic lattice constant \[ a = 0.581 \text{ nm}, \]

Figure 10a shows the temperature behaviour of magnetic properties of film 9a; the saturation magnetization 4πM_s, the effective magnetization 4πM_eff and the FMR linewidth ΔH. Figure 10b shows the temperature dependence of the electric resistance R(T) of the same film. An apparent slope change in R(T) is indicative of the ferromagnetic-paramagnetic transition at the Curie temperature \[ T_c = 365 \text{ K} \] while an anomalous increase of ~10% in R(T) from 330 to 260 K is due to MT.
Fig. 9. XRD scans of the Ni_{49}Mn_{29.6}Ga_{21.4} (A) and Ni_{56.4}Mn_{21.8}Ga_{21.8} (B) films deposited on mica substrates. The scans were taken at RT in $\theta$-2$\theta$ geometry with the substrate tilted slightly from the diffraction plane in order to remove (a) or to suppress (b) the reflections from mica.

Fig. 10. Temperature dependences of the saturation magnetization $4\pi M_{\text{sat}}$, the effective magnetization $4\pi M_{\text{eff}}$, the FMR linewidth $\Delta H$ (a) and temperature dependence of the electric resistance (b) of an Ni_{49}Mn_{29.6}Ga_{21.4} film (film A).

Fig. 11. Temperature dependences of the saturation magnetization $4\pi M_s$, the effective magnetization $4\pi M_{\text{eff}}$, the FMR linewidth $\Delta H$ (a) and temperature dependence of the electric resistance $R$ (b) of an Ni_{56.4}Mn_{21.8}Ga_{21.8} film (film B); inset in (b) shows $R(T)$ of the film B measured independently at elevated temperatures.
An anomalous jumplike feature in $R(T)$ is characteristic of MT in bulk Ni–Mn–Ga alloys [4]. However, in the film A it extends from the martensitic start ($T_m$) to finish ($T_f$) temperatures: $T_m = 310$ K to $T_f = 260$ K, i.e., the temperature range is much broader than in bulk alloys [44]. Similar extended anomalies due to MT appear in the magnetic behaviour shown in Fig. 10a. While the temperature dependence of $4\pi M_{sat}$ is quite monotonic and saturates at $-6$–$6.5$ kG (i.e., $M_{sat} = 500$ G at 0 K), the growth in $4\pi M_{eff}$ in the martensite phase is strongly diminished and $4\pi M_{eff}$ exhibits a hysteretic behaviour. Simultaneously, the FMR linewidth (measured in the perpendicular configuration) strongly increases from about 100 Oe (at 330 K, i.e., in the austenite phase) to about 1.5 kOe at 100 K (in the martensite phase). Such a behaviour is typical of the martensitic transformation of relatively thick (0.5–1 μm) Ni–Mn–Ga films [44] in which, probably due to a constraint from the substrates (in our case mica), the transformation region is strongly extended. In much thinner Ni–Mn–Ga films the effect of MT is almost completely suppressed [41].

In Figure 11a we show the temperature dependences of $4\pi M_{eff}$ and $\Delta H$ in the film B with the martensitic transformation above $T_C = 350$ K. As follows from the temperature dependence of the electrical resistance (Fig. 11b), MT extends in this film from $T_m = 420$ K to $T_f = 330$ K. While the magnetic characteristics ($4\pi M_{eff}$ and $\Delta H$) in the film A (with $T_m < T_C$) clearly show the anomalous behaviour in the martensitic phase (Fig. 10a), in film B (with $T_m > T_C$) they change monotonically. However, $4\pi M_{eff}$ obtained from FMR attains at low temperatures the values of $3$–$3.5$ kG, that is much lower than $4\pi M_{sat}$ of $-6$ kG measured with VSM, and $\Delta H$ values near $T_C$ are substantially higher than that in the film A in the austenite phase. Such a behaviour of the magnetic properties is typical of Ni–Mn–Ga films with a columnar microstructure [41] and results from a rather complicated interplay between the shape anisotropy related to the microstructure and a substantial magnetocrystalline anisotropy in the martensite phase [3].

In the film B, we also checked the shape memory effect induced by thermal changes. For this purpose the Ni$_{56.4}$Mn$_{21.8}$Ga$_{21.8}$ film was partially released from the mica substrate. Since an Ni–Mn–Ga film deposited by sputtering is always under severe tension, it is curled in the form of a spring after releasing from the substrate as is shown in Fig. 12a, upper panel. The radius of curvature $r$ of the released film B was measured as a function of temperature. The radius reversibly increased on heating (Fig. 12a, bottom panel) and then decreased on cooling in a repeatable manner characteristic of two-way shape memory behaviour [9]. The resulting film strain $\varepsilon$ versus $T$ (defined as $\varepsilon = d/(2r)$, where $d = 1$ μm is the film thickness) is shown in Fig. 12b. It is seen that the shape recovery arises in the temperature range of 420–330 K in agreement with the results of the electrical resistance measurements but a substantial thermal hysteresis of $-50^o$ should be rather attributed to some friction between the curled “spring” windings than to the fairly narrow intrinsic hysteretic behaviour of the shape memory effect (see the inset in Fig. 11b). We estimated the magnitude of the strain change accompanied by MT as $\Delta \varepsilon = 0.2\%$ resulting from the radii of 0.2 mm and
20 mm of the curled film and that after almost perfect recovery, respectively. It is interesting that the shape memory effect in the film A was much weaker.

![Photograph of Ni₅₆.₄M₄₂₈Ga₂₃.₈ film](image)

In summary, we have observed the influence of the martensitic transformation on the magnetic and electrical properties in Ni–Mn–Ga films with MT below and above $T_C$. An anomalous behaviour of the magnetic properties of Ni–Mn–Ga films in the martensite phase has been compared with the electrical resistance vs. $T$ characteristics. The temperature range of MT in our films has been found to be much broader in comparison to that in the bulk Ni–Mn–Ga alloys. The two-way shape memory effect has been confirmed in our films.

### 4. Conclusions

We reviewed the current status of the technology of the Heusler alloy films with a special emphasis on possible applications of highly sensitive TMR sensors in spintronics as well as in micro-electromechanical systems.
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Magnetic and transport properties of Fe/Si multilayers with various iron thicknesses
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Resistivity, temperature coefficient of resistance and magnetization as functions of iron thickness have been studied in a series of magnetron sputtered Fe/Si multilayers with constant Si layer thickness. At the Fe/Si interfaces, a significant amount of deposited iron is transformed into nonmagnetic (0.5 nm) and ferromagnetic (up to 2 nm) nonuniform Fe–Si mixture with a gradient of Fe concentration. Finally, for iron thicknesses above 2.5 nm a bcc-Fe phase appears.
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1. Introduction

The Fe/Si multilayered system attracts a lot of attention because of the strong antiferromagnetic (AF) interlayer coupling [1–3] and due to potential application in integrated metal-semiconductor devices. Efforts have been made to clarify the origin of the interlayer interaction in the Fe/Si multilayers (Mls)[1–3]. It is well known that intermixing occurs at interfaces and leads to appearance of various structures similar to Fe–Si phases [1, 3] which may be responsible for the AF coupling. Dufour et al. [4] found that at the Fe/Si interface, a 1.8 nm thick mixture consisting of magnetic and nonmagnetic phases is formed. Kläsges et al. [5] found about 2 nm thick amorphous silicide layer with the composition close to Fe3Si at the interfaces, and they showed that Fe/Si and Si/Fe interfaces are not symmetrical.

In our previous papers, we focused on the Si spacer properties [2, 3], whereas in this paper we follow the evolution of transport and magnetic phenomena as a function

*Corresponding author; e-mail: wandziuk@ifmpan.poznan.pl
of Fe thickness \((d_{Fe})\). The observed changes of magnetic and transport properties are related to the formation of interfacial Fe–Si structures in Mls with different \(d_{Fe}\).

2. Experimental

A series of \([\text{Fe}(d_{Fe})/\text{Si}(1.1 \text{ nm})]_{15}\) Mls, with constant surface area 3.5×6 mm\(^2\) and iron thickness 0.25 \(\leq d_{Fe} \leq 4\) nm, have been deposited by magnetron sputtering onto oxidized Si wafers at room temperature (RT). Silicon layer thickness \(d_{Si} = 1.1\) nm has been chosen to assure the maximum of antiferromagnetic coupling between the Fe layers [2]. Additionally, a 30 nm thick pure Fe reference sample has been prepared. Magnetic and transport properties have been investigated by the Hall effect, electrical resistance and magnetic moment measurements carried out in the temperature range 4.2–300 K.

3. Results and discussion

Based on the evolution of the magnetic and electron transport properties of the investigated Mls, shown in Figs. 1 and 2, the dependences can be arbitrarily divided into four regions discussed below.

For \(d_{Fe} < 0.5\) nm (Fig. 1), the absence of magnetic moment is observed. It seems to be due to intermixing at the Fe/Si interfaces resulting in formation of nonmagnetic Fe–Si mixtures. The resultant mixture is Si-rich and characterised by high resistance and negative temperature coefficient of resistance (TCR) (Fig. 2). Its resistivity \(\rho\) drops drastically with the increase of Fe thickness within this range.

For \(0.5 \leq d_{Fe} < 1\) nm, with increasing the amount of deposited Fe, the Fe–Si mixture is enriched with Fe. Therefore, for \(d_{Fe} > 0.5\) nm, besides the dominant semiconducting layer consisted of Si-rich mixture, small metallic, ferromagnetic precipitations are formed, hence the magnetic moment appears. Thin metallic grains lower the \(\rho\) value but the effective transport properties are dominated by semiconducting matrix with negative TCR. Figure 3a displays temperature dependence of magnetic moment of
the ML with $d_{Fe} = 0.7$ nm measured at magnetic field 0.05 T. The magnetic moment, plotted as a function of $T^{3/2}$ (Fig. 3b), can be fitted with two straight lines. This means that for $d_{Fe} = 0.7$ nm two ferromagnetic phases, with the Curie temperatures $T_C = 168$ K and 393 K, are present. There exist no crystalline Fe–Si phases with such a low $T_C$ [6]. However, similar $T_C$ values have been observed in the case of amorphous alloys [7], thus the formation of amorphous Fe–Si structures with different Fe concentration at the interfaces cannot be excluded.

For $1 \leq d_{Fe} < 2.5$ nm, when the continuous metallic layer is formed, a transition from semiconducting to metallic behaviour occurs at about $d_{Fe} \approx 1$ nm. Further increase of the amount of deposited Fe results in an increase of $4\pi M_S$ extracted from anomalous Hall effect (Fig. 1) and positive TCR (Fig. 2) values. The $4\pi M_S$ shown in Fig. 1 is rather the effective magnetization, thus it can be influenced by the magnetic anisotropy (including surface anisotropy) and the AF coupling. The existence of ferromagnetic Fe–Si mixtures was confirmed by the presence of broad sextets in Mössbauer spectra with hyperfine field $H_{hf} \approx 29$ T [3].
Above $d_{Fe} \approx 2.5$ nm both TCR($d_{Fe}$) and $4\pi M_S(d_{Fe})$ dependences flatten. Since measured $4\pi M_S$ is the average value of the bcc-Fe phase and several different ferromagnetic Fe–Si mixtures with reduced magnetizations (with respect to the bcc-Fe phase), the $4\pi M_S$ value of the investigated Mls does not reach the value of bulk Fe. For this $d_{Fe}$ range, the presence of bcc-Fe phase (besides the Fe–Si mixtures) was previously indicated by our X-ray scattering and Mössbauer study [3].

Our results clearly show that the interfaces in the Fe/Si Mls are not sharp and a mixture with concentration gradient is formed. Its properties evolve, with the increase of Fe thickness, from nonferromagnetic semiconductor to ferromagnetic metal.

4. Conclusions

A significant amount of interfacial Fe–Si mixture, with nonuniform Fe concentration across the interface profile, has been found in the Fe/Si Mls. For thin iron layer ($d_{Fe} < 0.5$ nm) only nonmagnetic Fe–Si structures are present. Further increase of the iron thickness results in the appearance of ferromagnetic Fe–Si alloys with progressive increase of the $4\pi M_S$ value. The bcc-Fe phase appears just above $d_{Fe} \approx 2.5$ nm. Therefore the reduction of $4\pi M_S$ in respect to the bulk bcc-Fe value may be due to the averaging of magnetizations of different structures. However, the influence of the anisotropy and the AF coupling cannot be excluded.
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