
 

Projekt współfinansowany ze środków Unii Europejskiej w ramach  
Europejskiego Funduszu Społecznego 

ROZWÓJ POTENCJAŁU I OFERTY DYDAKTYCZNEJ POLITECHNIKI WROCŁAWSKIEJ 

 

 

 

 

 

 

 

 

Wrocław University of Technology 

 

Civil Engineering 

 
Wojciech Puła 

 

MATHEMATICS 
A Short Introduction to Ordinary and Partial 

Differential Equations 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Wrocław 2011 



 

 

Wrocław University of Technology 
 

 

 

 

Civil Engineering 

 
 

 

 Wojciech Puła 

 
MATHEMATICS 

A Short Introduction to Ordinary and Partial 
Differential Equations 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Wrocław 2011



 

 

Copyright © by Wrocław University of Technology 

Wrocław 2011 

 

 

Reviewer: Włodzimierz Brząkała 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ISBN 978-83-62098-47-7 
 
 

Published by PRINTPAP Łódź, www.printpap.pl 



 
 

Contents 
 
 Preface            4 

Introduction. Remarks on notation        5 
1. Chapter 1. Basic ideas of ordinary differential equations    7 
2. Charter 2. Most important classes of the ordinary differential  11 

equations of the first order 
 2.1. Equations of  separated variable      11 
 2.2. Homogeneous equation        12 

2.3. Linear equations of the first order      14 
3. Chapter 3. Linear ordinary differential equations of higher order 25 

3.1. Homogeneous linear differential equations      25 
3.2. Non-homogeneous linear differential equations    36 
3.3. Applications to structural mechanics. Beams resting on 

Winkler-type elastic subsoil       41 
4. Chapter 4. Introduction to partial differential equations   47 

4.1. Example of physical problems leading to partial differential 
 equations and boundary value problems. The vibrating string      47 

4.2. Notations and preliminary definitions     49 
4.3. Classification         50 
4.4. Some important types of partial differential equations   51 
4.5. The classical classification of the linear equations of the 

second order              53 
4.6. Boundary value problems       53 

5. Chapter 5. Some simple methods of solving partial differential 
 equations and boundary value problems      55 
5.1. Successive integration        55 
5.2. Separation of variables        57 

References           60 
 
 

 
 
 
 
 
 
 
 
 
 

3



Preface 
 

This lecture notes is a supporting material to the subject Mthematics in the 
framework of first semester graduate studies in  Civil Engineering organised by 
Faculty of Civil Engineering of Wrocław University of Technology. General 
idea of the course is to give students an introduction to the most important 
problems in ordinary differential equations and some very basic ideas in partial 
differential equations with some important applications. I would like to 
emphasise that we are in the beginning of the implementing this course. Then 
this lectures note should be treated as a first step to help the students studying 
the applications of mathematics. It should generally cover the accepted syllabus, 
however it is expected that the lectures will modify the presented approach in 
the future. Therefore no one-to-one correspondence between this lecture note 
and the lectures should be expected. 
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Introduction 
Remarks on notation 

 
The first part of this lecture, containing Chapter 1, Chapter 2 and Chapter 3, is thought as a 
repetition of the most important ideas of the ordinary differential equations, which are 
necessary in understanding partial differential equations and boundary value problems. It is 
assumed, however, that the students are generally familiar with general concepts of ordinary 
differential equations, hence it can not be treated as a systematic course of the subject. The 
second part contains some selected elements of the partial differential equations theory with 
some applications oriented to civil engineering problems.  
 We begin this course with explaining some most important notations and definitions 
who will be useful within this notebook . The basic notations and definitions concerning 
partial differential equations will be commented in the Chapter 4. 
 
Definition 0.1 (n-dimensional Euclidean space). 
Let ( ){ } RRRxRn ××==∈== ...,...,2,1,:,..., 21 nixxxx in  be the Cartesian product 
of n sets of real numbers. Consider a distance between points of  Rn

 
 defined by the equation  

     ( ) ( )∑
=

−=
n

i
ii yxd

1

2,yx
       (01) 

Consider now  (Rn, +, ∙ , d), where + is the addition of vectors and   ∙ multiplication by scalars 
(real numbers). The  (Rn

Remark 01. 
, +, ∙ , d) is called the n-dimensional Euclidean space. 

The distance given by eqn. (01) can be considered as generated by scalar product of the form: 
    
     

∑
=

=
n

i
ii yx

1
yx 

        (02) 

 
Compare general theory of unitary spaces  ([1]). 
Definition 02. 
A sequence { }∞=1nnx of elements of Rn nRx ∈o is said to be convergent to  if and only 

if 
     ( ) 0,lim =

∞→
on

n
d xx        (03) 

The convergence defined by the equation (03) is equivalent to the following one: 
 
    nixx oini

n
,...,2,1,lim =∀=

∞→
      (04) 

Definition 03. 
A neighborhood of the point  ox  of the radius r is the following set 
 
    ( ) ( ){ }rdrB oo <∈= xxRxx n ,:,       (05) 

An alternative name of this set is an open ball with the center ox  and radius r. 
 Definition 04. 
A set nR⊂U  is said to be an open set if and only if 
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   ( ) UrBrU oo ⊂>∃∈∀ ,0 xx      (06) 
Definition 05. 
A set nR⊂B is a closed set if and only if for any sequence { } Bxk ⊂  the following implication 
holds: 
 
    Bxxxk

k
∈⇒=

∞→
00lim          (07) 

 
It can be proved that a set B is closed if and only if ( )B−nR  is open. 
Definition 06. 
The closure of  a set B consists of all points in B plus the limit points (in the sense of (07)) of 
B. The closure is denoted by B . 
Intuitively, these are all the points that are "near" B. 
Definition 07.  
The interior of the set B, denoted as Int(B) is the largest (in the sense of inclusion) open subset 
of B. 
Definition 08.  
The boundary, B∂ , of the set B is the following set 
 

)Int(BBB −=∂  .                (08)
  

 In order to make readers familiar with different types of notations that can be found in 
the literature two ways of notations will be presented within the further course. Namely the 
derivatives are denoted by 
 

n

n

n

n

dx
xyd

dx
xyd

dx
xyd

dx
xdy )(,)(,...,)(,)(

1

1

2

2

−

−   . These are first second , (n-1)th and nth order 

derivatives, respectively. All of the are derivatives with respect x variable, which is 
independent variable in this case. This kind of notation is the classical Leibnitz’s notation. It 
is suits very well the separation variable problems. 
 Alternatively the same derivatives will be denoted by  ( ) ( )nn yyyy ,,...,, 1−′′′ . 
     In the first chapter that concerns ordinary differential equations the independent variables 
will be denoted by x, t. In first three chapters only ordinary differential equations are under 
consideration, then the definitions 01 to 05 are reduced to one-dimensional case of set of the 
real numbers R. 
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Chapter 1 
Basic ideas of ordinary differential equations 

 
Definition 1.1. 
Ordinary differential equation is an equation of the form: 
 

( ) 0,...,,,, )( =′′′ nyyyyxG  ,    (1.1) 
 
where 

RRG n →+1:  is a given function,  y(x) is the unknown function of the variable x and at 
least one of the derivatives )(,..., nyyy ′′′  appears in it. 

If the derivative )(ny  appears in the equation and simultaneously there is no derivative of any 
higher order in the equation, then the equation is called an equation of the n-th order. 
 
Example 1.1. 
Consider the following equation: 
 

)(xf
dx
dy

=   ,   (1.2) 

 
Where f: R   R  is a continuous on interval [a,b]. Let  F denote an antiderivative of  f  on the 
interval  [a,b] . 
Then the solution of eqn (2) is given by: 
 

CxFxy += )()(   ,   (1.3) 
 
where R∈C  is a constant. Assuming that for ( )bax ,0 ∈  solution (3) satisfies the condition 
 

( ) 00 yxy =      (1.4) 
 
Combining (1.3) and (1.4) one gets 
 
     ( )00 xFyC −=      (1.5) 
 
Then the solution of (1.2), which satisfies the condition (1.4) takes the form 
 
     ( )00)()( xFyxFxy −+=     (1.6) 
 
or 

     ( )∫+=
x

x
dttfyxy

0

0)(     (1.7) 

If, for example, equation (1.2) takes the form  
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23x
dx
dy

=  ,    (1.8) 

in conjunction with initial condition ( ) 10 =y . Then, by (1.6), the solution takes the form 

( ) 13 += xxy  .    (1.9) 

Definition 1.2. 

In order to avoid confusions it is necessary to define some most important objects. 

Given a differential equation of the form (1.1). A function y: I ⊂ R → R is called the 
solution or integral curve for G, if y is n-times differentiable on I, and 
 

( ) 0,...,,,, )( =′′′ nyyyyxG    for each  Ix∈ .         (1.10) 

Given two solutions u: J ⊂ R → R and y: I ⊂ R → R, u is called an extension of v if I ⊂ J 
and 

Ixxyxu ∈= )()( .             (1.11) 

A solution which has no extension is called a global solution. A general solution of an n-th 
order equation is a solution containing n arbitrary variables, corresponding to n constants of 
integration. A particular solution is derived from the general solution by setting the 
constants to particular values, often chosen to fulfill set of initial conditions or boundary 
conditions. A singular solution is a solution that can't be derived from the general solution. 
Example 1.2.  
Find the curve, which includes the point A(0,-2), such that the slope of the tangent at each 
point is equal to the triple value of ordinate of the point A.  
As the slope of the tangent to curve at a given point is the value of the first derivative at this 
point,  we can write 

y
dx
dy 3= ,                (1.12) 

or using another notation 
 

3'1
=y

y
.                          (1.13) 

By integrating both sides of (1.13) one gets 

xeCyCxydxdy
y

3
21,3||ln31

=+=⇒= ∫∫ .             (1.14) 

The last expression in eqn. (1.14) is the general solution of the eqn. (1.12). To solve the 
problem stated in the beginning it is sufficient to employ the assumption that the integral 
curve should cross the point A(0,-2). Hence y(0) = - 2 and consequently 
 

),(2,22 3
2

0
2 +∞−∞∈−=−=⇒=− − xforeyandCeC x .          (1.15) 
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Definition 1.3. 
Consider the following problem: 
Find a particular solution of an n-th order differential equation, (1.1), which satisfies given set 
of initial conditions 
 

( ) ( ) ( ) ( ) 10
1

1000 ,...,, −
− ==′= n

n yxyyxyyxy .             (1.12) 
 
The above problem is called the Cauchy problem.  
Example 1.4. 
 Find the solution of the following Cauchy problem 
 

1)0(',0)0(,6" === yyandxy .             (1.13) 
 
By successive integration of the differential equation one finds 
 

21
3

1
23'6" CxCxyCxyxy ++=⇒+=⇒=             (1.14) 

 
By substituting initial conditions one gets 
 

0;1103,000 21121 ==⇒=+⋅=+⋅+ CCCandCC             (1.15) 
 
Inserting constants to the last equation in (1.14) gives the solution to the problem as 
 

xxy += 3  .               (1.16) 
 
The next example demonstrates checking the general solution of an ordinary differential 
equation. 
Example 1.5. 
Let us demonstrate that the family of functions of the form 
 

xCxCy cossin 21 +=  ,              (1.17) 
 
where C1 and C2
  

 are real constants, constitutes the a general solution of the equation 

( ) ( ) Rxxyxy ∈=+ ,0"  .            (1.18) 
 
Assume that Ryyx ∈1,0,0 . Let us define initial conditions as 
 

1000 )(';)( yxyyxy ==  .            (1.19) 
 
First let us check that a function of the form (1.17) satisfies the equation (1.18). The first and 
second derivatives of function (1.17) are as follows 
 

 
xCxCyxCxCy cossin,sincos' 2121 −−=′′−=   .            (1.20)
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Substitution eqn. (1.17) and the second eqn. in (1.20) into left hand side of the eqn. (1.18) 
gives 
 

( ) ( ) 0cossincossin" 2121 =++−−=+ xCxCxCxCxyxy .             (1.21) 
 
Then (1.18) is satisfied. Let us now substitute initial conditions (1.19) into (1.17) and the first 
eqn. of (1.20) 
 

1020100201 sincos;cossin yxCxCyxCxC =−=+  .            (1.22) 
 
Solving eqs. (1.22) with respect C1 and C2
 

 gives 

0100201001 sincos;cossin xyxyCxyxyC −=+= .            (1.23) 
  
Finally inserting the solution (1.23) into (1.17) gives 
 

xxyxyxxyxyy cos)sincos(sin)cossin( 01000100 −++=  .            (1.24) 
 
It means that constants are determined In a unique way.  This shows that the conditions given 
in the definition 1.2 are fulfilled and the family of functions given by (1.17) is the general 
solution of the differential equation (1.18). 

When solving differential equations an important problem is the existence and 
uniqueness of solutions. The question of existence and uniqueness can be a vital one in many 
numerical solutions carried out in mechanics. In numerical computations certain specific 
algorithms (usually iterative procedures) are created in order to approximate solution. 
Therefore the existence of solution should be guaranteed. Moreover it essential to know to 
which solution the iterative procedure is convergent. Therefore if the solution is unique the 
problem under consideration becomes simpler. Below an example of existence and 
uniqueness theorem is given. This theorem is one of the most important for the ordinary 
differential equations of the first order.  
Theorem 1.1. 
Consider the first order ordinary differential equation 
 

( )yxfy ,=′  ,              (1.25)   
 
where  f  is a continuous function on a rectangle [ ] [ ]dcbaD ,, ×=  in the, x,y – plane (R2

Assume that its partial derivative 

). 

dy
f∂  is defined and continuous on Int(D). Then for any point 

( ) ( )Dyx Int, 00 ∈ , there exists exactly one solution of the Cauchy problem 
 

( ) ( ) 00, yxyandyxfy ==′  . 
 
The proof of this theorem can be found in many monographs of the subject, e.g. [2]. 
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Chapter 2 
Most important classes of the ordinary differential equations of the first 

order 
 

2.1. Equations of  separated variables 
Let  f  be a continuous function on an interval (a, b) and h be a continuous function on an 
interval (c, d). Moreover, assume that h does not take zero value on (c, d).   
Definition 2.1. 
Let ( )bax ,∈  and ( ) ( )dcxy ,∈ . Equation 
 

)(
)(

yh
xf

dx
dy

= ,                (2.1) 

Which can be equivalently written as 
 

dxxfdyyh )()( =  ,                                                         (2.2) 
 
where the unknown function is y(x), is called an equation of separated variables. 
 Treating the derivatives in the eqn. (2.1) as a quotient of two differentials one can 
carry out the following transformations: 

( )[ ] ( ) CxFxyHxFxyHd

Cdxxfdyyhdxxfxyxyh

=−⇒=−⇒

⇒+=⇒=− ∫ ∫
0)}()]([{

)()(0)}()(')]([{   ,          (2.3) 

where 

∫∫ == dyxfxFdyyhyH )()(;)()(                 (2.4) 
and C is a real constant. 
The explanation given above shows that the following theorem holds. 
Theorem 2.1.  
Let  f  be a continuous function on an interval (a, b) and h be a continuous function on an 
interval (c, d). Moreover, assume that h does not take zero value on (c, d). Then the equation 
given below 

∫ ∫ += Cdxxfdyyh )()(  ,              (2.5) 
 
where C is a real constant, gives the general solution of the equation (2.1). Moreover, each 
point (x, y) of the rectangular ( ) ( ) ( ){ }dcybaxyxP ,,:, ∈∧∈=  belongs to only one integral 
curve of the equation (2.1). 
 This way the general solution of the equation of separated variables is known provided 
that integrals in (2.5) are easy for evaluating. An example of solving this kind of equation is 
given below. 
Example 2.1. 
Find the integral curve of the equation 
 

y
x

dx
dy 2

−=   ,              (2.6) 

crossing the point P(1,1). 
By separating variables and integrating one gets 
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CxyCxyxdxydy =+⇒+−=⇒−= 2
2

2
2

22
2              (2.7) 

 
The last equation of (2.7) shows that the integral curves of the eqn. (2.6) are ellipses. Inserting 
to this equation coordinates of the point P leads to evaluating the constant C = 3/2. Hence the 
ellipse crossing point P is given by the equation 
 

1
3
2

3
2

2

=+ xy                   (2.8) 

 
Please note that replacing the constant 2 in eqn. (2.6) by 1 leads to integral curve in the form 
of circle. Generalising the eqn. (2.6) to the form 
 

y
xk

dx
dy

−=       (2.9) 

 
one gets different shape of integral curves Goering by a value of k. Namely, the integral curve 
can be a circle, an ellipse or a hyperbola if k = 1, k > 0, k < 0, respectively.  
      

      2.2. Homogeneous equation 
Let f(u) be a continuous function on (a,b), which satisfies the condition 0)( ≠uf  in (a,b). A 
first order differential equation of the form  
 

)(uf
dx
dy

=                (2.10) 

 
Is called the homogeneous equation. Any homogeneous equation can be reduced to the an 
equation of separated variables by applying the described below procedure. Consider the 
substitution 
 

xuy
x
xyxu =⇒=
)()( .              (2.11) 

 
Consequently the derivative y’ can be written as  
 

( )
dx
duxuxu

dx
d

dx
dy

+== .              (2.12) 

 
Substituting eqs (2.11) and (2.12) into (2.10) one gets the equation 
 

)(uf
dx
duxu =+ ,               (2.13) 

 
which can be transformed to the form 
 

x
dx

uuf
du

=
−)(

 .              (2.14) 
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The above equation is a equation of separable variables. Hence 
 

CxC
x

dx
uuf

du
+=+=

− ∫∫ ln
)(

,              (2.15) 

  
where C is a real constant. The further evaluation is possible if an explicit form of the 
function f is known. This is demonstrated by the example given below. 
Example 2.2. 
Find integral curves corresponding to the equation 
 

xy
xy

dx
dy

2

22 −
= .                (2.16) 

 Egn. (2.16) can be written as  
 









−=

y
x

x
y

dx
dy

2
1 .               (2.17) 

 
Now it is clear that the equation is a homogeneous equation. According to general procedure 
described above substitution xuy =  transforms the equation under consideration to the form 
 







 −=+

u
u

dx
duxu 1

2
1 .               (2.18) 

 
The above equation is equivalent to 
 

    
u

u
dx
dux 1

2
1 2 +

−=                (2.19) 

 
And hence 
 

     
x

dxdu
u

u
=

+
−

1
2
2   .             (2.20) 

 
Integrating left hand side with respect to variable u and right hand side with respect variable x 
leads to  

Cdu
u

ux +
+

−= ∫ 1
2ln 2 .              (2.21) 

 
The right hand side can be reduced as follows 
 

( )
1

ln1ln
1

2
2

12
2 +

=++−=+
+

− ∫ u
CCuCdu

u
u .             (2.22) 

Hence 

11
lnln 2

1
2

1

+
=⇒

+
=

u
Cx

u
Cx .              (2.23) 

 
Because xuy =  therefore, due to (2.23), 
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( )

42

1
1

111
2

12
2

1

12122

22
1

2
122

2
1

2
1

CyCx

xC
u

C
u

uCCyx
u

uC
y

u
uC

xu

=+





 −⇒

⇒=
+

=
+

+
=+⇒

+
=⇒

+
=

     .        (2.24) 

 The last equation in (2.24) is an equation of circle. This means that the integral curves of eqn. 

(2.16) are circles with centers at 





 0,

2
1C  and radii equal to 

2
1C . These circles are tangent to 

the y- axis at the origin. 
        

2.3. Linear equation of the first order 
Among ordinary differential equations linear equations play the central role. Due to 

their simple form the general theory and methods of solving are well-developed. On the other 
hand most simpler problems of classical mechanics are governed by linear differential 
equations. 
Definition 2.2. 

An equation of the form: 
 
     )()( xqyxpy =+′   ,              (2.25)  
 
where  p(x) and q(x) are continuous functions defined on an interval R⊂],[ ba , is called the 
linear differential equation (lde) of the first order. If the right hand side of the equation 
(2.25) equals zero, the equation is called a homogeneous linear differential equation (hlde). 
Consider  hlde 
 

0)( =+′ yxpy .              (2.26) 
 
Note that the function  

    ( ) 00 ≡xy                 (2.27) 
 
is a solution of (2.26), which is called the trivial solution. In the sequel we will seek for a 
nontrivial solution, i.e. for a function satisfying (2.26) which is not identically equal to zero. It 
is easy to see that the equation (2.27) is an equation of separated variables 
 

dxxp
y

dy )(−=                (2.28) 

 
Integrating the left hand side of eqn. (2.28) with respect to variable y and the Wright hand side 
with respect to x one gets 
 

∫ +−= Cdxxpy ln)(||ln  ,             (2.29) 
 
and hence the general solution of the eqn. (2.26) is of the form 
 

∫−= dxxpecy )(
1   .                      (2.30) 

 Computations carried out above allows formulating the theorem concerning solution 
of hlde. 
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Theorem 2.2. 
Let us consider a linear homogeneous differential equation of the form (2.26). Assume that 
p(x) is a continuous function defined on an interval  (a, b). Then eqn. (2.30) determines the 
general solution of hlde (2.26). Moreover, each point (x, y) of the open set 

( ) ( ) ( ){ }∞+∞−∈∧∈= ,,:, ybaxyxD  belongs to only one integral curve of the equation 
(2.26). 
 Having given the general solution of hlde one can construct the general solution of 
non-homogeneous lde (2.25) by applying so-called the method of variation of constants. 
This can be done in following way. Assume that the general solution can be found in the form 
 

∫⋅=
− dxxp

exCxy
)(

)()(   .             (2.31) 
 

The function given by (2.31) looks similar to that given by (2.30). In (2.31), however, C is not 
a constant value, but another function of the independent variable x. The aim is to determine 
function C(x) such that the equation (2.31) will give a general solution of lde under 
consideration. The derivative of the function (2.31) is given by 
 

)]([)()('
)()(

xpexCexC
dx
dy dxxpdxxp

−∫+∫⋅=
−−

             .                       (2.32) 

 
Substitution (2.31) and (2.32) to eqn. (2.25) Leeds to 
 

)()()()]([)()('
)()()(

xqexCxpxpexCexC
dxxpdxxpdxxp
=∫⋅+−∫+∫ −−−

            (2.33) 
 
Solving eqn. (2.33) with respect to C’(x) gives 
 

∫=
dxxp

exqxC
)(

)()('    .            (2.34) 
 
Integrating (2.34) with respect to the variable x the function C(x) can be obtained 
 
 (2.31) leads to general solution of non-homogeneous lde  
 

( )
dxexqeeCxy

dxxpdxxpdxxp

∫ ∫∫+∫=
−− )()(

1 )()(               (2.35) 
 
The above considerations leads to the theorem concerning the solution of lde 
Theorem 2.3. 
Let us consider a linear differential equation of the form (2.25). Assume that p(x) and q(x) are 
continuous function defined on an interval  (a, b). Then eqn. (2.35) determines the general 
solution of  lde (2.25). Moreover, each point (x, y) of the open set 

( ) ( ) ( ){ }∞+∞−∈∧∈= ,,:, ybaxyxD  belongs to only one integral curve of the equation 
(2.25). 
The first statement in this theorem has been proved above. The proof of the second statement 
can be found in many monographs. 
Consider now an example of application of the method of variation of constants. 
Example 2.3. 
Find the general solution of the non-homogeneous linear equation  
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( ) xxyxy 21' 2 =+−                (2.36) 
 
Dividing by ( )21 x−  one gets 

22 1
2

1
'

x
x

x
xyy

−
=

−
+                (2.37) 

 
Consider first the corresponding homogeneous equation 
 

0
1

' 2 =−
+

x
xyy                 (2.38) 

  
By virtue of the Theorem 2.2 the general solution of the eqn. (2.38) is given by 
 

          
21ln

2
1

1
1

1 1
2

2 xcececy
xdx

x
x

−==∫=
−

−
−

                          (2.39)

  
Let us apply the method of variation of constant assuming that we are looking for the solution 
of the (2.37) in the form 

 
21)()( xxCxy −⋅=  .               (2.40) 

 
First let us find the derivative of the function given by eqn. (2.40). 
 

2
2

2
2

1
)(1)('

1

)2(
2
1

)(1')('
x

xxCxxC
x

x
xCxCxy

−

⋅
−−=

−

−⋅
⋅+−⋅=                 (2.41) 

 
Next step is the substitution of (2.40) and (2.41) into (2.37) 

( ) 22

2

2
2

1
2

1
1)(

1
)(1'

x
x

x
xxCx

x
xxCxxC

−
=

−
−⋅

+
−

⋅
−−⋅              (2.42) 

Next transformations lead to the general solution of   
 

( ) ( )
2

1
2

12

12
2
3

22
3

2

121)
1

2()(

1
2)(

1

2)(
1

2)('

xCxC
x

xy

C
x

xC
x

xdxxC
x

xxC

−+=−⋅+
−

=

+
−

=⇒
−

=⇒
−

= ∫
            (2.43) 

 
 
After some simple rearrangements the integral curves in the eqn. (2.43) take the form 
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1)2()1()2(

1)2(1212

2
2

1

2
22

1
2

2
2

1

2
2

1
2

1

=+
+

⇒−=−⇒

⇒−=
−

⇒−=−⇒−+=

x
C

yxCy

x
C

yxCyxCy

            (2.44) 

It easy to observe that the final equation in (2.44) is a family of ellipses.  
The next example concerns of finding of family of integral curves of non-homogeneous linear 
ordinary equation. However, the way of solving the problem is not a conventional one. 
Example 2.4. 
Find the family of integral curves of the equation 
 

yyxdx
dy

2sincos
1
+

=  .              (2.45) 

 
The above equation is neither linear nor of separated variables. In this case instead looking for 
integral curves in the form y(x) we will find integral curves in the form of x(y). Please note 
that in the (x,y)-plane y(x) and x(y) are the same curves. Therefore, by changing numerator 
with denominator (upside down procedure) in both sides of the eqn. (2.45), we obtain 
 

yyx
dy
dx 2sincos += .               (2.46) 

 
The equation (2.46) is a non-homogeneous linear equation with respect the unknown function 
x(y). Hence the routine procedures described above can be applied. The solution of the 
corresponding homogeneous equation  
 

yx
dx
dy cos=                  (2.47) 

  
 is obtained by means of the formula (2.30) in the form 
 

yCex sin=  .               (2.48) 
 
Then applying variation of constant procedure one gets 
 

( ) ⇒= yeyCx sin  ( ) ( ) yeyCeyC
dy
dx yy cos' sinsin +=      ⇒      

⇒     ( ) ( ) ( ) yyeyCyeyCeyC yyy 2sincoscos' sinsinsin =−⋅+          ⇒                      (2.49) 
      ⇒   ( ) yeyC y 2sin' sin =  ⇒   ( ) yeyC y sin2' sin=  ⇒  ( ) 1

sin 2sin CydyeyC y += ∫ −  
 
To evaluate the last integral in (2.49) the substitution  ( )dyydzyz cossin =⇒=  and next 
integration by parts can be applied, namely 
 

( )
( ) ( ) CyeCeye

Cezedzezezdzeydyye
yyy

zzzzzy

++−=+−+⋅−=

=+−⋅−=+⋅−=⋅=
−−−

−−−−−−∫ ∫ ∫
sin122sin2

2222cossin2
sinsinsin

sin

.            (2.50) 
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Then the final formulae for C(y) is 
 

2
sin )sin1(2)( CyeyC y ++−= − .              (2.51) 

 
Now combining (2.48) and (2.51) the general solution of (2.46) can be written as 
 

( ) 2sin2sin
2 −−= yeCyx y  .              (2.52) 

 
Equation (2.52) describes the family of integral curves of the eqn. (2.45). 

The method of constant variation gives an universal tool for solving ordinary linear 
differential equations. However, there some other methods that can be useful in practical 
computations. One of the is the method of undetermined coefficients, which is sometimes 
called the lucky guess method. The method bases on the following theorem: 
Theorem 2.4. 
Consider lde of the form (2.25). Assume that yh is the general solution of the corresponding 
homogeneous equation (2.26) and yp is any particular solution of the eqn (2.25). Then the 
general solution y to the equation (2.26) would be 

y = yh + yp

The use of this methods will be explained by examples given below. 

 .                          (2.53) 

Example 2.5. 
Find the general solution to the equation 
 

34 xy
dx
dy

=+   .              (2.54) 

 
According to Theorem 2.2 the general solution to hlde corresponding to (2.54) is the 
following  
 

xCey 4−=                 (2.55) 
 
Because the equation (2.54)  has a constant coefficients on left hand side and its right hand 
side is a polynomial of the third degree, we can predict a particular solution of (2.54) in the 
form of the polynomial of the third degree, namely 
 

DCxBxAxy +++= 23
1   .             (2.55) 

 
Evaluating derivative of y1 CBxAxy ++= 23' 2

1 as and substituting y1 and y1

 

’ into (2.54) one 
gets 

323 )4()42()43(4 xDCxCBBAxAx =++++++                          (2.56) 
 
The polynomials of both sides are identical if the corresponding coefficients are mutually 
equal. Hence 
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















−=−==+

=⇒=+−=+

−=⇒−=⇒=+=+

=⇒=

128
3

4
104

32
304

16
6042

16
3

4
3404

4
3043

4
114

CDDC

CCCB

BBBBA

AA

             (2.57) 

 
Inserting computed above constant into (2.55) and then combining (2.53), (2.55) and (2.56) 
one gets the general solution of the (2.54) 
 

128
3

32
3

16
3

4
1)( 234

1 −+−+= − xxxCexy x .              (2.58) 

 
The lucky guess method give satisfactory results not only in the case when the right hand side 
of the equation has a form of polynomial. The example below shows another case of right 
hand side of a linear equation. 
Example 2.6. 
Find a particular solution of the equation 
 

xxey
dx
dy

=+ 2  ,              (2.59) 

 
Which satisfies the initial condition 2)0( =y . 
Due to eqn. (2.30) it is easy to see that the general solution of the corresponding 
homogeneous solution is 

xCey 2−=                 (2.60) 
 
As the right hand side of (2.59) is a product of a polynomial and an exponential function we 
will seek a particular solution in the form 
 

xeBAxy )(1 +=                (2.61) 
               
The way of solving is analogical to the previous one. First the derivative of y1
 

 is evaluated 

xx eBAxAey )('1 ++=               (2.62) 
 
Then y1 and y1
 

’ are inserted into (2.59) and after some rearrangement in terms one gets 

xxx xeBBAeAAxe =++++⋅ )2()2(              (2.63) 
 
The comparison of corresponding coefficients leads to 
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9
1

3
1

3
1

03;13

−=−=⇒=

=+=

ABA

BAA
 .            (2.64) 

 
Inserting constants A and B into (2.61) determines the particular solution of (2.59) as 
 

xexy 





 −=

3
1

3
1

1    .            (2.65) 

 
Due to Theorem 2.4 the sum of functions given by (2.60) and (2.65) is the general solution of 
(2.59)  

xx exCey 





 −+= −

3
1

3
12   .            (2.66) 

 
Inserting the initial condition 2)0( =y  into (2.66) allows to determine the constant C. Finally 
the particular solution under consideration is 
 

xx exey 





 −+= −

3
1

3
1

9
19 2  .                        (2.67) 

 
The method of undetermined coefficients can find more applications in conjunction with so-
called superposition principle. The superposition principle play vital role in mechanics when 
linear problems are under consideration and it finds many applications in structural 
mechanics. We formulate this principle as the theorem below. 
Theorem 2.5. (Superposition principle) 
Assume that yp1
 

 is a particular solution of the equation 

)()( 1 xfyxp
dx
dy

=+   .             (2.68) 

 
Assume then yp2
 

 is a particular solution of the equation 

)()( 2 xfyxp
dx
dy

=+   .             (2.69) 

Then yp = yp1 + yp2

)()()( 21 xfxfyxp
dx
dy

+=+

 is a particular solution of the equation 

   .            (2.70) 

The next example will demonstrate the usefulness of the above theorem. 
Example 2.7. 
Find the particular solution of the equation  
 

xxy
dx
dy 3cos3 2 −=+      ,                (2.71) 
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which satisfies the initial condition  
54
49)0( =y . 

Applying (2.30) the general solution of the corresponding homogeneous equation is fund as 
 

xCey 3−−=  .             (2.72) 
 
Consider now two non-homogeneous linear differential equations 

 
   (2.73) 
 

   
For the first equation we will seek a particular solution in the form of a polynomial of the 
second degree, i.e. 

CBxAxy ++= 2
1                           (2.74) 

 
Analogically to the Example 2.4 computing the first derivative of (2.74), substituting it to the 
first equation of (2.73) together with the function y1
 

 leads to the following equation 

22 3)32(3 xCBxBAAx =++++  .             (2.75) 
 
Comparing corresponding coefficients gives the following system of algebraic equations 
 

03;032;13 =+=+= CBBAA
 .            (2.76) 

Solving the system (2.76) and substituting constant A, B and  C into eqn. (2.74) gives final 
form of the particular solution y
 

1 

27
2

9
2

3
1 3

1 +−= xxy  .              (2.77) 

 
Now we hale to find a particular solution of the second equation in (2.73). As its right hand 
side is of the form of linear combination of trigonometric functions we will seek for a 
particular solution of the form 
 

xBxAy 3cos3sin2 += .              (2.78) 
 
The algorithm is the same. Find the first derivative y2’ of y2 and substitute y2’ and y2

 

 into the 
second equation of (2.73). These steps give the following equation 

xxBxAxBxA 3cos)3cos3sin(33sin33cos3 −=++−  .          (2.79) 
 
And after rearrangements 
 

xxBABAx 3cos3sin)33()33(3cos −=−++ .            (2.80) 
 
Comparison of coefficients corresponding to sine and cosine leads to the system of algebraic 
equations 

xy
dx
dyxy

dx
dy 3cos3;3 2 −=+=+
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033,133 =−−=+ BABA   .            (2.81) 
 
Solving the above system with respect A and B and inserting the solution into (2.78), one 
obtain the following particular solution y
 

2 

xxy 3cos
6
13sin

6
1

2 −−=  .             (2.82) 

 
Applying now the superposition principle, we obtain the general solution of the equation 
(2.71) as the sum of solutions given by eqs. (2.73), (2.77) and (2.82). Hence the final result is 
 

xxxxCey x 3cos
6
13sin

6
1

27
2

9
2

3
1 33 −−−−+= −  .            (2.83) 

 
By utilising the initial condition the constant C is determined and the particular solution 
which fulfils that condition is 
 

xxxxey x 3cos
6
13sin

6
1

27
2

9
2

3
1 33 −−+−+= − .             (2.84) 

 
Presented above methods of solving non-homogeneous linear differential equations base on 
two steps procedures. In both cases (the method of constant variation and method of 
undetermined coefficients) the as the first step the general solution of the corresponding 
homogeneous differential equation has to be found. Now we demonstrate a method which 
straightforward leads to solution of non-homogeneous equation omitting solving the 
homogeneous one. This method is called the method of integrating factor and in many case 
can be the most efficient. Consider now a linear equation of the form (2.25). Let us multiply 
both sides of (2.25)  by the following nonnegative expression 
 

( )( ) 0exp 〉∫ dxxp   .             (2.85) 
 
The left hand side of the above expression, which is any fixed antiderivative of the function 
p(t),  is called an integrating factor. The both sides multiplication leads to 
 

( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )( )∫∫∫ =+ dxxpxqdxxpxyxpdxxpxy expexpexp'  .          (2.86) 
 
It is easy to observe that the left hand side of the eqn. (2.86) is the derivative of the product of 
two functions as  
 

( ) ( )( )[ ]∫ dxxpxy
dx
d exp    .                      (2.87) 

 
Combining (2.86) and (2.87) one gets 
 

( ) ( )( )[ ] ( ) ( )( )∫∫ = dxxpxqdxxpxy
dx
d expexp  .            (2.88) 

 
Integrating both sides of the (2.88) one obtain 
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( ) ( )( ) ( ) ( )( )∫ ∫∫ += Cdxdxxpxqdxxpxy expexp   ,          (2.89) 

 
where C is a Real constant. Hence 
 
   ( ) ( )( ) ( ) ( )( ) ( )( )∫∫ ∫∫ −+−= dxxpCdxdxxpxqdxxpxy expexpexp .            (2.90) 
 
The above procedure shows that the function y(t) given by eqn. (2.90) constitutes the general 
solution of the eqn. (2.25). The following example illustrate usefulness of the method of 
integrating factor. 
Example 2.8. 
Find the particular solution of the equation 
 

xxyy =+′ 2  ,                        (2.91) 
 
which satisfies the condition y(0) = 1. 
In the eqn. (2.91) ( ) xxp 2= ,  then the integrating factor equals to 
 

      ( )( ) ( ) ( )2exp2expexp xxdxdxxp == ∫∫  .             (2.92)
  

Multiplying both sides of (2.91) by (2.92) the following equation yields 
 

( ) ( ) ( )222 exp2expexp xxxyxyx =+′  ,             (2.93) 
 
which can be rewritten as 
 

( )( ) ( )22 expexp xxyx =
′ .               (2.94) 

 
The function on the right hand side of the equation (2.94) can be integrated by substitution 
(see Goldmann ….). Namely let 2xz =  then  xdxdz 2= and hence 
 

( ) ( ) ( ) ( )22 exp
2
1exp

2
1exp

2
1exp xzdzzdxxx === ∫∫   .            (2.95) 

 
Consequently, after integrating both sides of eqn. (2.94) we obtain the following equation 
 

( ) ( ) Cxyx += 22 exp
2
1exp ,               (2.96) 

 
where C is a real constant. This implies that the general solution of the equation (2.91) takes 
form 
 

( )2exp
2
1 xCy −+= .               (2.97) 

 
Using the initial condition y(0) = 1 the constant C can be easily determined as 
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2
1

2
1)0(1 =⇒+== CCy  , which gives the final for of the particular solution under 

consideration as 
 

( )2exp
2
1

2
1 xy −+= .               (2.98) 
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Chapter 3 
Linear ordinary differential equations of higher order 

 
3.1. Homogeneous linear differential equations  

Assume that ( )tptptptp nn ),(),...,(),( 121 −  are continuous function on given interval (a,b). 
The ordinary differential equation of the nth order of the type 
   
 ( ) )()(...)()( 1

)2(
2

)1(
1

)( tqytpytpytpytpy nn
nnn =+′++++ −
−−               (3.1) 

 
is called a linear ordinary differential equation of the order n (lde_n).  
Before introducing some basic methods in ordinary differential equations of the higher order 
we formulate the existence and uniqueness theorem. 
Theorem 3.1. 
Let us consider a linear differential equation of the form (3.1). Assume that functions 

( )tptptp n),...,(),( 21  are continuous on the interval (a, b). Then for any point 
( ) nR×∈− bayyyt n ,),...,,,( 1100  the Cauchy problem: 

 

( ) )()(...)()( 1
)2(

2
)1(

1
)( tqytpytpytpytpy nn

nnn =+′++++ −
−−               (3.2) 

and      ( ) ( ) 10
)1(

1000 ...,,)( −
− ==′= n

n ytyytyyty  
 
has exactly one solution in the interval (a, b). 
The proof of this theorem can be found in monographs concerning ordinary differential 
equations. 

In most cases, similarly to the first order case, a way to solve a linear equation of the 
form (3.1) leads through solving the following linear homogeneous ordinary differential 
equation of the order n (lhde_n) equation:  
 
  ( ) 0)(...)()( 1

)2(
2

)1(
1

)( =+′++++ −
−− ytpytpytpytpy nn

nnn  .  (3.3) 
  
Fact 3.1.. Assume that  y1(t) and  y2(t) are two solutions of the equation (3.3) and α, β are two 
arbitrary real numbers. Then y3(t) = α y1(t) + β y2
Proof. Due o linearity of differentiation following equalities hold: 

(t) is also a solution of equation (3.3). 

 
( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( )( )
( ) ( )( )2

'
21

2
22

)1(
21

)(
2

1
'
11

2
12

)1(
11

)(
12

1
'
21

'
11

)2(
22

)2(
12

)1(
11

)1(
21

)1(
11

)(
2

)(
121

'
211

)2(
212

)1(
211

)(
213

'
31

2
32

)1(
31

)(
3

)(...)()(

)(...)()()(

)()()(...)()()()(

)()()(...)(

)()(...)()(

ytpytpytpytpy
ytpytpytpytpyytp

ytpytpytpytpytpytpytp
ytpyyyytpyytpyytp

yytpyyytpytpytpytpy

nn
nnn

nn
nnn

n

nnn
nnnn

nnn
nn

n

nn
nn

nnn

++++++

++++++=+

+++++++++

+++=+++++++

++++=+++++

−
−−

−
−−

−−
−−−−

−
−

−

−
−

−−

β

αβ

αβαβααβ

αβαβαβαβα

βαβα

 

            (3.4) 
Using assumption that y1(t) and  y2
 

(t) are solutions of the equation (3.3) we can write 
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( ) ( )( )
( ) ( )( ) 0)(...)()(

)(...)()(

2
'
21

2
22

)1(
21

)(
2

1
'
11

2
12

)1(
11

)(
1

=++++++

++++++

−
−−

−
−−

ytpytpytpytpy
ytpytpytpytpy

nn
nnn

nn
nnn

β

α

.  (3.5) 

The eqs. (3.4) and (3.5) show that y3
Corollary 3.1. The set of solutions of a linear homogeneous differential equation constitute a 
linear space. 

(t) is a solution (3.3), which completes the proof. 

A general solution of the equation (3.3) bases on so-called fundamental set of solutions. 
Definition 3.1. Let ( ) )(),...,(, 21 tytyty n  be a set of solutions to the equation of (3.3) defined 
on the interval (a, b). The set ( ) )(),...,(, 21 tytyty n  is called a fundamental system of solutions 
to the eqn. (3.3) on the interval (a, b) if for any ( )bat ,∈  the following condition holds 
 

0

)(...)()(
....

)(...)()(

)(...)()(

det

)1()1(
2

)1(
1

''
2

'
1

21

≠





















−−− tytyty

tytyty
tytyty

n
n

nn

n

n

  .  (3.6) 

 
The determinant in the equation above is called the Wronskian of the eqn. (3.3) and usually 
denoted by ( )( ))(),...,(,)( 21 tytytyWtW n= . 
Example 3.1. Consider the linear homogeneous equation of the second order 
 

0'3"2 2 =−+ ytyyt      (3.7) 
 
on the open interval ),0( ∞ . Let us check that following pair of functions 
 

t
tytty 1)(;)( 21 ==      (3.8) 

 
is a fundamental set of solutions for eqn. (3.7). We begin from computing derivatives of 
functions y1 and y
 

2 

22
)1()('1

2
1)('

t
ty

t
ty −

=⋅= .                         (3.9)

     
Hence the Wronskian corresponding to eqn (3.7) is 
 

);0(0
2

2

2
3

2
11

2
11)1(

)1(;1
2
1

1;
det

2

2
32

2

∞∉≠
+

−=

=−=−−=⋅−
−

=



















−

tdla
t

tt

ttttt

t
tt

t
t

tt

t
t

     (3.10) 

His proves that the set of functions (3.9) is a fundamental set of solutions of eqn. (3.7). 
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One of the most important theorems concerning Wronskian and finding a fundamental set of 
solutions is the Liouville theorem. 
Theorem 3.2 (Liouville’s formula) 
 Let ( ) )(),...,(, 21 tytyty n  be a fundamental set of solutions of a linear homogeneous 
differential equation (3.3) defined on an interval (a, b) and ( )bat ,0 ∈  . Then for any ( )bat ,∈  
Wronskian   ( )( ))(),...,(,)( 21 tytytyWtW n=  satisfies the following condition:  
 

( ) 









−= ∫

t

t

dptWtW
0

10 exp)()( ττ  .             (3.11) 

 
Proof of this theorem can be found in monographs concerning ordinary differential equations. 
The next example demonstrates usefulness of the above formula in receiving members of a 
fundamental set of solutions. 
Example 3.2. Consider the following lhde_2: 
 

0121
=

−
+′

−
+′′ y

t
ty

t
ty   ,               (3.12) 

 
defined for t  > 0. By direct substitution it is easy to verify that the function ( ) tety =1 satisfies 
the eqn. (3.12). Now we apply the Liuville’s formula to receive another solution y2 such that 
y1 and  y2 ),0(0 +∞∈t constitute the fundamental set of solutions to eqn. (3.12). Let . Then due 
to Liouville’s formula 
 

( ) 









−








=
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
∫
t

t
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tyty
tyty
tyty

0

1
0201

0201
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21 exp
)('),('

)(),(
det

)('),('
)(),(

det ττ             (3.13) 

 
Assume now that t0

1)1(',0)1( 22 == yy
 = 1. Due to theorem 3.1. there exists only one solution satisfying the 

conditions:  . Then by Liouville’s formula  
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.       (3.14) 

 
On the other hand  
 

)()('
)(',

)(,
det 22

2

2 tyeety
tye

tye
tt

t

t

−=











              (3.15) 

 
Comparing (3.14) and (3.15) one gets 
 

112 1':/1' −− =−⇒=− ttttt e
t

yyee
t

yeey   .            (3.16) 

27



The last equation in (3.16) is a linear ordinary differential equation of the first order with 
associated initial condition 0)1(2 =y . According to the equation (2.30) the solution of the 
corresponding homogeneous equation is 
 

tdt
CeeCty =∫⋅=

−− )1(
)(               (3.17) 

 
In order to find general solution to eqn. (3.16) let us apply the constant variation method. 
 

 
( ) ∫=⇒⋅=⇒=⇒

=⋅−+⇒+⋅=⇒⋅=

−−

−

dt
te

tC
t

etCee
t

etC

e
t

etCetCetCetCetCyetCy

ttt

ttttttt

111)(':/1)('

1)()()(')()('')(

11

1

 .  (3.18)  

 
Because ),0( +∞∈t  the function C(t) in (3.18) can be expressed as 
 

CtetC +⋅= − ln)( 1 .               (3.19) 
 
Therefore the solution of eqn. (3.16) is given by 
 

[ ] ttt CeteeCtety +=⋅+= −− lnln)( 11 .             (3.20) 
 
Utilising the initial condition 0)1(2 =y  one gets 
 
 teeetetyeCCeey ttt lnln)(01ln0)1( 1111111 −−−−− =⋅−⋅=⇒=⇒=+⇒= .   (3.21) 
 
It is easy to see that due to (3.16) the pair of functions  
 

)ln,( 1 tee tt −                 (3.22) 
 
satisfies definition 3.1 and therefore constitutes the fundamental set of solutions to the 
equation (3.12). 

It has been already mentioned that solutions of any lhde_n constitute a linear space. 
Let us now turn to some algebraic properties of solutions. The first one is reminding the 
concept of linear independence. 
Definition 3.2. Functions ( ) )(),...,(, 21 tytyty n are linearly independent on the interval (a, b) if 
and only if for any set of real constants nααα ,...,, 21 the relation 

( ) 0)(...)()(, 2211 =+++∈∀ tytytybat nnααα              (3.23)  
Implies that  
     0...211 ==== nααα .              (3.24) 
In the opposite case the functions are called to be linearly dependent. 
It can be proved that the following fact holds true. 
Fact 3.2. Let functions ( ) )(),...,(, 21 tytyty n be differentiable on an open interval (a, b). Then 
a) If  ( )( ) 0)(),...,(, 21 ≠tytytyW n for any  ),(0 bat ∈ , then functions ( ) )(),...,(, 21 tytyty n  are 
     linearly independent on (a, b). 
b) If functions ( ) )(),...,(, 21 tytyty n  are linearly dependent on (a, b), then  
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( )( ) 0)(),...,(,),( 21 =∈∀ tytytyWbat n  .               (3.25) 
 
If we sum up the all given above properties of fundamental set of solutions of  a lhde_n one 
can see that fundamental set of  solutions is a set of n linearly independent functions in the 
linear space of solutions of given lhde_n. Moreover, it can be proved that the dimension of 
this linear space is n. This immediately gives the fact 
Fact 3.3. The fundamental set of solutions of a given linear homogeneous differential 
equation is an algebraic base in the linear space of solutions of this equation. 
It is well-known, however, that having a base of given linear space one can obtain any vector 
of this space as a linear combination of the elements of the base. This way we have 
damonstarted that the following theorem holds true. 
Theorem 3.3. Let  ( ) )(),...,(, 21 tytyty n  be a fundamental set of solutions of given lhde_n. 
Then the general solution of this equation is given by the following formula 
 

)(...)()()( 2211 tyCtyCtyCty nn+++=  ,            (3.26) 
 
Where C1, C2,…,Cn
The usefulness of this very important theorem is demonstrated on the next example. 

 are real constant. 

Example 3.3 Consider the lhd2_2 
 

     0121
=

−
+′

−
+′′ y

t
ty

t
ty                (3.27) 

 
for t > 0. Find the particular solution satisfying initial conditions y(1) = e and y’(1) = 2e. 
In the Example 3.2. we have found a fundamental set of solutions of the eqn. (3.27) in the 
form given by. Then by virtue of the theorem 3.3 we can write the general solution of (3.27) 
as 
 

 teCeCty tt ln)( 1
21

−+=  .              (3.28) 
 
In order to solve the problem let us evaluate the first derivative of the function y in the eqn. 
(3.28). 
 







 ++=′ −−

t
eteCeCty ttt 1ln)( 11

21   .             (3.29) 

 
By the use of the initial conditions one gets the following system of equations 
 

( )11ln21ln 00
2

1
1

0
2

1
1 ⋅++=+= eeCeCeandeCeCe   .             (3.30) 

 
Solving it one obtains:  C1  = 1 and  C2  

 

= e. Hence the particular solution that we are looking 
for is the following function: 

teey tt ln1 += .              (3.31) 
 
The theorem 3.3 guarantees that if we know a fundamental set of solution of lhde_n under 
consideration then we know its general solution. However, as it is always the case of algebraic 
base, the fundamental set of solutions associated with a given lhde_n is not a unique one. 
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Another set can be obtained by appropriate linear transformation. On the other hand if we 
now any set of functions satisfying the condition (3.6) then the corresponding lhde_n is given 
in a unique way.  This fact demonstrates the following example. 
Example 3.4. 
Find a lhde_2 that has the following fundamental set of solutions. 
 

4
2

3
1 )()( ttytty ==  .             (3.32) 

 
Due to theorem 3.3 the general solution has the form 
 

4
2

3
1)( tCtCty +=                (3.33) 

 
and the first derivative is 
 

3
2

2
1 43)(' tCtCty +=    .            (3.34) 

 
Now consider equations (3.33) and (3.34) as a system and let us solve this system with respect 
to unknown C1 and C2
 

. 

y
t

y
tt

y
t

y
CtCy

t
tCtCy

t
y

tCttCy
t

ytCy
tt

tCyC

4332
3

2
3

2
3

2

3
2

2
2323

4
2

1

3'1
3'3433'

4)1(3'1

−=
−

=⇒+=+−=

⋅+⋅−⋅=⇒⋅−=
−

=

         (3.35) 

 

'143'1)3'1(1
23324331 y

t
y

t
y

t
y

t
ty

t
y

t
y

t
C −=+−⋅−−=             (3.36) 

 
The second derivative of the general solution (3.33) is 
 

2
21 126)(" tCtCty +=  .                         (3.37) 

 
Substituting C1 given by (3.35) and C2
 

 given by (3.36) to eqn. (3.37) gives 

y
t

y
t

y
t

y
t

y
t

y
t

ty
t

y
t

ty
t

y
t

y 222
2

4323
12'636'12'624)3'1(12)'14(6" −=−+−=⋅−+⋅−⋅=        (3.38) 

 
Finally the equation generated by the fundamental set of solution (3.32) has the following 
form 

012'6" 2 =+− y
t

y
t

y .               (3.39) 

 
Now we demonstrate that if a particular solution of a lhde_n is known then by using this 
solution it is possible to reduce by one the order of the lhde_n. 
Theorem 3.4. Assume that )(tϕ is a nontrivial particular solution of lhde_n then by 
substitution 

( )∫= zdtty ϕ                 (3.40) 
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the lhde_n under consideration can be reduced to a lhde_n-1. 
Proof.  The proof will be given for the second order linear homogeneous equation. Let )(tϕ be 
a nontrivial particular solution of the equation 
 

( ) 0)(''' 21 =++ ytpytpy .               (3.41) 
 
First two derivatives of the function (3.40) are given by 
 

( ) ( ) )()( tztdttzty ϕϕ +′=′ ∫                (3.42) 
 

( ) ( ) )()()()()()( tzttzttztdttzty ′+′+′+′′=′′ ∫ ϕϕϕϕ               (3.43) 
 
Substituting (3.42) and (3.43) to (3.41) one gets 
 

( ) ( )[ ] ( ) ( )[ ]
( ) ( )[ ] 0)(

)()()()()()()(2

2

1

=+

++′+′+′+′′

∫
∫∫

dttzttp

tztdttzttptzttztdttzt

ϕ

ϕϕϕϕϕ
            (3.44) 

 
( ) ( ) ( ) ( ) ( )[ ] ( ) ( ) ( ) 0)()()()()(2 121 =+′+′++′+′′ ∫ tzttptzttztdttzttpttpt ϕϕϕϕϕϕ       (3.45) 

 
The first term in eqn. (3.45) equals zero because )(tϕ is a solution of (3.41).  Therefore 
 

( ) ( ) 0)()()()()(2 1 =+′+′ tzttptzttzt ϕϕϕ  .            (3.46) 
 
As )(tϕ is a nontrivial solution of (3.41) then dividing both sides of (3.46) by )(tϕ  leads to 
 

( ) ( )[ ] 0)(2)()( 1 =+′+′ ttpttztz ϕϕ  .             (3.47) 
 
Equation (3.47) is a linear homogeneous differential equation of the first order, which 
completes the proof.  
The proof of the above theorem in the case of n-th order equation can be carried out 
analogically. Now let us demonstrate an example of an application of the theorem 3.4. 
Example 3.5. 
Find the general solution to the following equation 
 

0
1

2'
1

2'' 22 =
−

−
−

+ y
t

y
t

ty               (3.48) 

 
in the interval ).,1( +∞   It easy to see that function tt =)(ϕ  is a nontrivial solution of (3.17), 
then according to theorem 3.4 substitution  
 

∫= zdtty                (3.49) 
 
has to lead to reduction of eqn. (3.49) to a linear homogeneous equation of the first order. The 
first and the second derivatives of the function given by eqn. (3.49) are given by 
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∫ += tzzdty' ;  '2''' tzzztzzy +=⋅++=  .            (3.50) 
 
Substitution (3.49) and (3.50) to (3.51) gives 
 

( ) ∫∫ =
−

−+
−

++ 0
1

2
1

2'2 22 zdt
t

ttzzdt
t

ttzz .             (3.51) 

 
By reducing terms we obtain 
 

0
1

12' 2

2

=







−

++
t

tztz .               (3.52) 

 
Because ),1( +∞∈t then dividing both sides by t eqn. (3.52) takes the form 
 

0122' 3

2

=
−
−

+ z
tt

tz .               (3.53) 

 
Due to theorem 2.2 the solution of  the above equation can be obtained by means of the 
formula 

( ) ∫⋅= −

−
− dt

t
t

eCtz 1
12

3

2

               (3.54) 
 
The integral in the exponent can be evaluated as follows 
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t
tdtttdt

tt
t

t
tdt

t
t

  .    (3.55) 

 
Hence 

( ) ( )1
1
22 −

⋅=
tt

Ctz                (3.56) 

 
Now the solution can be obtained by substitution (3.56) into (3.49) 
 

( ) ( )
( ) ( )( ) tC

t
ttCCtC

t
ttC

t
CttCt

tt
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t
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
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 .      (3.57) 

   
We have already shown that any solution of given lhde_n can be obtained if its 

fundamental set of solutions is known. Unfortunately in general case there is no universal 
procedure that determines the fundamental set of solutions. There is, however, a special case, 
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when such a procedure can be formulated. We will orient our consideration towards this case 
now.   
Let us consider a linear homogeneous differential equation of the form 
 
  0... 1

)2(
2

)1(
1

)( =+′++++ −
−− ypypypypy nn

nnn   ,          (3.58) 
 
Where p1, p2,…, pn

In order to solve an equation of the type (3.58) it is necessary to consider the characteristic 
polynomial, which corresponds to given equation. The characteristic polynomial, which 
correspond to the equation (3.58) takes the following form: 

 are real constant. The above equation is called linear homogeneous 
differential equation of constant coefficients of order n (lhdecc_n)  

 
      ( ) nn

nnn ppppp +++++= −
−− λλλλλ 1

2
2

1
1 ...   .            (3.59) 

 
 Note that the corresponding coefficients of lhdecc_n and its characteristic polynomial are the 
same. The following theorem shows how a fundamental set of solutions of eqn. (3.58) can be 
obtained. 
Theorem 3.5. (Fundamental set of solutions to linear differential equation of nth order with 
  constant coefficients). 
Consider an equation of the form (3.59). Assume that λ1, λ2,…, λs are real roots of 
corresponding to eqn. (3.59) characteristic polynomial with multiplicities equal to k1, k2,…, 
ks mmmsmmmsss iiii βαλβαλβαλβαλ −=+=−=+= ++++ ,,...,, 111111, respectively. Let , 
where 0,...,0,0 21 ≠≠≠ mβββ , be complex roots with multiplicities mlll ,...,, 21 , 
respectively, of characteristic polynomial  p(λ) corresponding to the eqn. (3.59), provided that 

( ) nlllkkk ms =+++++++ ...2... 2121 . Then the fundamental set of solutions to eqn. (3.59) 
consists of the following functions: 
 

te 1λ , tte 1λ ,   tk et 11 1 λ−  
…………………….               (3.60) 

tseλ , tsteλ ,   tk ss et λ1−  
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   ……………………………………………………             (3.61) 
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Remarks. 

1. A root λ0

( )k0λλ −
 of a polynomial p(λ) is called to be of multiplicity k if and only if p(λ) is 

dividable by the expression  . 
2. Please note that p(λ) is a polynomial whose coefficients are real numbers, therefore if 

any complex number λ0 0λ is a root of p(λ) then the conjugate number  is a root of p(λ) 
as well. 
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Now some illustrative examples concerning application of the above theorem will be 
presented. 
Example 3.5. Find the general solution to the following lhdfcc_4: 
 

( ) 02552 ''''4 =−+− yyyy  .             (3.62) 
 
The corresponding characteristic polynomial is 
 

2552)( 34 −+−= λλλλp  .                (3.63) 
  
It can be factorised in the following way 
 

( ) ( ) ( )( ) ( )
( ) ( )( ) ( )( )( ) ( )( )( ) 






 −−+−=+−+−=−+−=

=−−+−=−−−=−+−=

2
1211252115121

151125122552)(

222

2223434

λλλλλλλλλλλ

λλλλλλλλλλλp
    .      (3.64) 

 

It means that p(λ) has four different real roots:  
2
1,2,1,1 4321 ==−== λλλλ  . 

Then by virtue of the theorem 3.4 the fundamental set of solutions of eqn. (3.62) is the 
following one: 

( ) tety =1 ,   ( ) tety −=2 ,   ( ) tety 2
3 =    ( ) 2

4

t

ety =   .            (3.65) 
 
Hence the general solution is found by applying theorem 3.3 as 
 

2
4

2
321

t
ttt eCeCeCeCy +++= − .              (3.66) 

 
The next example will be a case where complex roots appear. 
Example 3.6. 
Find the general solution to the following lhdfcc_6 
 

( ) ( ) 0''246 =−+ yyy .              (3.67) 
 
Equating the corresponding characteristic polynomial to zero one gets 
 

( ) 0202 242246 =−+⇔=−+ λλλλλλ   .           (3.68) 
 
This means that 021 == λλ . The second equation 
  

0224 =−+ λλ                (3.69)
  

factor in the last equation is a biquadratic. By substitution t=2λ one gets the quadratic 
equation  

 
022 =−+ tt       ,          (3.70) 
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that has the roots 21 −=t  and 12 =t . By taking square roots of them one obtains the next four 
roots of the eqn. (3.68), with two complex numbers among them:  0,0 21 == λλ , 13 −=λ , 

14 =λ , i25 −=λ , i26 =λ . Please note that, as it was indicated in the Remark 2, the roots 
λ5 and  λ6

 

 are mutually conjugated complex numbers. Then according Theorem 3.4 the 
fundamental set of solutions of eqn. (3.66) consists of the following functions: 

  ( ) 11 =ty  ;  ( ) tty =2  ;  ( ) tety −=3  ;  ( ) tety =4  ;  ( ) tty 2cos5 =  ;  ( ) tty 2sin6 =      .    (3.71) 
 
Finally the general solution of the eqn. (3.67) takes the following form: 
 

tCtCeCeCtCCy tt 2sin2cos 654321 +++++= −  .            (3.72) 
 
Let us now tern to initial and boundary value problems.    
Example 3.7. Find the particular solution of the equation 
 

0'3''3''' =−+− yyyy   ,             (3.73)
  

which satisfies the following conditions: ( ) 10 =y , ( ) 20' =y  and ( ) 20'' =y .  
 
 
The characteristic polynomial  
 

( ) ( )323 1133 −=−+−= λλλλλp               (3.74) 
 
has the triple root: 1321 === λλλ . Hence the fundamental set of solutions consists of three 
following functions 
 

( ) tety =1  ; ( ) ttety =2  ;  ( ) tetty 2
3 =              (3.75) 

 
and the general solution is 
 

( ) ttt etCteCeCty 2
321 ++=   .            (3.76) 

 
Now let us use the initial conditions to determine the constants. 
The first condition leads to ( ) 110 1 =⇒= Cy . The first derivative of function y in eqn. (3.76) 
is 

( ) ( ) ( )ttttt etteCteeCeCty 2
321 2' ++++= .             (3.77) 

 
Then the second condition gives  ( ) ⇒= 20'y ( ) ( ) ( ) ⇒=++++= 200010' 321 CCCy  

221 =+⇒ CC . Because C1 12 =C =1, hence . Now let us compute the second derivative 
 

( ) ( ) ( ) ( )tttttttt etteCteeCteeCeCeCty 2
33221 22'' +++++++=             (3.78) 

 
Finally applying the third condition one gets  

( ) ⇒= 20''y ( ) ⇒=+++= 220'' 3221 CCCCy 222 321 =++ CCC . 
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Because 121 == CC one gets 
2
1223 33 −=⇒=+ CC . Substituting the constants C1, C2 and 

C3
 

 into (3.78) we obtain the required particular solution 

( ) ttt etteety 2

2
1

−+=  .             (3.79) 

 
The last example deals with boundary conditions. 
Example 3.8.  One-dimensional boundary value problems 
Find a particular solutions of the equation 
 
     0=+′′ yy ,                (3.80) 
 
that satisfy the following boundary conditions: 
a.) y(0) = 0 and y(π/2) = 1 (first problem);         b.) y(0) = 0 and  y(π) = 0  (second problem);       
c.) y(-π) = -1 and  y(π) = 1  (third problem).  The equation (3.80) is a linear homogeneous 
equation of the second order. Its characteristic polynomial is 1)( 2 += λλp , with roots λ1 = i  
and λ2 = - i . Then according to the Theorem 3.4 the fundamental set of solutions to the eqn. 
(3.80) consists of the functions: y1(t) = cost and y2

 

(t) = sint . Consequently the general 
solution of (3.80) takes the form: 

    tCtCty cossin)( 21 +=  .              (3.81) 
 
Consider now the conditions of case a.). Substituting them to the eqn. (3.81) one gets C1 = 1 
and C2
 

 = 0. Then the particular solution is  

     tty sin)( =                 (3.82) 
 
In this case there exists a unique solution to the boundary value problem under consideration. 
In the case b.), however, substitution boundary conditions into (3.81) leads to C2 = 0, but C1 
can take any real value. It means the solution exists, but it is not unique. Moreover, there are a 
lot of solutions to the boundary value problem b.). Finally let us consider the case c.). 
Substitution of boundary conditions into (3.81) leads to contradiction C2 = 1 and  C2

 

 = - 1 
simultaneously, which constitute a contradiction. In this case a solution to the boundary 
problem does not exist. Cases b.) and c.) are examples of so-called ill-posed or ill-conditioned 
problems. These cases will be commented in section 4.6. 

3.2. Non-homogeneous ordinary differential equations 
In the previous section only linear homogeneous differential equation were considered. Now 
let us gives some ideas concerning equations that are not homogeneous. At first we have to 
note that Theorem 2.4 formulated in Chapter 2 remains true for linear differential equations of 
the higher order. Now it can be stated as follows 
Theorem 3.6. 
Consider lde_n of the form (3.1). Assume that yh is the general solution of the corresponding 
homogeneous equation (3.3) and yp is any particular solution of the corresponding lhde_n in 
the form (3.1). Then the general solution y
 

 to the equation (3.1) would be 

y = yh + yp .                          (3.83) 
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The above theorem together with Theorem 3.3 allow to predict the general solution to the 
(3.1). 
Corollary Let yp ( ) )(),...,(, 21 xyxyxy n be a particular solution to eqn. (3.1) and let be a 
fundamental set of solutions of corresponding to (3.1) homogeneous equation. Then the 
general solution of the (3.1) is given  by 
 

( ) pnn yxyCxyCxyCty ++++= )(...)()( 2211  ,          (3.84) 
 
where nCCC ,...,, 21  are real constant. 
Now we consider the problem how a particular solution of (3.1) can be found. We discuss the 
method of constant variation (already known from the first order linear differential equations), 
which gives an universal tool for solving ordinary linear differential equations. The idea of the 
method will be explained for the case of the second order equation. Consider the following 
linear differential equation of the second order 
 

( ) )()(''' 21 xqyxpyxpy =++  .             (3.85) 
 
Let ( ) )(, 21 tyty be a fundamental set of solutions of corresponding to (3.85) homogeneous 
equation. We will seek for a particular solution of (3.85) in the form 
 

( ) ( ) ( ) ( )xyxCxyxCxy 2211)( +=              (3.86) 
 
Finding the first derivative of the above function gives 
 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )xyxCxyxCxyxCxyxCxy ''''' 22221111 ⋅++⋅= .                  (3.87) 
  
Assume now that functions )(1 xC and )(2 xC are selected in such a way that satisfy the 
condition 
 

( ) ( ) ( ) ( ) 0'' 2211 =+⋅ xyxCxyxC .              (3.88) 
 
Therefore eqn. (3.87) is reduced to 
 

( ) ( ) ( ) ( ) ( )xyxCxyxCxy ''' 2211 ⋅+= .              (3.89) 
 
Now let us find the second derivative by means of the eqn. (3.89) 
 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )xyxCxyxCxyxCxyxCxy '''''''''' 22221111 ⋅+++=             (3.90) 
  
The second derivative (eqn. (3.90)), the firs one (eqn. (3.89)) and the function y (eqn. (3.86)) 
are now substituted into eqn. (3.81). 
 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )[ ] ( ) ( ) ( ) ( ) ( )[ ] ( )xqxyxCxyxCxpxyxCxyxCxp

xyxCxyxCxyxCxyxC
=+⋅++⋅+

+⋅+++

2211222111

22221111

'
''''''''

           (3.91) 

 
After some rearrangements one gets  
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( )[ ] [ ]
( ) ( ) ( ) ( ) )(''''

)()()(')()('')()()()(')()(''

2211

222122121111

xqxyxCxyxC
xyxpxyxpxyxCxyxpxyxpxyxC

=++
++++++

 .   (3.92) 

 
Because y1(x) and y2

 

(x) are solutions of homogeneous linear equation corresponding to eqn. 
(3.85) then first two terms in eqn. (3.92) vanish. Then eqn. (3.92) reduces to   

( ) ( ) ( ) ( ) ( )xqxyxCxyxC =+ '''' 2211                (3.93) 
 
Consider now eqn. (3.88) and (3.93) as a system of two equations and solve them with respect 

)(1 xC ′  and )(2 xC ′ . The solution can be written in the form 
 

( )

( )
( ) ( )

( )
( )xyxy
xyxy
xyxq
xy

xC

')('
)(

det

'
0

det
'

21

21

2

2

1 =  ; ( )

( )
( ) ( )

( )
( )xyxy
xyxy

xqxy
xy

xC

')('
)(

det

'
0

'

21

21

1

1

2 =      .      (3.94) 

 
Note that the denominators in both expressions in (3.94) are the same and are equal to 
Wronskian W(x) of the linear homogeneous equation corresponding to eqn. (3.85). Because 
the pair ( ) )(, 21 tyty  is the fundamental set of solutions to (3.85) then Wronskian has non-zero 
values in the whole domain of the problem. Therefore the solution (3.94) always exists and 
the suggested method leads to solution. In order to find a particular solution it is necessary to 
integrate expressions in (3.94)     
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0

1

1

2 ,            (3.95) 

 
where A, B are real constant. Substitution )(1 xC  and )(2 xC  to eqn. (3.86) gives us the 
particular solution.  
This way we have proved that suggested procedure allows to obtain a particular solution to a 
non-homogeneous linear equation if only a fundamental set of solutions to the corresponding 
homogeneous equation is known. Let us now illustrate the procedure by two examples.  
Remark.  
Note that in the case of the equation of the n-th order system of equations (3.88) and (3.93) 
has to be replaced by the following matrix equation 
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Eqn. (3.96) has to be solved with respect to unknown functions )(),...,(),( ''

2
'
1 tCtCtC n . Next by 

integration we are able to find functions )(),...,(),( 21 tCtCtC n  and then a particular solution to 
the equation (3.1) is obtained in the form 
 

)()()()()()()( 2211 tytctytctytcty nnp ++=              (3.97) 
 
Example 3.9.  
Find the general solution of the following equation 
 

xyy sin=+′′  .               (3.98) 
 
The corresponding to (3.98) homogeneous equation is identical with eqn. (3.80). Therefore 
the general solution to the homogeneous equation is 
 

xCxCy cossin 210 +=  .              (3.99) 
 
According to the above consideration it is necessary to solved the following system of 
equations 
 

( ) ( )
( ) ( ) xxxCxxC

xxCxxC
sinsin'cos'
0cos'sin'

21

21

=−
=+

            (3.100) 

 

With respect to unknown functions )(1 xC ′  and )(2 xC ′ . Dividing the first eqn. in (3.100) by 
sinx and the second one by cos x one gets 
 

( ) ( )
( ) ( )





=−

=+

xxxxxCxxC
xxxCxxC

cossincossin'cos'

0sincos'sin'

2
2

1

2
2

1            (3.101) 

 
By summing up left – and right-hand sides of equations in (3.101) the following equation is 
obtained 
 

( ) xxxC cossin'1 =            .              (3.102) 
 
Next integrating with respect to x the function )(1 xC  is received 
  

( ) AxxC += 2
1 sin

2
1  .             (3.103) 

 
The first equation in (3.101) gives 
 

( ) xxCxxxC 2
12 sin)('sincos' −=  .            (3.104) 

 
Substituting (3.102) to (3.104) one obtains 
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( ) ( ) xxCxxxxxxC 2
2

2
2 sin'sincossinsincos' −=⇒−= .                   (3.105) 

 
By integrating of the last equation one gets 
 

( ) BxxxC ++−= 2sin
4
1

22 .            (3.106) 

 
Assume that A =B= 0. Then due to eqn. (3.86) a particular solution to (3.98) is given by  
 

xxxxxxxxyp cos
2

sin
2
1cossin

2
1cos

2
sin

2
1 23 −=+−=  .         (3.107) 

 
According to the theorem 3.6 the general solution can be obtained by summing up the 
solution y0 given by (3.99) and particular solution yp

 

 given by (3.107). Therefore the general 
solution to equation (3.98) is 

xxxxCxCy cos
2

sin
2
1cossin 21 −++= .            (3.108) 

 
Example 3.10.  
Find the general solution to the equation 
 
   xyy =+9"    .           (3.109) 
 
It is easy to see that the fundamental set of solutions of corresponding to eqn. (3.109) 
homogeneous equation consists of functions xyxy 3sin,3cos 21 == . Therefore, by applying 
the constant variation method, we seek for the solution in the form: 
 

xxCxxCy 3sin)(3cos)( 21 +=   .          (3.110) 
 
Due to eqn. (3.96) the derivatives of unknown functions can be found by solving the 
following set of equation 
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Then by eqn. (3.94) 
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                    (3.112) 
 
In order to find )(1 xC and )(2 xC  both function in eqs. (3.112) must be integrated by parts, 
namely 
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AxxxdxxxxxdxxxC +−=−⋅=−= ∫ ∫ 3sin
27
13cos

9
13cos

9
13cos

3
1

3
13sin

3
1)(1 .          (3.113) 

 

BxxxxdxxxxdxxC ++=−⋅== ∫∫ 3cos
27
13sin

9
13sin

9
13sin

3
1

3
13cos

3
1)(2 ,          (3.114) 

 
where A and B are integration constant. Assuming that A = B = 0, the particular solution 
(3.110) can be written as follows 
 

xxxx

xxxxxxxxxxy

9
1)3cos3(sin

9
1

3cos3sin
27
13cos3cos

9
13sin3cos

27
13sin3sin

9
1

22 =+=

=−++=
 .        (3.115) 

 
Therefore due to Theorem 3.6 the general solution to eqn. (3.109) is 
 

xxCxCy
9
13cos3sin 21 ++=  ,           (3.116) 

 
where C1 and C2
 Theorem 3.6 shows that like in the case of the equations of the first order the method 
of lucky guess van be applied. In order to predict a particular solution of a given linear non-
homogeneous equation the method of undetermined coefficients can be found. In the literature 
some theorems treating this case are formulated. These theorems, however are not discussed 
within this lecture note.  

 are real constant. 

 
3.3. Applications to structural mechanics. Beams resting on Winkler-type elastic 

subsoil 
Consider a beam as in the Figure 3.1. The beam is subjected to external load )(0 xq . The  
 

 
 
Figure 3.1 Scheme of a beam resting on Winkler-type subsoil 
 
subsoil reaction is )(xr . We assume that the vertical beam deflection )(xy  is identical with 
vertical deformation of the subsoil. Statics gives us basic equations of Euler’s type of beam. It 
is well-known, that the bending moment at the cross-section x satisfies the following 
equation: 
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2

2 )()(
dx

xydEIxM −=              (3.117) 

 
Due to Schwedler’s theorem the shearing force at the cross-section x is the first derivative of 
bending moment, namely 
 

dx
dMxQ =)(   .           (3.118) 

 
Finally the resultant loading q(x) is the first derivative of the shear force, therefore the 
deflection y(x) has to satisfy the following equation: 
 

)()(
2

2

xq
dx

xydEI −=   .           (3.119) 

 
Let us now apply the Winkler assumption, which states that subsoil reaction is proportional to 
the displacement y(x) 
 

)()( xCByxr =  ,             (3.120) 
 
Where B is the width of the beam and C is the coefficient of subsoil stiffness (sometimes 
called the Winkler’s constant). As the resultant loading is 
 

)()()()()( 00 xqxCByxqxrxq −=−= ,            (3.121) 
 
then eqn. (3.119) can be written as  
 

)()()(
04

4

xCByxq
dx

xydEI −=  .            (3.122) 

 
Let us now change the coordinate system by the transformation 
 

wL
x

=ξ ,              (3.123) 

where 

4
4
BC
EILw = .              (3.124) 

 
The constant Lw

 

 is dimensioned in [m], therefore ξ is considered as dimensionless coordinate. 
By means of the chain rule one gets 

dx
dyL

d
dx

dx
dy

d
dy

w==
ξξ

  ,            (3.125) 

 
and by successive differentiation one obtain 
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4
4

4
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dx
ydL

d
yd
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ξ

.             (3.126) 

 
Therefore in new coordinate system eqn. (3.122) takes the form 
 

)()()(1
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4

4 ξξ
ξ
ξ CByq

d
yd
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EI

w

−=  .           (3.127) 

 
After substitution (3.124) to (3.127) and some simple transformations the following equation 
results 
 

BC
qy

d
yd )(4)(4)( 0

4

4 ξξ
ξ
ξ

=+  .            (3.128) 

 
Eqn. (3.128) is a non-homogeneous linear differential equation of the fourth order. First let us 
solve the corresponding homogeneous equation. Its characteristic equation 
 

044 =+λ               (3.129) 
 
is equivalent to  

i22 =λ  i22 −=λ  ,            (3.130) 
 
The complex roots corresponding to the first of equation in (3.130) are 
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and the roots corresponding to the second equation in (3.131) are as follows 
 

       ii +−=

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
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4
3sin

4
3cos23

ππλ    and   ii −=


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4
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4
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In virtue of the theorem 3.5 the fundamental set of solutions to homogeneous equation 
corresponding to eqn. (3.128) consists of functions 
 

ξξξξ ξξξξ sin,cos,sin,cos 4321
−− ==== eyeyeyey           (3.133) 

 
and therefore the general solution is 
 

ξξξξ ξξξξ sincossincos 4321
−− +++= eCeCeCeCy ,          (3.134) 

 
where C1, C2, C3 and C4

00 )( qq =ξ

 are integration constant. From engineering point of view more 
important, however, are the cases with non-zero the right hand side of the equation (3.128), 
namely a non-homogeneous case. Consider now the simplest case, that is the right hand side 
of (3.128) is independent of ξ , . This assumption physically means that the loading 
of the beam is constant. In this case it is easy to see that the function 
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BC
qyp

0=              (3.135)  

 
is a particular solution of the equation (3.128). Hence, by the theorem 3.6, the general solution 
to (3.129) under assumption 00 )( qq =ξ  is 
 

BC
qeCeCeCeCy 0

4321 sincossincos ++++= −− ξξξξ ξξξξ  .          (3.136) 

 
This way we have a complete information from mathematical point of view. For engineers, 
however eqn. (3.136) is useless unless the constants C1, C2, C3 and C4

 

 remain undetermined. 
In order to assign specific values to these constants certain boundary conditions have to be 
imposed. As an example a reasonable assumption from engineering point of view is to set that 
bending moments and shearing forces at both sides of the beam are equal to zero, namely 

0,0,0)0(,0)0( =
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
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


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==

ww L
LQ

L
LMQM ,          (3.137)  

 
Where L is the length of the beam. Application of conditions (3.137) to eqn. (3.136) leads to 
system of four linear algebraic equations with four unknown parameters C1, C2, C3 and C4. 
Solving this system (conventional solution of this system is omitted here) shows that under 
conditions (3.137) all four constants must be equal to zero, C1 = C2 = C3 = C4

 

 =0. Therefore 
solution to the boundary value problem given by eqn. (3.136) and eqn. (3.137) is 

BC
qy 0=  ,            (3.138) 

  
that is a constant function, independent of coordinate ξ. As in the Winkler’s model the subsoil 
reaction is proportional to the displacement, then substituting eqn. (3.138) into eqn. (3.120) 
one gets 
 

.)( 0 constqxr ==               (3.139) 
 
The above equation show an important feature of the Winkler model. Namely, the reaction of 
subsoil on uniform loading of the beam is constant and equal to the intensity of the beam. 
 Let us now turn another important application the above model in foundation 
engineering. Consider a infinite beam loaded by a single force P concentrated at given point 
x0
 

 as indicated in Fig. 3.2. Then the right side in eqn. (3.128) is a non-continuous function.  

 
 

Figure 3.2. Infinite beam subjected to a single force P 
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As the scheme is symmetric with respect to axis perpendicular to beam at the point x0

 

. 
Therefore we reduce the scheme to half-infinite beam loaded at its left hand end,  ξ = 0 (the 
dependence between coordinates x and ξ is given by eqn. (3.123)), as it is indicated in Fig. 
3.3. Moreover, let us confine ourselves to interval ξ > 0, obtaining values at the point ξ = 0 as 
limits, assuming continuity of the solutions (Fig. 3.3). 

 
 

Figure 3.3. Reduction of the problem to the half-infinite part 
 
In such case for  ξ > 0 the right hand side in eqn. (3.128) vanishes and the resulting equation 
is 
 

0)(4)(
4

4

=+ ξ
ξ
ξ y

d
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The above equation will be considered together with the following boundary conditions 
 

2
)(lim;0lim;0)(lim

00

PQ
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x
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++ →→∞→
ξ

ξ
ξ

ξξ
           (3.141) 

 
The third condition deals with shearing force given by (3.118) and is usually called anti-
symmetry condition. Equation (3.140) is the homogeneous equation corresponding to eqn. 
(3.128) hence the general solution to (3.140) is given by eqn. (3.134). Analysing the form of 
(3.134) and taking into account bounded character of trigonometric functions it is easy to see 
that the first and the second terms tend to infinity as ξ tends to infinity, while the third and the 
fourth terms tend to zero when ξ tends to infinity. Therefore to fulfill the first condition in 
(3.141) we have to impose that C1 = C2

      
 = 0 and the solution (3.118) take the form 

ξξ ξξ sincos 43
−− += eCeCy  .           (3.142) 

 
In order to implement the second condition of (3.141) note that 
 

( ) ( )( )ξξξξ
ξ

ξξξ cossinsincos)1( 4343 CCeeCeC
d
dy

+−++−= −−−  .        (3.143) 

Therefore 

( ) ( ) 4343434300
010101lim0lim CCCCCCCC

d
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d
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=⇒=+−=⋅+⋅−⋅+⋅+⋅−=⇒=
++ →→ ξξ ξξ

 

                   (3.144) 
Consequently eqn. (3.143) takes the form 
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( )ξξξ sincos0 += −eCy   .          (3.145) 
 
 
In order to utilise the third condition of (3.141) we have to observe that 
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It easy to check that the second derivative of y with respect ξ is given by 
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and hence 
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If  +→ 0ξ  then 03

3
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d
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→

ξ
 and therefore the third condition of (3.141) is equivalent to 
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Finally, due eqn. (3.145) and eqn. (3.141), the displacements of the beam under consideration 
are given by 
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By finding second and third derivatives bending moments and shearing forces in a given 
cross-section of the beam can be found, which is an important task when a foundation beam is 
designed. In practical cases usually several different forces acting on the beam have to be 
considered. But such a case can be easily handled by means of the superposition theorem.  
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Chapter 4 
Introduction to partial differential equations 

 
4.1. Example of physical problems leading to partial differential equations and 

boundary value problems. The vibrating string 
A tightly stretched string, whose position of equilibrium is an interval [a,b] on the x axis, is 
vibrating in the xy plane (see Fig. 4.1).  
 

 
Figure 4.1. Scheme of forces acting on a string 
 
In the equilibrium position each point of the string has coordinates (x,0). At the time t each 
point is a subject of  a transverse displacement y(x,t) at time t. We simplify movements of the 
string such that each point moves in the direction of the y axis only. Then at time t the point 
has coordinates (x,y). Let T denotes the tension of the string. At each point (x,y) of the string 
the part of the string on the left of that point exerts a force of magnitude T in the tangential 
direction upon the part on the right . Let us denote by H the x-component of the force T. We 
assume that the variation of H with x and t can be neglected. The assumptions imposed above 
seem to be quite stringent. But it is appeared that they are quite well satisfied by strings of 
musical instruments under ordinary conditions of operations.  

Now let V(x,t) denote the y component of the tensile force exerted by the left-hand portion 
of the string on the right-hand portion at the point (x,y). We take the positive sense of V as 
that of the y axis. If a is the slope angle of the string at the point (x,y) at time t, then 
 
    ),(tan),( txy

H
txV

x==
− α       (4.1) 

 
as indicated in Fig. 4.1. Thus the y component V(x,t) of the force exerted at time t by the part 
of the string on the left of a point (x,y) upon the part on the right is given by the equation 
 
    ),(),( txHytxV x−=    ,       H > 0.                (4.2) 
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Suppose that all external forces such as the weight of the string and resistance forces, 
other than forces at the end points, can be neglected. Consider a segment of the string not 
containing an end point and whose projection on the x axis has length ∆x. Since x components 
of displacements are negligible, the mass of the segment is δΔx where the constant δ is the 
mass of the string per unit length (mass density). At time t the y component of the force 
exerted by the string on the segment at the left-hand end (x,y) is V(x,t), given by equation (4.2). 
The tangential force exerted on the other end of the segment by the part of the string on the 
right of that end is also indicated in Fig. 4.1. Its y component is given by  
 

),(tan txxHyH x ∆+=β  ,                (4.3) 
 
where β is the slope angle of the string at the right-hand end of the segment. The negative 
sign signifies that the force is exerted upon the part of the string on the left by the part on the 
right. The acceleration of the end (x,y) in the y direction is ytt

 

(x,t). From Newton's second law 
of motion, it follows that  

),(),(),( txxHytxHytxxy xxtt ∆++−=∆δ     (4.4) 
 
approximately, when Δx is small. Hence 
 

          ( ) ( ) ( ) ( )txyH
x

txytxxyHtxy xx
xx

xtt ,,,lim,
0 δδ

=
∆

−∆+
=

→∆
              (4.5) 

 
at each point where the partial derivative exists. Substitution  

δ
Ha =2   leads to the equation 

 
    ( ) ( )txyatxy xxtt ,, 2=      (4.6) 
 
The constant a has a physical dimension of velocity. This is so-called the equation of 
vibrating string or one-dimensional wave equation, which is classified as a linear partial 
differential equation of the second order. Using the classical Leibnitz’s notation it can be 
written as: 
 

    
2

2
2

2

2 ),(),(
x

txya
t

txy
∂

∂
=

∂

∂      (4.7) 

 
When external forces parallel to the y axis act along the string, let F denote the force per unit 
length of string, the positive sense of F being that of the y axis. Then a term FΔx must be added 
on the right-hand side of equation (4.4) and the equation of motion is 
 

( ) ( )
δ
Ftxyatxy xxtt += ,, 2       (4.8) 

 
In particular, with the y axis vertical and its positive sense upward, suppose that the 

external force consists of the weight of the string. Then FΔx = - δ∆xg, where g is the 
acceleration of gravity; and equation (4.8) becomes the linear nonhomogeneous equation. 
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( ) ( ) gtxyatxy xxtt −= ,, 2       (4.9) 
 

In equation (1), F may be a function of x, t, y, or derivatives of y. If the external force per 
unit length is a damping force proportional to the velocity in the y direction, for example, F 
is replaced by – Byt

 

 , where the positive constant B is a damping coefficient. Then the 
equation of motion is linear and homogeneous: 

( ) ( ) ( )
δ
Bbtxbytxyatxy txxtt =−= ,,,, 2               (4.10) 

 
If one end x = 0 of the string is kept fixed at the origin at all times t ≥ 0, the boundary 

condition there is clearly 
 

0,0),0( ≥= tty                (4.11) 
 

But if that end is permitted to slide along the y axis and if the end is moved along that axis 
with a displacement f(t), the boundary condition is the linear nonhomogeneous condition 
 

       0,)(),0( ≥= ttfty                (4.12) 
 

When the left-hand end is looped around the y axis and a force g(t), (t > 0) in the y 
direction is applied to that end, g(t) is the limit of the force V(x,t) described above as x tends 
to zero through positive values. The boundary condition is then 
 

0,)(),0( >=− ttgtHyx  .              (4.13) 
 
The negative sign disappears, however, if x = 0 is the right-hand and because g(t) is then the 
force exerted on the part of the string to the left of that end. 
 

4.2. Notations and preliminary definitions 
Classical notation. According to the classical notation, which has been proposed by Leibnitz, 
the partial derivative of order k of function u with respect independent variables xi and xj

( )
lk

i
l
j

k

x
u

−∂
∂
δ

x

 is 
denoted by  

, for any integer l < k. 

Lower index notation. In this kind of notations the partial derivative with respect independent 
variable x or t is denoted by yx or yt . Second derivatives are denoted by yxx, yxt, ytt
General index notation 

. 

Let  ( )nααα ,...,, 21=α  be a vector with non-negative components. The vector α is called a 
multiindex with the length equal to nαααα +++= ...21  . If  α is a given multiindex, then  

( )xuαD  denotes the following partial derivative of the function u of order α  : 
 

   ( ) ( ) u
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uu n
nn xx

n

αα
ααα

α
α ∂∂=

∂∂∂

∂
= ...

...
D 1

121
21

xx    .            (4.14) 
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If k is a positive integer then  
 
    ( ) ( ){ }kxuxuk == αα :DD               (4.15) 
 
constitutes the set of all partial derivatives of order k. If  k = 1 one gets 
 
    u

x
u

x
u

x
uu

n
grad,...,,D

21
=








∂
∂

∂
∂

∂
∂

=  ,            (4.16) 

 
for a function u of the class C1((-∞, +∞)), the gradient of the function u. In the case of  k = 2, 
if u is a function of C2((-∞, +∞)), elements of D2

 
u are elements of matrix 
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...

......................

...

D

nn

n

x
u

xx
u

xx
u

x
u

u  ,              (4.17) 

 
Which is known as a hesjan. The trace of the matrix (4.17): 
 

( ) ∑
= ∂
∂

==∆
n

i ix
uutru

1
2

2
2D              (4.18) 

 
is the laplasjan of the function u. 

After presentation of notations that can be met in the course of partial differential 
equations the definition of the partial differential equation can be formulated. 
Definition 4.1. Let U be an open set in Rn

 
 . Consider an equation of the form 

      ( ) ( ) ( ) ( )( ) 0,,D,...,D,D 1 =− xxxxx uuuuF kk ,                       (4.19) 
 
where  nRx ⊂∈U , RRRRR nnn kk

→××××
−

UF
1

:  is a given function and R→Uu : is 
the unknown function. Equation (4.19) is called a partial differential equation of the order k. 
 
     4.3. Classification 
Among partial differential equations the special role is played by linear differential equations. 
This is because historically almost all problems in physics and mechanics had led to this type 
of  equations. On the other hand a closed form solutions for an equation which is not linear 
can be hardly obtain. Below definitions of linear equations together with some relative forms 
are given. 
Definition 4.2. A partial differential equation of order k is called linear if it can be expressed 
in the following form 
 
     )()( xfuDxa

k
=∑

≤α

α
α   ,             (4.20) 
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where k≤α  and aα(x) and f(x) are given functions. Functions aα

0≡f
(x) do not depend on neither 

any derivative of the function u nor the function u itself.   If   then equation (4.20) is 
called homogeneous. 
Definition 4.3. A partial differential equation of order k is called half-linear or semi-linear if it 
can be expressed in the following form 
 

0),,,...,()( 1

||
=+ −

=
∑ xuDuuDauDxa k

kα
α

α
α              (4.21) 

 
Definition 4.4. A partial differential equation of order k is called quasi-linear if it can be 
expressed in the following form 
 

0),,,...,(),,,...,( 1

||

1 =+ −

=

−∑ xuDuuDauDxuDuuDa k

k

k

α
α

α
α  .          (4.22) 

 
Definition 4.5. A partial differential equation (4.19) of order k is called totally non-linear if 
function F depends on derivatives of order k in a non-linear way. 
Definition 4.6. An equation of the form 
 

0)),(),(),...,(),(( 1 =− xxuxuDxuDxuDF kk  ,            (4.23) 
 
where F  is a given known function of the type mmmnnnmn RURRF

kk

→×ℜ×××ℜ×
−

....:
1

 , 0  
is the column vector of zeros and ),..(,: 1 mm uuuUu =ℜ→ is and unknown function is called 
a system of partial differential equations of order k. 
 

4.4. Some important examples of partial differential equations 
In this section some most well-known in physics partial differential equations are listed. 
 
Linear equations 
 
The Laplace equation 
 

∑
=

==∆
n

i
xx ii

uu
1

0                 (4.24) 

 
The Helmholz equation (eigenvalue problem of the Laplace operator) 
 

R∈=∆− λλ ,uu                (4.25) 
 
The linear transport equation 
 

0
1

=+∑
=

ix

n

i

i
t ubu                (4.26) 

 
The Liouville equation   
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0
1

=−∑
=

ix

n

i

i
t ubu                (4.27) 

 
The heat conduction equation 
   

       0=∆− uut                (4.28) 
 
The Schrödinger equation  
 

0
82

2

=∆+ u
m

huhi t ππ
               (4.29) 

 
The Kolmogorov equation 
 

0
11,

=+− ∑∑
==

iji x

n

i

i
xx

n

ji

ij
t ubuau               (4.30) 

 
The Fokker-Planck equation 
 

  0)()(
11,

=−− ∑∑
==

xubxwuau
iji

n

i

i
n

ji

ij
t              (4.31) 

 
The wave equation 
 

0=∆− uutt                (4.32) 
 
The general wave equation 
 

0
, 1

=+−∑ ∑
=

n

ji

n

i
x

i
xx

ij
tt iji

ubuau               (4.33) 

 
The Airy equation  

 
0=+ xxxt uu                (4.34) 

 
Half-linear equations 
 
The non-linear Poisson equation 
 

)(ufu =∆−                (4.35) 
 
The non-linear wave equation 
 

)(ufuutt =∆−               (4.36) 
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Totally non-linear equations 
 
The Hamilton-Jacoby equation 
 

0),( =+ xDuHut                (4.37) 
 
The scalar law of conservation 
 

0)( =+ uFdivut   .             (4.38) 
 
 4.5. The classical classification of the linear equations of the second order 
 
Consider a domain include in R2

GFu
y
u

x
uD

y
uC

yx
uB

x
uA =+

∂
∂

+
∂
∂

+
∂
∂

+
∂∂

∂
+

∂
∂

2

22

2

2

. The second-order linear partial differential equation  

 ,            (4.39) 

Where A, B,…, G are constants of functions of x and y only, is elliptic, parabolic, or 
hyperbolic type in a domain of the xy pane if the quantity 

 
ACB 42 −                 (4.40) 

 
is negative, zero, or positive, respectively, throughout the domain. The three types require 
different kinds of boundary conditions to determine a solution. 
Example 4.1. Consider the Laplace equation in the form 
 

02

22

=
∂
∂

+
∂
∂

y
u

x
u
x  .              (4.41) 

 
For this case A = C = 1 and B, D, E, F and G vanish. Therefore 0442 <−=− ACB , hence the 
Laplace equation is elliptic in every domain.  
Example 4.2. In the case of wave equation (4.7),  044 22 >+=− aACB , hence the wave 
equation is hyperbolic in every domain.  
Example 4.3. Consider the heat conduction equation of the form 
 

02

2

=
∂
∂

−
∂
∂

y
u

x
uk                (4.42) 

 
For this case A = k, E = 1 and B, C, D,  F and G vanish. Therefore 042 =− ACB , hence the 
heat conduction equation is parabolic in every domain.  
     

4.6. Boundary value problems 
Example 4.3. The problem consisting of the partial differential equation (the Laplace 
equation) 
 

53



2

2 ),(
x

yxu
∂

∂ + 2

2 ),(
y

yxu
∂

∂  = 0     for  x 〉 0  and  y 〉 0            (4.43) 

 
and the two boundary conditions 
 

u(0, y) = 
x

yu
∂

∂ ),0(  ,  y > 0             (4.48) 

 
( ) xxxu cossin0, +=    ,  x > 0             (4.49) 

 
is an example of a boundary value problem in partial differential equations. The domain is the 
first quadrant of the xy plane. Let us verify that the function 
 

( ) ( )xxeyxu y cossin, += −                (4.50) 
 
is a solution of that problem. First let us find partial derivatives of the function given by eqn. 
(4.50).  
 

( ) ( )xxe
y
uxxe

y
u yy cossincossin 2

2

+=
∂
∂

⇒+−=
∂
∂ −−              (4.51) 

 

( ) ( ) ( )xxe
x
uxxe

x
u yy cossin1sincos 2

2

+−=
∂
∂

⇒−=
∂
∂ −−              (4.52) 

 
The above equations evidently show that function u defined by (4.50) satisfies the Laplace 
equation. Moreover 
 

       ( ) ( ) ( ) ( ) ( )y
x
uyueey

x
uandeyu yyy ,0,00sin0cos,0,0

∂
∂

=⇒=−=
∂
∂

= −−−         (4.53) 

and 
( ) ( ) xxxxexu cossincossin0, 0 +=+= .             (4.54) 

 
This means that the boundary conditions are fulfilled by the function (4.50). 
 Let u denote the unknown function in a boundary value problem. A condition that 
prescribes the values of u itself along a boundary is known as a boundary condition of the first 
type, or a Dirichlet condition. A boundary condition of the second type, also called a 
Neumann condition, proscribes the values of the normal derivative du/dn of the function at 
the boundaries. Among other kinds of boundary conditions are those of the third type in 
which values of hu +  du/dn are prescribed at the boundaries, where h is either a constant or a 
function of the independent variables. 
 If the partial differential equation in u is of second order with respect to one of the 
independent variables t and if the values of both u and ut

 From the viewpoint of applications it is usually very important to avoid of so-called 
ill-conditioned problems. The notion is explained by the definition given below. 

 are prescribed on a boundary t = 0, 
the boundary condition is one of Cauchy type with respect t.  

Definitin 4.7.  (Hadamard’s well-posedness) 
A boundary value problem is said to be well-posed if 
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1. it has a solution, 
2. the solution is unique, 
3. the solution depends continuously on the given data. 
Otherwise the problem is ill-posed or ill-conditioned. 

 
Chapter 5 

Some simple methods of solving partial differential equations and 
boundary value problems 

 
5.1. Successive integration 

 As in the case of ordinary differential equations as one of the most important notions 
are particular and general solutions. The definitions are given below. 
Definition 5.1. A particular solution of a given partial differential equation of order n in the 
domain D is called a function of the class Cn

Example 5.1. Consider the equation 

(D), which satisfies the given equation in each 
point of D. 

 
uyuxu yx =−   .     (5.1) 

 
Let us demonstrate that the function 
 

( ) yxyxu 2, =        (5.2) 
 
Is the particular solution to eqn. (5.1) in any domain 2R⊂D . It is obvious that the function 
defined by (5.2) is of the class C1

 

(D). Substitution of the function u into the left-hand side of 
the eqn. (5.1) gives 

( ) ( ) 2222 2 yxyxxyxyx
y

yyx
x

x =−=
∂
∂

−
∂
∂   .    (5.3) 

 
This means that the equation (5.1) is satisfied independently of the choice of the domain D. 
 Definition 5.2.  A general solution to a given partial differential equation of order n is the 
family of its all particular solutions.  

In order to illustrate similarities and differences between ordinary and partial 
differential equations, let us start with some very simple examples. 
Example 5.1. Find a general solution to the following equation of the second order: 
 

     0
2

=
∂∂

∂
yx
u                    (5.4) 

 
The equation (5.4) can be written as 
 

       0=







∂
∂

∂
∂

y
u

x
 ,     (5.5) 
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which means that the derivative 
y
u
∂
∂  is constant with respect to the variable x. Then it follows 

that  

)(yg
y
u
=

∂
∂  ,      (5.6) 

 
where g is any function of class C1

 

((-∞, +∞)). Finally function u can be obtained by 
integrating the above derivative with respect to variable y , namely 

     )()( xdyygu ψ+= ∫ ,       (5.7) 

 
where )(xψ  is any function of the class C2 )(yϕ((-∞, +∞)) of variable x solely. If now  is any 
antiderivative of the function g, then it follows that the general solution to the eqn. (4.11) has 
a form: 
 
    )()(),( xyyxu ψϕ +=                  (5.8) 
 
Note that the general solution (5.8) contains a huge number of functions in comparison with 
analogical problems in ordinary differential equations. 
Example 4.2. Find the general solution to the equation 
 

0=
∂
∂

−
∂
∂

y
u

x
u   .       (5.9) 

 
Let us introduce new independent variables in the following way 
 

         yxyx −=+= ηξ ;   .            (5.10) 
Consequently 
 

( ) ( ) ( ) ( )ηξηξηξ ,
2
1,

2
1, huyxu =



 −+=              (5.11) 

and 

     
ηξ

η
η

ξ
ξ ∂

∂
+

∂
∂

=
∂
∂

∂
∂

+
∂
∂

∂
∂

=
∂
∂ hh

x
h

x
h

x
u .             (5.12) 

Similarly  

       
ηξ ∂
∂

−
∂
∂

=
∂
∂ hh

y
u  .              (5.13) 

 
Substituting (5.12) and (5.13) to (5.9) one gets 
 

0=
∂
∂
η
h  .               (5.14) 

 
Integrating the last equation with respect to variable η one obtain 
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    ( ) ( )ξηξ gh =,   ,               (5.15) 
 
where g is any function of the class ( )+∞∞− ;1C . Coming back to initial coordinate system the 
general solution o eqn. (5.9) appears as  
 

)(),( yxgyxu +=  .              (5.16) 
 

5.2. Separation of variables 
 In section 2.1. ordinary differential equations of separated variables has been 
considered. Here separation of variables will be applied as a method of finding solutions of 
selected boundary value problems associated with certain types of partial differential 
equations. The method will be demonstrated on the basis of the string equation (4.6). Assume 
that  [ ]cx ,0∈  and t > 0. We will seek for a solution which satisfies the following boundary  
conditions:  
 

( ) ( ) ( ) .00,,0,,0,0 === xytcyty t               (5.17) 
 
In determining nontrivial (trivial solution means that 0≡y ) solutions of all homogeneous 
equations (4.6) and (5.17) in the above boundary value problem, using ordinary differential 
equations we seek functions of the form 
 

)()(),( tTxXtxy ⋅=                (5.18) 
 
which satisfy those equations. Note that X is a function of x alone and T a function of t alone. 
Note, too, that X and T must be nontrivial. If  y = XT  satisfies equation (4.6), then 
 

)()(")(")( 2 tTxxatTxX ⋅=⋅ ;               (5.19) 
 
And we can divide by a2

 
XT to separate variables 

0],0[
)(
)("

)(
)("

2 >∀∈∀= tcx
tTa
tT

XX
XX              (5.20) 

 
Since the left-hand side here is a function of x alone, it does not very with t. However, it is 
equal to a function of t alone, and so it cannot vary with x. Hence both sides must be some 
constant value, which we denote as  - λ  in common, that is 
 

)()(")()(" 2 tTatTxXxX λλ −=−=  .            (5.21) 
 
If XT is to satisfy the first of conditions (5.17), then  X(0)T (t) must vanish for all t  > 0. But T 
is nontrivial then it follows that X(0) =0. Likewise, the last two conditions of (5.17) are 
satisfied by XT if  X(c) = 0 and T’(t) = 0. Thus XT satisfies equations (4.6) and (5.17) when X 
and T satisfy these two homogeneous problems: 
 

       0)(,0)0(,0)()(" ===+ cXXxXxX λ                         (5.22) 
 

0)0(',0)()(" 2 ==+ TtTatT λ   ,            (5.23) 
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where the parameter λ has the same value in both problems. Note that problem (5.23) has only 
one boundary condition and therefore many solutions for each λ. Since problem (5.22) has 
two boundary conditions, it may have nontrivial solutions for particular values of λ. 
 If λ = 0, then 
 

BAxxXAxXxX +=⇒=⇒=⇒= )()('0)("0λ .            (5.24) 
 
On the other hand 
 

0000)(;00)0( =⇒=+⋅⇒==⇒= ACAcXBX .            (5.25) 
 
Therefore his problem has just trivial solution X(x) ≡ 0 when λ = 0.  
 If λ > 0, we may write 2αλ =  (α > 0). The differential equation in problem (5.22) 
takes the form  
 

0" 2 =+ XX α                 (5.26) 
 
Its general solution is 
 

xCxCxX αα cossin)( 21 +=                (5.27) 
 
The condition X(0) = 0 implies that C2
 

 = 0; and if the condition X(c) = 0is hold, 

0sin1 =cC α  .               (5.28) 
 
In order for there to be a nontrivial solution, then, α must satisfy the equation  
 

...2,10sin ==⇒= n
c

nc παα              (5.29) 

 
Thus, except for the constant factor C1
 

,  

...2,1sin)( == n
c

xnxX π               (5.30) 

 

The numbers 2

22
2

c
n παλ ==  for chich problem (5.22) has nontrivial solution are called 

eigenvalues of the problem, and the functions (5.30) are the corresponding eigenfunctions. 
 When λ < 0, let us write λ = - β2

 
 (β  > 0). Then 

( )xDxX βsinh)( 1=                (5.31) 
 
is the solution of linear homogeneous equation 
 

02 =−′′ XX β                (5.32) 
 
That satisfies the condition X(0) = 0. Since sinh(βc) ≠ 0 then D1 = 0 if X(c) = 0. Thus the 
problem (5.22) has no negative eigenvalues. 
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 When 2

22

c
n πλ = , problem (5.23) becomes 

 

0)0(;0)()("
2

==





+ TtT

c
antT π  .           (5.33) 

Except for a constant factor, then 
 

c
atntT πcos)( =  .              (5.34) 

Therefore each function of the infinite set  
 

,.....2,1,cossin),( == n
c
atn

c
xntxyn

ππ              (5.35) 

 
satisfies all homogeneous equations (4.6) and (5.17). 
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